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Characterizing and Fulfilling Traceability Needs in the PREDIQT Method
for Model-based Prediction of System Quality
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*SINTEF ICT, Pb. 124, 0314 Oslo, Norway
TUniversity of Oslo, Department of Informatics, Pb. 1080, 0316 Oslo, Norway
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Abstract—Our earlier research indicated the feasibility of
the PREDIQT method for model-based prediction of impacts of
architectural design changes, on the different quality character-
istics of a system. The PREDIQT method develops and makes
use of a multi-layer model structure, called prediction models.
Usefulness of the prediction models requires a structured
documentation of both the relations between the prediction
models and the rationale and assumptions made during the
model development. This structured documentation is what we
refer to as trace-link information. In this paper, we first propose
a traceability scheme for PREDIQT. The traceability scheme
specifies the needs regarding the information that should be
traced and the capabilities of the traceability approach. An
example-driven solution that addresses the needs specified
through the scheme is then presented. Moreover, we propose
an implementation of the solution in the form of a prototype
traceability tool, which can be used to define, document,
search for and represent the trace-links needed. The tool-
supported solution is applied on prediction models from an
earlier PREDIQT-based analysis of a real-life system. Based
on a set of success criteria, we argue that our traceability
approach is useful and practically scalable in the PREDIQT
context.

Keywords-traceability; system quality prediction; modeling;
architectural design; change impact analysis; simulation.

I. INTRODUCTION

ICT systems are involved in environments which are con-
stantly evolving due to changes in technologies, standards,
users, business processes, requirements, or the ways systems
are used. Both the systems and their operational environ-
ments frequently change over time and are shared. The new
needs are often difficult to foresee, as their occurrence and
system life time are insufficiently known prior to system
development. Architectural adaptions are inevitable for ac-
commodating the systems to the new services, processes,
technologies, standards, or users. However, due to criticality
of the systems involved, planning, implementation, testing
and deployment of changes can not involve downtime or
similar degradation of quality of service. Instead, the systems
have to quickly and frequently adapt at runtime, while
maintaining the required quality of service.

Independent of whether the systems undergoing changes
are in the operation or in the development phase, important
architectural design decisions are made often, quickly and

with lack of sufficient information. When adapting the
system architecture, the design alternatives may be many
and the design decisions made may have unknown implica-
tions on the system and its quality characteristics (such as
availability, security, performance or scalability). A change
involving increased security may, for example, compromise
performance or usability of a system.

The challenge is therefore how to achieve the necessary
flexibility and dynamism required by software, while still
preserving the necessary overall quality. Thus, there is a need
for decision-making support which facilitates the analysis of
effects of architectural adaptions, on the overall quality of a
system as a whole.

In order to facilitate decision making in the context of
what-if analyses when attempting to understand the implica-
tions of architectural design changes on quality of a system,
models are a useful means for representing and analyzing the
system architecture. Instead of implementing the potential
architectural changes and testing their effects, model-based
prediction is an alternative. Model-based prediction is based
on abstract models which represent the relevant aspects of
the system. A prediction based on models may address a
desired number of architectural changes, without affecting
the target system. As such, it is a quicker and less costly al-
ternative to traditional implementation and testing performed
in the context of understanding the effects of changes on
system quality.

Important preconditions for model-based prediction are
correctness and proper usage of the prediction models. In
addition, the development and use of the prediction models
has to be properly documented. In practice, traceability
support requires process guidance, tool support, templates
and notations for enabling the user to eventually obtain
sufficiently certain predictions and document the underlying
conditions. Our recent work has addressed this issue by
proposing an approach to traceability handling in model-
based prediction of system quality [1]. This paper provides
refinements and several extensions of the approach, and
elaborates further on the current state of the art with respect
to traceability in the context of model-based prediction of
system quality.

In addressing the above outlined needs and challenges re-
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lated to managing architectural changes, we have developed
and tried out the PREDIQT method [2] [3] [4] aimed for
predicting impacts of architectural design changes on system
quality characteristics and their trade-offs. PREDIQT has
been developed to support the planning and analyzing the
architecture of the ICT systems in general, and to facilitate
the reasoning about alternatives for potential improvements,
as well as for the reasoning about existing and potential
weaknesses of architectural design, with respect to individual
quality characteristics and their trade-offs. The predictions
obtained from the models provide propagation paths and the
modified values of the estimates which express the degree of
quality characteristic fulfillment at the different abstraction
levels.

The process of the PREDIQT method guides the develop-
ment and use of the prediction models, but the correctness
of the prediction models and the way they are applied are
also highly dependent on the creative effort of the analyst
and his/her helpers. In order to provide additional help
and guidance to the analyst, we propose in this paper a
traceability approach for documenting and retrieving the
rationale and assumptions made during the model develop-
ment, as well as the dependencies between the elements of
the prediction models. This paper proposes a traceability
solution for PREDIQT to be used for predicting system
quality. To this end, we provide guidance, tool support,
templates and notations for correctly creating and using the
prediction models. The major challenge is to define accurate
and complete trace information while enabling usability and
effectiveness of the approach.

The approach is defined by a traceability scheme, which
is basically a feature diagram specifying capabilities of the
solution and a meta-model for the trace-link information. As
such, the traceability scheme specifies the needs regarding
the information that should be traced and the capabilities of
the traceability approach. The proposed traceability scheme
deals with quality indicators, model versioning, cost and
profit information, as well as the visualization of the impact
on such values of different design choices. An example-
driven solution that addresses the needs specified through
the scheme is then presented.

Moreover, a prototype traceability tool is implemented
in the form of a relational database with user interfaces
which can be employed to define, document, search for and
represent the trace-links needed. The tool-supported solution
is illustrated on prediction models from an earlier PREDIQT-
based analysis conducted on a real-life industrial system [5].
We argue that our approach is, given the success criteria for
traceability in PREDIQT, practically useful and better than
any other traceability approach we are aware of.

This paper is a revised and extended version of a full
technical report [6]. The latter is an extended version of
a paper [l] originally presented at and published in the
proceedings of the SIMUL’'11 conference. With respect to
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the SIMUL’11 conference paper [1], this paper is extended
with:

1) An outline of the PREDIQT method.

2) Guidelines for application of the prediction models.
The guidelines are used for eliciting the traceability
scheme for our approach.

3) Further extensions and refinements of the traceability
approach in PREDIQT with special focus on specifi-
cation and handling of indicators during development
and use of prediction models; handling of quality
characteristic fulfillment acceptance levels; handling
of timing aspects; versioning of prediction models;
cost-benefit aspects in PREDIQT; and handling of
usage profile in relation to the prediction models.

4) A way of practically visualizing the design decision
alternatives has been proposed and exemplified.

5) Preliminary requirements for integration of the exist-
ing PREDIQT tool with the prototype traceability tool,
have been specified and exemplified.

The paper is organized as follows: Section II provides
background on traceability. An overview of the PREDIQT
method is provided in Section III. Guidelines for application
of both the prediction models and the trace-link information
are provided in Section IV. The challenge of traceability
handling in the context of the PREDIQT method is charac-
terized in Section V. The traceability scheme is presented
in Section VI. Our traceability handling approach is pre-
sented in Section VII. Section VIII illustrates the approach
on an example. Section IX argues for completeness and
practicability of the approach, by evaluating it with respect
to the success criteria. Section X substantiates why our
approach, given the success criteria outlined in Section V,
is preferred among the alternative traceability approaches.
The concluding remarks and future work are presented in
Section XI.

II. BACKGROUND ON TRACEABILITY

Traceability is the ability to determine which documenta-
tion entities of a software system are related to which other
documentation entities according to specific relationships
[7]. IEEE [8] also provides two definitions of traceability:

1) Traceability is the degree to which a relationship
can be established between two or more products of
the development process, especially products having
a predecessor-successor or master-subordinate rela-
tionship to one another; for example, the degree to
which the requirements and design of a given software
component match.

2) Traceability is the degree to which each element in
a software development product establishes its reason
for existing.

Traceability research and practice are most established in
fields such as requirements engineering and model-driven
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engineering (MDE). Knethen and Paech [7] argue: “De-
pendency analysis approaches provide a fine-grained impact
analysis but can not be applied to determine the impact
of a required change on the overall software system. An
imprecise impact analysis results in an imprecise estimate of
costs and increases the effort that is necessary to implement
a required change because precise relationships have to be
identified during changing. This is cost intensive and error
prone because analyzing the software documents requires
detailed understanding of the software documents and the
relationships between them.” Aizenbud-Reshef et al. [9]
furthermore state: “The extent of traceability practice is
viewed as a measure of system quality and process maturity
and is mandated by many standards” and “With complete
traceability, more accurate costs and schedules of changes
can be determined, rather than depending on the programmer
to know all the areas that will be affected by these changes.”

IEEE [8] defines a trace as “A relationship between two
or more products of the development process.” According to
the OED [10], however, a trace is defined more generally as
a “(possibly) non-material indication or evidence showing
what has existed or happened”. As argued by Winkler and
von Pilgrim [11]: “If a developer works on an artifact,
he leaves traces. The software configuration management
system records who has worked on the artifact, when that
person has worked on it, and some systems also record
which parts of the artifacts have been changed. But beyond
this basic information, the changes themselves also reflect
the developer’s thoughts and ideas, the thoughts and ideas
of other stakeholders he may have talked to, information
contained in other artifacts, and the transformation process
that produced the artifact out of these inputs. These influ-
ences can also be considered as traces, even though they are
usually not recorded by software configuration management
systems.”

A traceability link is a relation that is used to interrelate
artifacts (e.g., by causality, content, etc.) [11]. In the context
of requirements traceability, Winkler and von Pilgrim [11]
argue that “a trace can in part be documented as a set of
meta-data of an artifact (such as creation and modification
dates, creator, modifier, and version history), and in part
as relationships documenting the influence of a set of
stakeholders and artifacts on an artifact. Particularly those
relationships are a vital concept of traceability, and they
are often referred to as traceability links. Traceability links
document the various dependencies, influences, causalities,
etc. that exist between the artifacts. A traceability link can
be unidirectional (such as depends-on) or bidirectional (such
as alternative-for). The direction of a link, however, only
serves as an indication of order in time or causality. It does
not constrain its (technical) navigability, so traceability links
can always be followed in both directions”.

In addition to the different definitions, there is no com-
monly agreed basic classification [11], that is, a classification
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of traceability links. A taxonomy of the main concepts
within traceability is suggested by Knethen and Paech [7].

An overview of the current state of traceability research
and practice in requirements engineering and model-driven
development is provided by Winkler and von Pilgrim [11],
based on an extensive literature survey. Another survey by
Galvao and Goknil [12] discusses the state-of-the-art in
traceability approaches in MDE and assesses them with
respect to five evaluation criteria: representation, mapping,
scalability, change impact analysis and tool support. More-
over, Spanoudakis and Zisman [13] present a roadmap
of research and practices related to software traceability
and identify issues that are open for further research. The
roadmap is organized according to the main topics that have
been the focus of software traceability research.

Traces can exist between both model- and non-model
artifacts. The means and measures applied for obtaining
traceability are defined by so-called traceability schemes. A
traceability scheme is driven by the planned use of the traces.
The traceability scheme determines for which artifacts and
up to which level of detail traces can be recorded [11]. A
traceability scheme thus defines the constraints needed to
guide the recording of traces, and answers the core ques-
tions: what, who, where, how, when, and why. Additionally,
there is tacit knowledge (such as why), which is difficult to
capture and to document. A traceability scheme helps in this
process of recording traces and making them persistent.

As argued by Aizenbud-Reshef et al. [9], the first ap-
proach used to express and maintain traceability was cross-
referencing. This involves embedding phrases like “see
section x” throughout the project documentation. Thereafter,
different techniques have been used to represent traceability
relationships including standard approaches such as ma-
trices, databases, hypertext links, graph-based approaches,
formal methods, and dynamic schemes [9]. Representation,
recording and maintenance of traceability relations are clas-
sified by Spanoudakis and Zisman [13] into five approaches:
single centralized database, software repository, hypermedia,
mark-up, and event-based.

According to Wieringa [14], representations and visual-
izations of traces can be categorized into matrices, cross-
references, and graph-based representations. As elaborated
by Wieringa, the links, the content of the one artifact,
and other information associated with a cross reference,
is usually displayed at the same time. This is, however,
not the case with traceability matrices. So, compared to
traceability matrices, the user is (in the case of cross-
references) shown more local information at the cost of
being shown fewer (global) links. As models are the central
element in MDE, graph-based representations are the norm.
A graph can be transformed to a cross-reference. Regarding
the notation, there is, however, no common agreement or
standard, mostly because the variety and informality of
different artifacts is not suitable for a simple, yet precise
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notation. Requirements traceability graphs are usually just
plain box-and-line diagrams [14].

Knethen and Paech [7] argue that the existing traceability
approaches do not give much process support. They specify
four steps of traceability process: 1) define entities and rela-
tionships, 2) capture traces, 3) extract and represent traces,
and 4) maintain traces. Similarly, Winkler and von Pilgrim
[11] state that traceability and its supporting activities are
currently not standardized. They classify the activities when
working with traces into: 1) planning for traceability, 2)
recording traces, 3) using traces, and 4) maintaining traces.
Traceability activities are generally not dependent on any
particular software process model.

Trace models are usually stored as separate models, and
links to the elements are (technically) unidirectional in
order to keep the connected models or artifacts independent.
Alternatively, models can contain the trace-links themselves
and links can be defined as bidirectional. While embedded
trace-links pollute the models, navigation is much easier
[11]. Thus, we distinguish between external and internal
storage, respectively. Anquetil at al. [15] argue: “Keeping
link information separated from the artifacts is clearly better;
however, it needs to identify uniquely each artifact, even
fined-grained artifacts. Much of the recent research has
focused on finding means to automate the creation and
maintenance of trace information. Text mining, information
retrieval and analysis of trace links techniques have been
successfully applied. An important challenge is to maintain
links consistency while artifacts are evolving. In this case,
the main difficulty comes from the manually created links,
but scalability of automatic solution is also an issue.”

As outlined by Aizenbud-Reshef et al. [9], automated cre-
ation of trace-links may be based on text mining, information
retrieval, analysis of existing relationships to obtain implied
relations, or analysis of change history to automatically
compute links.

Reference models are an abstraction of best practice and
comprise the most important kinds of traceability links.
There is nothing provably correct about reference models,
but they derive their relevance from the slice of practice they
cover. Nevertheless, by formalizing a reference model in an
appropriate framework, a number of elementary desirable
properties can be ensured. A general reference model for
requirements traceability is proposed by Ramesh and Jarke
[16], based on numerous empirical studies.

Various tools are used to set and maintain traces. Surveys
of the tools available are provided by Knethen and Paech [7],
Winkler and von Pilgrim [11], Spanoudakis and Zisman [13],
and Aizenbud-Reshef et al. [9]. Bohner and Arnold [17]
found that the granularity of documentation entities managed
by current traceability tools is typically somewhat coarse for
an accurate impact analysis.
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III. AN OVERVIEW OF THE PREDIQT METHOD

PREDIQT is a tool-supported method for model-based
prediction of quality characteristics (performance, scala-
bility, security, etc.). PREDIQT facilitates specification of
quality characteristics and their indicators, aggregation of
the indicators into functions for overall quality characteristic
levels, as well as dependency analysis. The main objective
of a PREDIQT-based analysis is prediction of system quality
by identifying different quality aspects, evaluating each of
these, and composing the results into an overall quality
evaluation. This is useful, for example, for eliciting quality
requirements, evaluating the quality characteristics of a
system, run-time monitoring of quality relevant indicators,
as well as verification of the overall quality characteristic
fulfillment levels.

The PREDIQT method produces and applies a multi-
layer model structure, called prediction models, which rep-
resent system relevant quality concepts (through “Quality
Model”), architectural design (through “Design Model”),
and the dependencies between architectural design and
quality (through “Dependency Views”). The Design Model
diagrams are used to specify the architectural design of the
target system and the changes whose effects on quality are
to be predicted. The Quality Model diagrams are used to
formalize the quality notions and define their interpreta-
tions. The values and the dependencies modeled through
the Dependency Views (DVs) are based on the definitions
provided by the Quality Model. The DVs express the inter-
play between the system architectural design and the quality
characteristics. Once a change is specified on the Design
Model diagrams, the affected parts of the DVs are identified,
and the effects of the change on the quality values are
automatically propagated at the appropriate parts of the DV.
This section briefly outlines the PREDIQT method in terms
of the process and the artifacts.

A. Process and models

The process of the PREDIQT method consists of three
overall phases: Target modeling, Verification of prediction
models, and Application of prediction models. Each phase is
decomposed into sub-phases, as illustrated by Figure 1.

Based on the initial input, the stakeholders involved
deduce a high level characterization of the target system,
its scope and the objectives of the prediction analysis, by
formulating the system boundaries, system context (includ-
ing the usage profile), system lifetime and the extent (nature
and rate) of design changes expected.

As mentioned above, three interrelated sets of models
are developed during the process of the PREDIQT method:
Design Model which specifies system architecture, Quality
Model which specifies the system quality notions, and De-
pendency Views (DVs) which represent the interrelationship
between the system quality and the architectural design.
Quality Model diagrams are created in the form of trees,
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[ Phase 1: Target modeling ]

[ Sub-phase 1.1: Characterization of the target and the objectives ]

[ Sub-phase 1.2: Development of Quality Models ]

[ Sub-phase 1.3: Mapping of Design Models ]

[ Sub-phase 1.4: Development of Dependency Views ]

[ Phase 2: Verification of prediction models ]

[ Sub-phase 2.1: Evaluation of prediction models ]

[ Sub-phase 2.2: Fitting of prediction models ]

[ Sub-phase 2.3: Approval of the final prediction models ]

[ Phase 3: Application of prediction models ]

[ Sub-phase 3.1: Specification of a change ]

[ Sub-phase 3.2: Application of the change on prediction models ]

[ Sub-phase 3.3: Quality prediction ]

Figure 1. A simplified overview of the process of the PREDIQT method
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Figure 2. Excerpt of an example DV with fictitious values

by defining the quality notions with respect to the target
system. The Quality Model diagrams represent a taxonomy
with interpretations and formal definitions of system quality
notions. The total quality of the system is decomposed
into characteristics, sub-characteristics and quality indica-
tors. The Design Model diagrams represent the architectural
design of the system.

For each quality characteristic defined in the Quality
Model, a quality characteristic specific DV is deduced from
the Design Model diagrams and the Quality Model diagrams
of the system under analysis. This is done by modeling the
dependencies of the architectural design with respect to the
quality characteristic that the DV is dedicated to, in the form
of multiple weighted and directed trees. A DV comprises two
notions of parameters:

1) EI: Estimated degree of Impact between two nodes,
and

2) QCF: estimated degree of Quality Characteristic Ful-
fillment.

Each arc pointing from the node being influenced is an-
notated by a quantitative value of EI, and each node is
annotated by a quantitative value of QCF.

Figure 2 shows an excerpt of an example DV with ficti-
tious values. In the case of the Encryption node of Figure 2,
the QCF value expresses the goodness of encryption with
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respect to the quality characteristic in question, e.g., security.
A quality characteristic is defined by the underlying system
specific Quality Model, which may for example be based on
the ISO 9126 product quality standard [18]. A QCF value in
a DV expresses to what degree the node (representing system
part, concern or similar) is realized so that it, within its own
domain, fulfills the quality characteristic. The QCF value is
based on the formal definition of the quality characteristic
(for the system under analysis), provided by the Quality
Model. The EI value on an arc expresses the degree of
impact of a child node (which the arc is directed to) on
the parent node, or to what degree the parent node depends
on the child node, with respect to the quality characteristic
under consideration.

“Initial” or “prior” estimation of a DV involves providing
QCF values to all leaf nodes, and EI values to all arcs.
Input to the DV parameters may come in different forms
(e.g., from domain expert judgments, experience factories,
measurements, monitoring, logs, etc.), during the different
phases of the PREDIQT method. The DV parameters are
assigned by providing the estimates on the arcs and the
leaf nodes, and propagating them according to the general
DV propagation algorithm. Consider for example the Data
protection node in Figure 2 (denoting: DP: Data protection,
E: Encryption, AT: Authentication, AAT: Authorization, and
0O:Other):

QCFppy=QCF gy -Elpp-g) +QCFuar) - EIlpp_sar) +
QCFaary - Ellpp—aary + QCFoy - Ellpp-oy (1)

The DV-based approach constrains the QCF of each node
to range between 0 and 1, representing minimal and maximal
characteristic fulfillment (within the domain of what is repre-
sented by the node), respectively. This constraint is ensured
through the formal definition of the quality characteristic
rating (provided in the Quality Model). The sum of Els, each
between 0 (no impact) and 1 (maximum impact), assigned to
the arcs pointing to the immediate children must be 1 (for
model completeness purpose). Moreover, all nodes having
a common parent have to be orthogonal (independent).
The dependent nodes are placed at different levels when
structuring the tree, thus ensuring that the needed relations
are shown at the same time as the tree structure is preserved.

The general DV propagation algorithm, exemplified by
(1), is legitimate since each quality characteristic specific
DV is complete, the Els are normalized and the nodes having
a common parent are orthogonal due to the structure. A
DV is complete if each node which is decomposed, has
children nodes which are independent and which together
fully represent the relevant impacts on the parent node,
with respect to the quality characteristic that the DV is
dedicated to. Two main means can be applied in order to
facilitate that the children nodes fully represent the relevant
impacts. First, in case not all explicit nodes together express
the total impact, an additional node called “other” can

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



be added to each relevant sub-tree, thus representing the
overall dependencies. Second, once the EI and QCF values
have been assigned within a subtree, a possible lack of
completeness will become more explicit. In such a case,
either the EI estimates have to be modified, or additional
nodes (for the missing dependencies) need to be added either
explicitly, or in the form of an “other” node. In case “other”
is used, it is particularly important to document the rationale
(and other trace-link information) related to it.

The rationale for the orthogonality is that the resulting
DV structure is tree-formed and easy for the domain experts
to relate to. This significantly simplifies the parametrization
and limits the number of estimates required, since the
number of interactions between the nodes is minimized.
Although the orthogonality requirement puts additional de-
mands on the DV structuring, it has shown to represent a
significant advantage during the estimation.

The “Verification of prediction models” is an iterative
phase that aims to validate the prediction models, with
respect to the structure and the individual parameters, before
they are applied. A measurement plan with the necessary
statistical power is developed, describing what should be
evaluated, when and how. Both system-as-is and change
effects should be covered by the measurement plan. Model
fitting is conducted in order to adjust the DV structure and
the parameters to the evaluation results. The objective of
the “Approval of the final prediction models” sub-phase is
to evaluate the prediction models as a whole and validate
that they are complete, correct and mutually consistent after
the fitting. If the deviation between the model and the new
measurements is above the acceptable threshold after the
fitting, the target modeling phase is re-initiated.

The “Application of the change on prediction models”
phase involves applying the specified architectural design
change on the prediction models. During this phase, a
specified change is applied to the Design Model diagrams
and the DVs, and its effects on the quality characteristics at
the various abstraction levels are simulated on the respective
DVs. When an architectural design change is applied on the
Design Model diagrams, it is according to the definitions
in the Quality Model, reflected to the relevant parts of
the DV. Thereafter, the DV provides propagation paths and
quantitative predictions of the new quality characteristic
values, by propagating the change throughout the rest of
each one of the modified DVs, based on the general DV
propagation algorithm.

We have earlier developed tool support [5] based on
Microsoft Excel for development of the DVs, as well as
automatic simulation and sensitivity analysis in the context
of the DVs. This tool was originally developed in order
to serve as an early version providing a “proof-of-concept”
and supporting the case studies on PREDIQT. Based on the
PREDIQT method specification, and the early tool support, a
new and enriched version of the PREDIQT tool has been de-
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veloped, as presented in [19]. The former tool was developed
on proprietary software, since MS Excel provided a rather
simple and sufficient environment for quick prototyping. The
last version of the tool, is however developed in the form of
an Eclipse Modeling Framework (EMF) plugin. Both tools
have recently been applied in full scale realistic industrial
case studies. The existing PREDIQT tool support will in the
following be referred to as the “PREDIQT tool.”

B. Structure of the prediction models

Figure 3 provides an overview of the elements of the
prediction models, expressed as a UML [20] class diagram.
A Quality Model is a set of tree-like structures, which clearly
specify the system-relevant quality notions, by defining and
decomposing the meaning of the system-relevant quality
terminology. Each tree is dedicated to a target system-
relevant quality characteristic. Each quality characteristic
may be decomposed into quality sub-characteristics, which
in turn may be decomposed into a set of quality indica-
tors. As indicated by the relationship of type aggregation,
specific sub-characteristics and indicators can appear in
several Quality Model trees dedicated to the different quality
characteristics. Each element of a Quality Model is assigned
a quantitative normalized metric and an interpretation (qual-
itative meaning of the element), both specific for the target
system. A Design Model represents the relevant aspects of
the system architecture, such as for example process, data
flow, structure, and rules.

A DV is a weighted dependency tree dedicated to a
specific quality characteristic defined through the Quality
Model. As indicated by the attributes of the Class Node, the
nodes of a DV are assigned a name and a QCF. A QCF
(Quality Characteristic Fulfillment) is, as explained above,
the value of the degree of fulfillment of the quality char-
acteristic, with respect to what is represented by the node.
The degree of fulfillment is defined by the metric (of the
quality characteristic) provided in the Quality Model. Thus,
a complete prediction model has as many DVs as the quality
characteristics defined in the Quality Model. Additionally, as
indicated by the Semantic dependency relationship, seman-
tics of both the structure and the weights of a DV are given
by the definitions of the quality characteristics, as specified
in the Quality Model. A DV node may be based on a Design
Model element, as indicated by the Based on dependency
relationship. As indicated by the self-reference on the Node
class, one node may be decomposed into children nodes.
Directed arcs express dependency with respect to quality
characteristic by relating each parent node to its immediate
children nodes, thus forming a tree structure. Each arc in
a DV is assigned an El (Estimated Impact), which is a
normalized value of degree of dependence of a parent node,
on the immediate child node. Thus, there is a quantified
dependency relationship from each parent node, to its im-
mediate children. The values on the nodes and the arcs are
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referred to as parameter estimates. We distinguish between
prior and inferred parameter estimates. The former ones are,
in the form of empirical input, provided on leaf nodes and
all arcs, while the latter ones are deduced using the above
presented DV propagation model for PREDIQT. For further
details on PREDIQT, see Omerovic et al. [2], Omerovic and
Stglen [21], Omerovic et al. [22], and Omerovic [4].

IV. GUIDELINES FOR APPLICATION OF PREDICTION
MODELS

In order to facilitate quality and correct use of prediction
models, this section provides guidelines for application of
the prediction models and the trace-link information, with
the analyst as the starting point. Thus, unless otherwise
specified, all the guidelines are directed towards the ana-
lyst. Overall guidelines for the “Application of prediction
models” — phase (i.e., Phase 3 of the PREDIQT process,
see Figure 1) are presented first, followed by detailed
guidelines for each one of its sub-phases: “Specification of a
change”, “Application of the change on prediction models”
and “Quality prediction”, respectively. The guidelines for
each phase and sub-phase follow a standard structure:

« objective — specifies the goals of the phase

« prerequisites — specifies the conditions for initiating the
phase

o how conducted — presents the detailed instructions for
performing the steps that have to be undergone

 input documentation — lists the documentation that is
assumed to be ready and available upon the initializa-
tion of the phase

o output documentation — lists the documentation that is
assumed to be available upon the completion of the
(sub)phase

o modeling guideline — lists the sequence of steps needed
to be undergone in the context of modifying or applying
the relevant prediction models.

An overview of the elements of the prediction models, expressed as a UML class diagram

The guidelines are based on the authors’ experiences
from industrial trials of PREDIQT [5] [3]. As such, the
guidelines are not exhaustive but serve as an aid towards
a more structured process of applying the prediction models
and accommodating the trace information during the model
development, based on the needs of the “Application of
prediction models”-phase.

It should be noted that the guidelines presented in this
section only cover Phase 3 of the PREDIQT process. This
is considered as the essential phase for obtaining the predic-
tions in a structured manner with as little individual influence
of the analyst as possible. It would of course be desirable
to provide corresponding guidelines for the first two phases
of the PREDIQT process as well. For our current purpose,
however, Phase 3 is essential and critical, while the guidance
for carrying out phases 1 and 2 currently relies on the
presentation of PREDIQT [4] and documentation of the case
studies [2] [3].

It should also be noted that in the guidelines presented
in this section, sub-phase 2 (“Application of the change
on prediction models™) is the most extensive one. In this
phase, the specified change is first applied on the Design
Model. Then, the dependencies within the Design Model
are identified. Thereafter, the change is, based on the spec-
ification and the modified Design Model, reflected on the
DVs. Once the DVs are modified, the modifications are
verified. The modifications of both the Design Model and
the DVs strongly depends on the semantics of the Quality
Model which is actively used (but not modified) throughout
the sub-phase. As such, the sub-phase involves modification
of the Design Model and the DVs, based on the change
specification and the Quality Model. Rather that splitting
this sub-phase into two separate ones, we believe that it
is beneficial to include all tasks related to application of a
change on the prediction models in one (although extensive,
yet) coherent sub-phase.
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A. Guidelines for the “Application of prediction models” —
phase

Objective

During this phase, a specified change is applied to the
prediction models, and its effects on the quality character-
istics at the various abstraction levels are simulated on the
respective Dependency Views (DVs). The simulation reveals
which design parts and aspects are affected by the change
and the degree of impact (in terms of the quality notions
defined by the Quality Model).

Prerequisites

o The fitted prediction models are approved.

o The changes applied are assumed to be independent
relative to each other.

o The “Quality prediction” sub-phase presupposes that
the change specified during the “Specification of a
change” sub-phase can be fully applied on the predic-
tion models, during the “Application of the change on
prediction models” sub-phase.

How conducted
This phase consists of the three sub-phases:

1) Specification of a change
2) Application of the change on prediction models
3) Quality prediction

Input documentation

o Prediction models: Design Model diagrams, Quality
Model diagrams, and Dependency Views
o Trace-links

Output documentation

« Change specification
e Pre- and post-change Design Model diagrams
e DVs.

People that should participate

o Analysis leader (Required). Analysis leader is also
referred to as analyst.

o Analysis secretary (Optional)

o Representatives of the customer:

— Decision makers (Optional)
— Domain experts (Required)
— System architects or other potential users of
PREDIQT (Required)
Modeling guideline

1) Textually specify the architectural design change of
the system.

2) Modify the Design Model diagrams with respect to the
change proposed. Modify the structure and the values
of the prior parameters, on the affected parts of the
DVs.

3) Run the simulation and display the changes on the
Design Model diagrams and the DVs, relative to their
original (pre-change) structure and values.
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B. Guidelines for the “Specification of a change” sub-phase

Objective

The change specification should clearly state all deploy-
ment relevant facts necessary for applying the change on
the prediction models. The specification should include the
current and the new state and characteristics of the design
elements/properties being changed, the rationale and the
assumptions made.

Prerequisites

The fitted prediction models are approved.

How conducted

Specify the change by describing type of change, the
rationale, who should perform it, when, how and in which
sequence of events. In the case that the change specification
addresses modifications of specific elements of the Design
Model diagrams or the DVs, the quality characteristics of the
elements before and after the change have to be specified,
based on the definitions provided by the Quality Model.
The change specification has to be at the abstraction level
corresponding to the abstraction level of a sufficient subset
of the Design Model diagrams or DVs.

Input documentation

o Prediction models

o Design Model

o Quality Model

« Dependency Views.

Output documentation

Textual specification of a change.

Modeling guideline

1) Textually specify an architectural design change of the

system represented by the approved prediction models.
2) Specify the rationale and the process related to the
change deployment.

C. Guidelines for the “Application of the change on predic-
tion models” sub-phase

Objective

This sub-phase involves applying the specified change on

the prediction models.

Prerequisites

o The change is specified.

« The specified change is, by the analyst and the domain
experts, agreed upon and a common understanding is

reached.

How conducted

Detailed instructions for performing the six steps specified

in “Modeling guideline,” are provided here.

1) This first step of relating the change to the Design
Model diagram(s) and their elements is a manual
effort. The analyst and the domain experts confirm
that a common understanding of the specification has
been reached. Then, they retrieve the diagrams and
the respective elements of the Design Model and
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2)

3)

4)

5)

identify which elements are potentially affected by
the change, with respect to the system quality in
general. The identified elements are marked, and their
post-change status specified. The status may be of
three types: update, delete or add. The update may
involve change of a property related to design or a
quality characteristic. In the case of delete, the diagram
element is marked and its new status is visible. In the
case of add, a new diagram element is introduced.
The trace-links between diagrams and diagram ele-
ments are (during the “Target modeling” phase) doc-
umented in the form of a database, which they can
be retrieved from. Each one of the above identified
Design Model diagrams and diagram elements (except
the added ones) is searched in the existing trace-
link database (created during the model development).
The result displays those searched items which have
the role of the origin or the target element, and all
the elements that depend on them or that they are
dependent on, respectively. The result also displays
overall meta-data, e.g., the kinds of the trace-links
and their rationale. The domain experts and the an-
alyst identify those retrieved (linked) elements that
are affected by the specified change. Depending on
the nature of the change and the trace-link type and
rationale, each diagram or element which, according
to the search results is linked to the elements identified
in the previous step, may be irrelevant, deleted or
updated. The updated and the deleted elements are,
within the diagrams, assigned the new (post-change)
status and meta-data.

The trace-link database is searched for all the above
identified elements which have been updated or
deleted. The trace-links between those elements and
the DV model elements are then retrieved. Then, the
overall DV model elements that may be affected by
the change are manually identified. The rationale for
the DV structure and the node semantics regarding
all the retrieved and manually identified DV model
elements, are retrieved from the trace-link database.
It is considered whether the added design element
models require new DV nodes. The DV structure is
manually verified, based on the retrieved trace-link
information.

The domain experts and the analyst manually verify
the updated structure (completeness, orthogonality,
and correctness) of each DVs, with respect to the
1) quality characteristic definitions provided by the
Quality Model and ii) the modified Design Model.
The estimates of the prior parameters have to be
updated due to the modifications of the Design Model
and the DV structure. Due do the structural DV
modification in the previous step, previously internal
nodes may have become prior nodes, and the Els on

the arcs may now be invalid. New nodes and arcs may
have been introduced. All the earlier leaf nodes which
have become internal nodes, and all new internal nodes
are assumed to automatically be assigned the function
for the propagation model, by the PREDIQT tool. All
the new or modified arcs and leaf nodes have to be
marked so that the values of their parameters can be
evaluated. The overall unmodified arcs and the leaf
nodes whose values may have been affected by the
change, are manually identified. In the case of the
modified arcs and leaf nodes, trace-links are used to
retrieve the previously documented rationale for the
estimation of the prior parameter values and node
semantics. The parameter values on the new and the
modified arcs and leaf nodes are estimated based on
the Quality Model.

The leaf node QCFs of a sub-tree are estimated
before estimating the related Els. The rationale is to
fully understand the semantics of the nodes, through
reasoning about their QCFs first. In estimating a QCF,
two steps have to be undergone:

a) interpretation of the node in question — its con-
tents, scope, rationale and relationship with the
Design Model, and

b) identification of the relevant metrics from the
Quality Model of the quality characteristic that
the DV is addressing, as well as evaluation of
the metrics identified.

When estimating a QCF the following question is
posed (to the domain experts): “To what degree is
the quality characteristic fulfilled, given the contents
and the scope of the node?” The definition of the
rating should be recalled, along with the fact that
zero estimate value denotes no fulfillment, while one
denotes maximum fulfillment.

In estimating an EI, two steps have to be undergone:

a) interpretation of the two nodes in question, and

b) determination of the degree of impact of the child
node, on the parent node. The value is assigned
relative to the overall Els related to the same par-
ent node, and with a consistent unit of measure,
prior to being normalized. The normalized EIs
on the arcs from the same parent node have to
sum up to one, due to the requirement of model
completeness.

When estimating an EI the following question is posed
(to the domain experts): “To what degree does the
child node impact the parent node, or how dependent
is the parent node on child node, with respect to the
quality characteristic that the DV is dedicated to?”
The definition of the quality characteristic provided
by its Quality Model, should be recalled and the
estimate is provided relative to the impact of the
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overall children nodes of the parent node in question.
Alternatively, an impact value is assigned using the
same unit of measure on all arcs of the sub-tree, and
normalized thereafter.

Once one of the above specified questions is posed,
depending on the kind of the DV parameter, the
domain expert panel is asked to provide the estimate
with an interval so that the correct value is within
the interval with a probability given by the confidence
level [23].

6) Manually verify the updated prior parameter values,
so that the relative QCF values are consistent to each
other and the rest of the estimates, and so that Els on
the arcs from a common parent sum up to one.

If the specified change can be fully applied, it is within
the scope of the prediction models, which is a prerequisite
for proceeding to the next sub-phase. Otherwise, the modifi-
cations are canceled and the change deemed not predictable
by the models as such.

Input documentation

o Prediction models: Design Model, Quality Model, De-
pendency Views

o Specification of the change

o The trace-links.

Output documentation

o Design Model

« DVs modified with respect to the change.

Modeling guideline

1) Relate the specified change to manually identifiable
Design Model diagram(s) and their elements.

2) Use the trace-links to identify the affected parts (di-
agrams and diagram elements) of the Design Model.
Apply the change by modifying (updating, deleting
or adding) the identified affected parts of the Design
Model.

3) Use the trace-links to identify the affected parts (nodes
and dependency links) of each DV, by retrieving the
traces from the modified and the deleted parts of the
Design Model to the DVs, as well as the rationale for
the DV structure and the node semantics. Modify the
structure of the affected parts of the DVs.

4) Manually verify the updated structure (completeness,
orthogonality, and correctness) of the DVs, with re-
spect to the Quality Model and the modified Design
Model.

5) Use trace-links to identify the documented rationale
for the estimation of the prior parameter values. Man-
uvally identify the overall prior parameters that have
been affected by the change. Use Quality Model to
modify the values of the affected prior parameters (i.e.,
Els and leaf node QCFs).

6) Manually verify the updated prior parameter values
(that QCFs are consistent relative to each other and

that EIs on the arcs from a common parent sum up to
one).

D. Guidelines for the “Quality prediction” sub-phase

Objective

The propagation of the change throughout the rest of each
one of the modified DVs, is performed. The propagation
paths and the modified parameter values are obtained.

Prerequisites

The specified change is within the scope of and fully
applied on the prediction models.

How conducted

Use the PREDIQT tool support to propagate the change.
The tool explicitly displays the propagation paths and the
modified parameter values, as well as the degrees of pa-
rameter value change. Obtain the predictions, in terms of
the propagation paths and the parameter value modification.
The result must explicitly express the changes with respect
to the pre-change values. The propagation of the change
throughout each one of the modified DVs, is performed
based on the general DV propagation model, according to
which the QCF value of each parent node is recursively
calculated by first multiplying the QCF and EI value for
each closest child and then summing up these products.
Such a model is legitimate since each quality characteristic
DV is complete, the Els are normalized and the nodes
having a common parent are orthogonal (with respect to
the quality characteristic that the DV is dedicated to) due
to the structure. The root node QCF values on the quality
characteristic specific DVs represent the system-level rating
value of the quality characteristic that the DV is dedicated to.
If the predicted parameter values are beyond a pre-defined
uncertainty threshold, the modifications are canceled and the
change deemed not predictable by the input data and the
models as such.

Input documentation

DVs.

Output documentation

o The change is propagated throughout the DVs, based
on the DV propagation model.
o Propagation paths and parameter value changes (rela-
tive to the original ones) are displayed.
Modeling guideline
1) Run the simulation on the PREDIQT tool, in order to
obtain the change propagation paths and the modified
QCEF values of the affected non-leaf nodes of the DVs.
2) Display the changes performed on the Design Model
and the DVs (structure and the prior parameter values).

V. THE CHALLENGE

This section motivates and specifies the success criteria
for the traceability handling approach in PREDIQT.
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A. Balancing the needs

Trace-link information can be overly detailed and ex-
tensive while the solution needed in a PREDIQT context
has to be applicable in a practical real-life setting within
the limited resources allocated for a PREDIQT-based anal-
ysis. Therefore, the traceability approach should provide
sufficient breadth and accuracy for documenting, retrieving
and representing of the trace-links, while at the same time
being practically applicable in terms of comprehensibility
and scalability. The right balance between the completeness
and accuracy of the trace information on the one side,
and practical usability of the approach on the other side,
is what characterizes the main challenge in proposing the
appropriate solution for traceability handling in PREDIQT.
Therefore, the trace-link creation efforts have to be concen-
trated on the traces necessary during the application of the
prediction models.

It is, as argued by Winkler and von Pilgrim [11], an open
issue to match trace usage and traceability schemes, and
to provide guidance to limit and fit traceability schemes
in a such way that they match a projects required usage
scenarios for traces. One of the most urgent questions
is: what requirements a single scenario imposes on the
other activities (in particular planning and recording) in the
traceability process.

Moreover, it is argued by Aizenbud-Reshef et al. [9] that
the lack of guidance as to what link information should
be produced and the fact that those who use traceability
are commonly not those producing it, also diminishes the
motivation of those who create and maintain traceability in-
formation. In order to avoid this trap, we used the PREDIQT
guidelines (as documented in Section IV) for the analyst as a
starting point, for deriving the specific needs for traceability
support.

B. Success criteria

The specific needs for traceability support in PREDIQT
are summarized below:
1) There is need for the following kinds of trace-links:

o Links between the Design Model elements to
support identification of dependencies among the
elements of the Design Model.

e Links from the Design Model elements to DV
elements to support identification of DV nodes
which are based on specific elements of the De-
sign Model.

e Links from DV elements to Quality Model ele-
ments to support acquisition of traces from the
prior estimates of the DV to the relevant quality
indicators.

« Links to external information sources (documents,
cost information, profit information, usage profile,
indicator definitions, indicator values, measure-
ments, domain expert judgments) used during the

development of DV structure and estimation of

the parameters to support documenting the traces

from the DV to the more detailed information

sources available outside the prediction models.
o Links to rationale and assumptions for:

Design Model elements

the semantics of the DV elements
the structure of the DVs

— prior parameter estimates of the DVs

The objective of these links is to support docu-
menting the relevant aspects of the development of
the prediction models, particularly the understand-
ing and interpretations that the models are based
on. Part of rationale and assumptions are also
specifications of the acceptable values of quality
characteristic fulfillment (also called quality char-
acteristic fulfillment acceptance criteria/levels) as
well as validity of input and models w.r.t. time
(timing validity applies to Design Model and the
DVs).

2) The traceability approach should have facilities for
both searching with model types and model elements
as input parameters, as well as for reporting linked
elements and the link properties

3) The traceability approach should be flexible with re-
spect to granularity of trace information

4) The traceability approach should be practically appli-
cable on real-life applications of PREDIQT

These needs are in the sequel referred to as the success
criteria for the traceability approach in PREDIQT.

VI. TRACEABILITY SCHEME

We propose a traceability scheme in the form of a meta-
model for trace-link information and a feature diagram for
capabilities of the solution. The traceability scheme specifies
the needs regarding the information that should be traced
and the capabilities of the traceability approach. Thus, our
traceability scheme is based on the guidelines for application
of the prediction models and the success criteria for the
traceability approach specified in the two previous respective
sections.

The types of the trace-links and the types of the traceable
elements are directly extracted from Success Criterion 1 and
represented through a meta-model shown by Figure 4. The
Element abstract class represents a generalization of a trace-
able element. The Element abstract class is specialized into
the five kinds of traceable elements: Design Model Element,
DV Element, Quality Model Element, External Information
Source, and Rationale and Assumptions. Similarly, the Trace
Link abstract class represents a generalization of a trace-link
and may be assigned a rationale for the trace-link. The Trace
Link abstract class is specialized into the six kinds of trace-
links.
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Figure 4. A meta model for trace-link information, expressed as a UML

class diagram

Pairs of certain kinds of traceable elements form binary
relations in the form of unidirectional trace-links. Such
relations are represented by the UML-specific notations
called association classes (a class connected by a dotted
line to a link which connects two classes). For example,
trace-links of type Design Model Element to Design Model
Element may be formed from a Design Model Element to
a Dependency View Element. The link is annotated by the
origin (the traceable element that the trace-link goes from)
and the target (the traceable element that the trace-link goes
to) in order to indicate the direction. Since only distinct pairs
(single instances) of the traceable elements (of the kinds
involved in the respective trace-links defined in Figure 4) can
be involved in the associated specific kinds of trace-links,
uniqueness (property of UML association classes) is present
in the defined trace-links. Due to the binary relations (arity
of value 2) in the defined trace-links between the traceable
elements, only two elements can be involved in any trace-
link. Furthermore, multiplicity of all the traceable elements

involved in the trace-links defined is of type “many,” since
an element can participate in multiple associations (given
they are defined by the meta-model and unique).

The main capabilities needed are represented through a
feature diagram [11] shown by Figure 5. Storage of trace-
links may be internal or external, relative to the prediction
models. A traceable element may be of type prediction
model element (see Figure 3) or non-model element. Report-
ing and searching functionality has to be supported. Trace-
link info has to include link direction, link meta-data (e.g.,
date, creator, strength) and cardinality (note that all links are
binary, but a single element can be origin or target for more
than one trace-link). Typing at the origin and the target ends
of a trace-link, as well as documenting the rationale for the
trace-link, are optional.

VII. EXAMPLE-DRIVEN SOLUTION

This section presents the main aspects of our traceability
approach for PREDIQT. We focus particularly on traceabil-
ity of indicators by elaborating on the role of indicators in
the Quality Model and the DVs and proposing a template
for specification of indicators. Moreover, we elaborate on
how to specify quality characteristic fulfillment acceptance
criteria within the traceability approach. This is followed by
a proposal for how to handle validity of models w.r.t time
in the form of model versions. Furthermore, traceability of
cost and profit information is discussed. Our traceability
approach also includes handling of usage profile in the
prediction models. The usage profile handling is presented
before proposing how to visualize the impacts of the dif-
ferent the decision alternatives on quality characteristics,
cost and profit. Additionally, a prototype traceability tool
for trace-link management, implementing the needs specified
through the traceability scheme, is presented. Finally, we
propose the preliminary steps for integration of the prototype
traceability tool with the existing PREDIQT tool.

A. Traceability of indicators

As stated above in relation to Success Criterion 1, links to
external information sources include definitions and values
of indicators. In PREDIQT, indicators are used as a part of
the Quality Model in order to define the quality notions for
the system being considered. The Quality Model, however,
only defines the meaning of the terminology (i.e., quantita-
tive and qualitative aspects of the quality notions specific to
the target of analysis). Therefore, in addition to the Quality
Model, indicator definitions and values are also associated
with the DVs, through the traceability information. The
indicators defined in relation to the DVs may be the same or
additional w.r.t. the ones defined in the Quality Model. The
reason for this is the fact that the DVs are an instantiation
of the architectural dependency specific to the system in
question. Hence, indicators may be attached to both QCFs
and Els at any part of the DVs. Most common use of an

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

12



Traceable element

Tracing in PREDIQT

Trace-link info

Model element ‘Non—model element‘

‘ Link direction

Legend
.— mandatory

optional

? alternative

Cardinality 0..* HRationaIe for trace link

\.

External information source ‘ Rationale| | Assumptions

Figure 5.

indicator in the DV context is in relation to a leaf node
QCF, where the indicator serves as a partial evaluator of
the QCF value. The indicator value may be subject to
dynamic change. The relationship between the indicator and
the QCF may be linear or non-linear, and a mapping function
should be defined. There may also be exceptions concerning
the impact of the indicator value on the QCF which the
indicator is related to. Moreover, one indicator may be
related to several DV parameters. The dynamics of the
indicators, their measurability in terms of empirical input,
the loose relationship with the DV parameters, their possible
relationship with several DV parameters simultaneously, and
possible deviation of the mapping function from the general
DV propagation model, distinguish the indicators from the
regular DV parameters.

In order to make the indicator specification and evaluation
as precise and streamlined as possible, we propose a tem-
plate for specification of indicators, as well as a template
for documenting the indicator measurement results. Table 1
provides a template for the specification of an indicator.
The first column lists the names of the attributes relevant
for the specification, while the second column provides the
explanation and the guidelines regarding the input needed.
Not all the attributes will be as relevant in a practical
context. For example, the ISO 9126 product quality standard
[18] defines a set of quality characteristic metrics using
a similar but smaller set of attributes. The precision of
the specification will also depend on how automatized the
acquisition of the indicator values is, as well as how often
the indicator values have to be retrieved. For example, a
real-time monitoring environment automatically collecting
dynamic indicators in order to capture irregularities in mea-
surement patterns, will depend on a more precise definition
of an indicator than a static value being evaluated between
long intervals. Importance of the indicator also depends on
the impact of its value (and the related DV parameter) on the
rest of the model, acceptance values for the quality levels
propagated, as well as the effect of the uncertainty on the
rest of the model.

Table II provides a template for documenting the revision
history concerning an indicator specification (defined in
Table I). The relevant information regarding the revision of

Link meta-data | | Typing
O

Main capabilities of the traceability approach, expressed as a feature diagram

a specification is included here. The first column lists the
names of the attributes relevant for the revision history, while
the second column provides the explanation and guidelines
regarding the input needed.

Table III provides a template for documenting the mea-
surement history of an indicator (specified through the
template in Table I). Each measurement is documented, and
the value in the first attribute represents the instantiation of
the indicator according to its latest specification.

Both the specification and the instantiation of an indicator
has to be documented by a traceability approach. The
process of identifying the relevant indicators and specifying
them is a part of the development of the Quality Model
and the DVs. The measurement of the indicator values is
however only relevant in the context of the development,
validation and application of the DVs. Therefore, Table I
and Table II may be used in relation to both the Quality
Model and the DVs, while Table III will only be used in the
DV context.

B. Traceability of quality characteristic fulfillment accep-
tance levels

As mentioned in relation to Success Criterion 1, a part
of the trace-link information regarding the rationale and
assumptions are also specifications of the acceptable values
of quality characteristic fulfillment. This basically means
that for each quality characteristic defined in the Quality
Model and instantiated through a DV, the acceptance levels
for the QCF of the DV root node should be defined. As the
acceptance level may vary at the different levels of a DV,
it may also be defined w.r.t. other nodes than the root. The
intervals between the acceptance levels depend on the risk
attitude and the utility function of the decision maker, as well
as on the predefined goals of the organization/stakeholders.

The advantage of defining the acceptance levels at the
different nodes of a DV, is that early symptoms of irregular-
ities or weaknesses can be captured by the model (as a part
of, for example, run-time monitoring where indicator values
are mapped to the DV-parameters), instead of waiting until
a significant deviation has been propagated on the root node
and then detected in relation to a higher abstraction level. In
practice, this means that the acceptance scale can be even
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Table T

TEMPLATE FOR SPECIFICATION OF AN INDICATOR

Specification attributes for the indicator |

Explanation of the specification attributes

Unique indicator id

Give each indicator a unique identifier.

Name of the indicator

State a concise, result-oriented name for the indicator. The name should reflect what the indicator
expresses.

Definition Specify the qualitative and the quantitative definition of the indicator. The definition should
include the qualitative and the quantitative definitions of the variables.
Created by Specify the name and the affiliation of the person that the indicator has been specified by.

Date created

Specify the date for the specification of the indicator.

Purpose of the indicator

Specify the purpose of the indicator, i.e., what it will be used for.

Assumptions

Specify any assumptions made for the indicator specification and its values.

Measurement guidelines

Specify how to obtain the indicator values and who is responsible for that.

Data source

Specify where the indicator values are stored, or where they are to be retrieved or measured
from.

Measurement frequency

Specify how often the indicator values should be retrieved.

Trigger for measurement

Identify the events, states or values that initiate a new measurement of this indicator.

Preconditions List any activities that must take place, or any conditions that must be true, before the indicator
can be measured. Number each precondition sequentially.
Postconditions Describe the state of the system at the conclusion of the indicator measurement. Number each

postcondition sequentially.

Expected change frequency

Specify how often the value of the indicator is expected to change, i.e., the dynamics of the
indicator.

Unit of measure

Specify the unit of measure of the indicator.

Interpretation of the value measured

Specify which indicator values are: preferred, realistic, extreme, within the normal range, and
on the border to the unacceptable.

Scale Provide the scale that should be used for the indicator measurement. (Scale types: nominal,
ordinal, interval, or ratio).
Uncertainty Specify degree of uncertainty and sources of uncertainty. Express uncertainty in the form of

interval, confidence level, variance or similar.

How related to the relevant diagram parameters
(function and instantiation coefficients)

Specify which diagrams and parameters of the diagrams the indicator is related to. Specify
the mapping function, any exceptions and what values the possible coefficients of the indicator
function should be instantiated with.

Notes and issues

Specify any additional notes or issues.

Table II

TEMPLATE FOR DOCUMENTING REVISION HISTORY CONCERNING AN INDICATOR SPECIFICATION

Revision attributes [

Explanation of the revision attributes

Specification last updated by

Provide the name of the person who was the last one to update the specification.

Specification last updated date

Provide the date when the specification was last updated.

Reason for changes

Provide the reason to the update.

Version

Provide a version number of the specification.

Table IIT

TEMPLATE FOR DOCUMENTING MEASUREMENT HISTORY CONCERNING AN INDICATOR

Measurement attributes [

Explanation of the measurement attributes

Measured value

Provide the indicator value from the latest measurement.

Measured by

Provide the name of the person/service that the measurement was performed by.

Date of measurement

Provide the date/time of the measurement.

Remarks

Provide and any additional info if appropriate.

more fine grained and more context specific, when mapped
to several abstraction levels of a DV.

Note that the length of the intervals between the different
acceptance levels may very significantly. Note also that the
interpretation of a certain value of a quality characteristic (as
defined through the Quality Model) is constant, while what
is the acceptable value may vary, depending on which DV
node a QCEF is related to. Therefore, acceptance level and
interpretation of a QCF value are two different notions. It is
up to the stakeholders (mainly the decision makers) how

fine or coarse grained the acceptance scale for a quality
characteristic fulfillment (at the selected parts of a DV)
should be. An example of a specification of the acceptance
levels for root node QCF (always ranging between 0 and 1)
of a DV representing quality characteristic availability is:

e 0.999<QCF - Very good

e 0.990<QCF<0.999 — Acceptable and compliant with
the SLA goals

e 0.90<QCF<0.990 — According to the sector standards,
but not sufficiently high for all services
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e QCF<0.90 — Not acceptable

Consolidated traceability information regarding interval
specification, interval measurement and the acceptance lev-
els, allows for relating the interval values to the acceptance
levels of the QCFs. Therefore, the sensitivity and dynamics
(i.e., the frequency of change) of the indicator value, as
well as the granularity of the acceptance level of the related
QCEF, will be among the factors influencing how often the
indicator value should be measured in order to capture the
irregular patterns and generally achieve the observability of
the system and its aimed quality fulfillment level.

C. Traceability of model versions

As mentioned in relation to Success Criterion 1, a part
of the trace-link information regarding the rationale and
assumptions is also an explicit specification of validity of
the input and the models w.r.t. time. The objective is to
document when and for how long a model version of ele-
ments/parameters of a model are valid. The timing validity
in the PREDIQT context applies to the Design Model and
the DVs; the Quality Model is assumed to be static.

In order to address the timing aspect in the prediction
models, we introduce the model versioning. A model or
a trace-link information which has time-dependent validity
is annotated with the versions which are valid at specified
intervals of time. As such, versioning of both the Design
Model and the DVs as well as versioning of the traceability
info, is a tool for mapping the states of the system to the
time.

The degree of the variation of models over time provides
understanding of the needs for scalability as well as the
overhead related to maintenance of an architecture. The
reason is that an architecture which seems to be optimal at a
certain point of time, may not represent the generally optimal
solution, due to the changes expected in the long term.
Therefore, in order to accommodate the long-term needs for
scaling and adoptions, the relevant prediction models should
be specified in terms of their time-dependent versions.

To support versioning, a set of attributes should be added
to a trace-link or a model. Table IV presents the attributes
needed and provides a template for specification of timing
validity of models and trace-links. Not all the attributes
specified will be as relevant in a practical context, but
among the mandatory fields should be: “applies to trace-
link element”, “version number”, and at least one of the
following: “valid from”, “valid until”, “precondition for

validity”, “postcondition for validity.”

D. Traceability of cost and profit information

As stated above in relation to Success Criterion 1, links to
external information sources also include cost information.
Often, the decision making around the architecture design
alternatives has to take into account not only impact of
changes on quality characteristics, but also on cost and profit.

We argue that the traceability approach in the PREDIQT
context can accommodate such a multi-dimensional cost-
benefit analysis.

A prerequisite for including cost in the prediction models,
is a cost model. By cost we mean a monetary amount that
represents the value of resources that have to be used in
relation to a treatment or deployment of a measure. A cost
model should define and decompose the notion of cost for
the architecture in question. As such, the cost model will
have the same role in the context of cost, that the Quality
Model has in the context of quality. An example of a Cost
Model is shown in Figure 6. The rightmost nodes represent
possible indicators, which should be specified using Table I
and Table II. The decomposition of the cost notions is
based on the architecture design models, and particularly
the process models related to the deployment of a measure.

Once the cost notions are defined and decomposed, the
cost information may be added in the form of trace-link
information and attached to the relevant parts of the DVs.
A preferred way of instantiating the cost model, is however
by developing a dedicated DV for cost, according to the
same principles as the ones used for developing quality
characteristic specific DVs. Thus, cost will become a new
explicit and separate concern, treated equally as each qual-
ity characteristic. Consequently, the cost specific DVs will
provide predictions of impact of changes on monetary cost.

However, the profit may also be of monetary kind and
it will not necessarily only be related to improved quality
characteristics. Therefore, the profit should be treated in the
same manner as cost and the respective quality character-
istics, i.e., as a separate concern in the form of a Profit
Model and a dedicated DV. Finally, the benefit of a decision
alternative should be represented as a function of both the
cost and the profit according to a specified utility function.

E. Traceability of usage profile

As mentioned in relation to Success Criterion 1, usage
profile is a part of the trace-link information classified
under the external information sources. Some of the DV
parameters are in fact based on the usage profile. For
example, the expected licensing costs as well as scalability
needs, may be subject to to the usage profile. Moreover, the
uncertainty of the estimates will be based on to what degree
the usage profile is known and relevant for the parameters
under consideration. Most importantly, when considering
the alternative solutions for deployment of an architecture
design, the usage profile information will be crucial, in
order to meet the needs for accommodating the operational
environment to the expected usage. The characteristics of the
usage profile should be specified in terms of for example:

« number of clients

« number of servers

« number of data messages

« number of logons
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Table IV
TEMPLATE FOR DOCUMENTING TIMING VALIDITY OF MODELS AND TRACE-LINKS

Validity relevant attributes

Explanation of attributes

Applies to trace-link element

Specify which trace-link element this version specification applies to.

Version number

Provide a unique version number.

Valid from

Specify exactly when the trace-link or the model element in question is valid from.

Valid until

Specify exactly when the trace-link or the model element in question is valid until.

Precondition for validity

List any events or states that must take place, or any conditions that must be true, before this
version can become valid. Number each precondition sequentially.

Postcondition for validity

Describe any events or states at the conclusion of the validity of this version. Number each
postcondition sequentially.

Preceding version

If appropriate, specify which version should be succeeded by this one.

Version which succeeds this one

If appropriate, specify the version that should become valid after this one.

Rationale for the timing limitation

Explain and substantiate why the validity of this trace-link element is limited w.r.t. time.

Assumptions for the validity

Specify the assumptions for this specification, if any.

I: Cost of internal/external competence

I: Cost of personnel for contracting
Cost of personnel I: Cost of personnel for testing and verification

I: Cost of personnel for requirements specification

I: Cost of user training

I: Cost of daily usage

Cost of operation

I: Cost of service provider

I: Cost of hardware purchase

Cost of hardware

I: Cost of hardware maintenance

I: Cost of licencing

Cost of software |/ |: Cost of software development

; I: Cost of software integration

Figure 6.

« number of users
o number of retrievals per user and per unit of time
o size of messages.

FE. Visualization of the decision alternatives

Once the complete prediction models have been devel-
oped with the trace-link information, the application of the
prediction models will result in predictions w.r.t three kinds
of concerns:

o cach quality characteristic as defined by the Quality
Model

o cost as defined by the Cost Model

« profit as defined by the Profit Model.

As a result, the impacts of a decision alternative w.r.t.
the current values of these three kinds of concerns may be
difficult to compare. In order to facilitate the comparison,
we propose a tabular visualization of the impacts of the
alternative design decisions on each quality characteristic,
as well as cost and profit. A simplified example of such a
representation is illustrated in Table V. Thus, we distinguish
between alternatives based on:

o value of each quality characteristic (i.e., the root node
QCEF of each quality characteristic specific DV)

An example of a cost model

« cost value (i.e., the root node value of the cost specific
DV)
o profit value (i.e., the root node value of the profit
specific DV).
In order to compare the alternatives with the current solution,
one should take into account the risk attitude and the utility
function of the decision maker. A simple way of doing
this, is by weighting the quality characteristics, cost and
profit with respect to each other. The constraints of the
utility function will be the quality characteristic fulfillment
acceptance levels, proposed in Section VII-B.

G. Prototype traceability tool

We have developed a prototype traceability tool in the
form of a database application with user interfaces, on the
top of Microsoft Access [24]. Similarly as for the first
version of the PREDIQT tool, the proprietary development
environment (Microsoft Access) was found suitable since
it offers a rather simple and sufficient toolbox for quick
prototyping of the proof-of-concept. A later version of the
traceability tool may however use another (open source
or similar) environment. The current prototype traceability
tool includes a structure of tables for organizing the trace
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Table V

A POSSIBLE VISUALIZATION OF THE IMPACTS OF THE DIFFERENT ARCHITECTURE DESIGN ALTERNATIVES ON QUALITY, COST AND PROFIT

17

rchitecture design alternative vailability calability sability ost rofit
Current architecture 0.999 0.90 0.95 85 000 EUR 120 000 EUR
Alternative 1 0.92 0.95 0.80 55 000 EUR 85 000 EUR
Alternative 2 0.90 0.85 0.99 60 000 EUR 90 000 EUR
Alternative 3 0.85 0.99 0.90 95 000 EUR 130 000 EUR
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Figure 7. Entity-relationship diagram of the trace-link database of the prototype traceability tool

information, queries for retrieval of the trace info, a menu
for managing work flow, forms for populating trace-link
information, and facilities for reporting trace-links. A screen
shot of the entity-relationship (ER) diagram of the trace-
link database is shown by Figure 7. The ER diagram
is normalized, which means that the data are organized
with minimal needs for repeating the entries in the tables.
Consistency checks are performed on the referenced fields.
The data structure itself (represented by the ER diagram)
does not cover all the constraints imposed by the meta-
model (shown by Figure 4). However, constraints on queries
and forms as well as macros can be added in order to fully
implement the logic, such as for example which element
types can be related to which trace-link types.

The five traceable element types defined by Figure 4
and their properties (name of creator, date, assumption
and comment), are listed in Table TraceableElementType.
Similarly, the six trace-link types defined by Figure 4 and
their properties (scope, date, creator and comment), are listed
in Table TraceLinkType. Table TraceableElement specifies
the concrete instances of the traceable elements, and assigns
properties (such as the pre-defined element type, hyperlink,
creator, date, etc.) to each one of them. Since primary

key attribute in Table TraceableElementType is foreign key
in Table TraceableElement, multiplicity between the two
respective tables is one-to-many.

Most of the properties are optional, and deduced based on:
i) the core questions to be answered by traceability scheme
[11] and ii) the needs for using guidelines for application
of prediction models, specified in Section IV. The three
Tables TargetElements, OriginElements and TraceLink to-
gether specify the concrete instances of trace-links. Each
link is binary, and directed from a concrete pre-defined
traceable element — the origin element specified in Table
OriginElements, to a concrete pre-defined traceable element
— the target element specified in Table TargetElements. The
trace-link itself (between the origin and the target element)
and its properties (such as pre-defined trace-link type)
are specified in Table TraceLink. Attribute TraceLinkName
(associated with a unique TraceLinkld value) connects the
three tables TraceLink, OriginElements and TargetElements
when representing a single trace-link instance, thus forming
a cross-product when relating the three tables. The MS
Access environment performs reference checks on the cross
products, as well as on the values of the foreign key
attributes. Target elements and origin elements participating
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Figure 8.
tool

A screen shot of the start menu of the prototype traceability

in a trace-link, are instances of traceable elements defined
in Table TraceableElement. They are connected through the
Attribute Elementld. Note that in the Tables OriginElements
and TargetElements, the Attribute Elementld has the role
of a foreign key and is displayed as ElementName. In
Tables OriginElements and TargetElements, the Element-
Name is through the Elementld retrieved from the Table
TraceableElement and therefore exactly the same as the one
in the table it originates from (i.e., TraceableElement). Thus,
multiplicity between Table TraceableElement and Table Tar-
getElements, as well as between Table TraceableElement
and Table OriginElements, is one-to-many. Similarly, since
primary key attribute in Table TraceLinkType is foreign key
in Table TraceLink, multiplicity between the two respective
tables is one-to-many.

A screen shot of the start menu is shown by Figure 8.
The sequence of the buttons represents a typical sequence
of actions of an end-user (the analyst), in the context
of defining, documenting and using the trace-links. The
basic definition of the types of the traceable elements and
the trace-links are provided first. Then, concrete traceable
elements are documented, before defining specific instances
of the trace-links and their associated specific origin and
target elements, involved in the binary trace-link relations.
Finally, reports can be obtained, based on search parameters
such as for example model types, model elements, or trace-
link types.

H. Integrating the prototype traceability tool with the exist-
ing PREDIQT tool

In order to fully benefit from the traceability approach,
the prototype traceability tool should be integrated with the
existing PREDIQT tool. In addition, the traceability tool
should be extended with the indicator templates and the
above proposed visualization of the impacts. The traceability
tool should moreover guide the user in the PREDIQT
process and verify that the necessary prerequisites for each

phase are fulfilled. The result should be seamless handling of
the trace-link information in the traceability tool during the
simultaneous development and use of DVs in the PREDIQT
tool. Moreover, exchange of the trace-link information be-
tween the traceability tool and the PREDIQT tool, as well
as a consolidated quality-cost-profit visualization of the
decision alternatives in an integrated tool, is needed.

A preliminary result is exemplified in Figure 9, which
shows a screen shot of the existing PREDIQT tool. The
trace-link information is shown on demand. In this partic-
ular illustrative example with fictitious values, the user is
evaluating the benefit of increasing the QCF of the root
node by 0.006 (i.e., from 0.919 to 0.925). To this end, he is
comparing cost of two possible alternatives: increase QCF
of “Message Routing” by 0.04 (i.e., from 0.93 to 0.97), or
increase of ‘“Performance of the related services” by 0.025
(i.e., from 0.80 to 0.825). Both alternatives have the same
impact on the root node QCF, but the cost of the measures
(or treatments) related to achievement of the two alternatives,
is different. Note that the cost information is a part of the
trace-link information and not explicitly displayed on the DV
shown in Figure 9. The integration of the traceability tool
with the existing PREDIQT tool should therefore involve
exchange of standardized messages regarding the trace-
link information, functionality for running queries from the
existing PREDIQT tool, and possibility of retrieving the
prediction model elements (stored in the PREDIQT tool)
from the traceability tool.

VIII. SUMMARY OF EXPERIENCES FROM APPLYING A
PART OF THE SOLUTION ON PREDICTION MODELS FROM
AN INDUSTRIAL CASE STUDY

This section reports on the results from applying our tool-
supported traceability approach on prediction models, which
were originally developed and applied during a PREDIQT-
based analysis [5] on a real-life industrial system. The anal-
ysis targeted a system for managing validation of electronic
certificates and signatures worldwide. The system analyzed
was a so-called “Validation Authority” (VA) for evaluation
of electronic identifiers (certificates and signatures) world-
wide. In that case study, the prediction models were applied
for simulation of impacts of 14 specified architecture design
changes on the VA quality. Each specified architecture
design change was first applied on the affected parts of
the Design Model, followed by the conceptual model and
finally the DVs. Some of the changes (e.g., change 1) ad-
dressed specific architecture design aspects, others referred
to the system in general, while the overall changes (e.g.,
changes 6 through 14) addressed parameter specifications
of the DVs. The specification suggested each change being
independently applied on the approved prediction models.

The trace-link information was documented in the proto-
type traceability tool, in relation to the model development.
The trace-links were applied during change application,
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An illustrative example (with fictitious values) of displaying the trace-links in the PREDIQT tool

Figure 9.
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Trace-link Report

Trace-link Type Origin Ele t Target Ele t Trace-link Mame
Design Model Element to
Design Model Element
Signature Signature Signature
Verification Verification Verification Comp-

Comp-Interface Comp-Interface  Interface

Signature Signature Signature
Verification Verification Verification
Compaonents Compenents Interface-Port
Signature Signature VA Root Mode
Verification Verification Semantics
Interface-Port Interface-Port

Figure 10. A screen shot of an extract of a trace-link report from the
prototype traceability tool

according to the guidelines for application of prediction
models, specified in Section IV. We present the experiences
obtained, while the process of documentation of the trace-
links is beyond the scope of this paper.

The prediction models involved are the ones related to
“Split signature verification component into two redundant
components, with load balancing”, corresponding to Change
1 in Omerovic et al. [5]. Three Design Model diagrams
were affected, and one, two and one model element on
each, respectively. We have tried out the prototype trace-
ability tool on the Design Model diagrams involved, as
well as Availability (which was one of the three quality
characteristics analyzed) related Quality Model diagrams
and DV. Documentation of the trace-links involved within
the Availability quality characteristic (as defined by the
Quality Model) scope, took approximately three hours. Most
of the time was spent on actually typing the names of the
traceable elements and the trace-links.

18 instances of traceable elements were registered in the
database during the trial: seven Quality Model elements,
four DV elements, four Design Model elements and three
elements of type “Rationale and Assumptions”. 12 trace-
links were recorded: three trace-links of type “Design Model
Element to Design Model Element”, three trace-links of type
“Design Model Element to DV Element”, one trace-link of
type “Design Model Element to Rationale and Assump-
tions”, three trace-links of type “DV Element to Quality
Model Element”, and two trace-links of type “Structure,
Parameter or Semantics of DV Element Documented through
Rationale and Assumptions”, were documented.

An extract of a screen shot of a trace-link report (ob-
tained from the prototype traceability tool) is shown by
Figure 10. The report included: three out of three needed
(i.e., actually existing, regardless if they are recorded in
the trace-link database) “Design Model Element to Design
Model Element” links, three out of four needed “Design
Model Element to DV Element” links, one out of one needed
“Design Model Element to Rationale and Assumptions”
link, three out of six needed “DV Element to Quality

Model Element” links and one out of one needed “Structure,
Parameter or Semantics of DV Element Documented through
Rationale and Assumptions” link.

Best effort was made to document the appropriate trace-
links without taking into consideration any knowledge of
exactly which of them would be used when applying the
change. The use of the trace-links along with the application
of change on the prediction models took totally 20 minutes
and resulted in the same predictions (change propagation
paths and values of QCF estimates on the Availability DV),
as in the original case study [5]. Without the guidelines
and the trace-link report, the change application would have
taken approximately double that time for the same user.

All documented trace-links were relevant and used during
the application of the change, and about 73% of the relevant
trace-links could be retrieved from the prototype traceability
tool. Considering however the importance and the role of
the retrievable trace-links, the percentage should increase
considerably.

Although hyperlinks are included as meta-data in the
user interface for element registration, an improved solu-
tion should include interfaces for automatic import of the
element names from the prediction models, as well as user
interfaces for easy (graphical) trace-link generations between
the existing elements. This would also aid verification of the
element names.

IX. WHY OUR SOLUTION IS A GOOD ONE

This section argues that the approach presented above
fulfills the success criteria specified in Section V.

A. Success Criterion 1

The traceability scheme and the prototype traceability
tool capture the kinds of trace-links and traceable elements,
specified in the Success Criterion 1. The types of trace-
links and traceable elements as well as their properties, are
specified in dedicated tables in the database of the prototype
traceability tool. This allows constraining the types of the
trace-links and the types of the traceable elements to only
the ones defined, or extending their number or definitions,
if needed. The trace-links in the prototype traceability tool
are binary and unidirectional, as required by the traceabil-
ity scheme. Macros and constraints can be added in the
tool, to implement any additional logic regarding trace-
links, traceable elements, or their respective type definitions
and relations. The data properties (e.g., date, hyperlink, or
creator) required by the user interface, allow full traceability
of the data registered in the database of the prototype
traceability tool.

B. Success Criterion 2

Searching based on user input, selectable values from a
list of pre-defined parameters, or comparison of one or more
database fields, are relatively simple and fully supported
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based on queries in MS Access. Customized reports can
be produced with results of any query and show any infor-
mation registered in the database. The report, an extract of
which is presented in Section VIII, is based on a query of
all documented trace-links and the related elements.

C. Success Criterion 3

The text-based fields for documenting the concrete in-
stances of the traceable elements and the trace-links, allow
level of detail selectable by the user. Only a subset of fields
is mandatory for providing the necessary trace-link data. The
optional fields in the tables can be used for providing addi-
tional information such as for example rationale, comments,
links to external information sources, attachments, strength
or dependency. There are no restrictions as to what can be
considered as a traceable element, as long at it belongs to one
of the element types defined by Figure 4. Similarly, there are
no restrictions as to what can be considered as a trace-link,
as long at it belongs to one of the trace-link types defined
by Figure 4. The amount of information provided regarding
the naming and the meta-data, are selectable by the user.

D. Success Criterion 4

As argued, the models and the change specification
originate from a real-life industrial case study in which
PREDIQT was entirely applied on a comprehensive sys-
tem for managing validation of electronic certificates and
signatures worldwide (a so-called “Validation Authority”).
Several essential aspects characterize the application of the
approach presented in Section VIII:

o the realism of the prediction models involved in the
example
« the size and complexity of the target system addressed
by the prediction models
o the representativeness of the change applied to the
prediction models
o the simplicity of the prototype traceability tool with
respect to both the user interfaces and the notions
involved
« the time spent on documenting and using the trace-links
Overall, these aspects indicate the applicability of our so-
lution on real-life applications of PREDIQT, with limited
resources and by an average user (in the role of the analyst).
The predictions (change propagation paths and values
of QCF estimates) we obtained during the application of
our solution on the example were the same as the ones
from the original case study [5] (performed in year 2008),
which the models stem from. Although the same analyst
has been involved in both, the results (i.e., the fact that the
same predictions were obtained in both trials in spite of a
rather long time span between them) suggest that other users
should, by following PREDIQT guidelines and applying
the prototype traceability tool, obtain similar results. The
process of application of the models has been documented

in a structured form, so that the outcome of the use of
the prediction models is as little as possible dependent on
the analyst performing the actions. Hence, provided the
fact that the guidelines are followed, the outcome should
be comparable if re-applying the overall changes from the
original case study.

The time spent is to some degree individual and depends
on the understanding of the target system, the models and
the PREDIQT method. It is unknown if the predictions
would have been the same (as in the original case study)
for another user. We do however consider the models and
the change applied during the application of the solution, to
be representative due to their origins from a major real-life
system. Still, practical applicability of our solution will be
subject to future empirical evaluations.

X. WHY OTHER APPROACHES ARE NOT BETTER IN THIS
CONTEXT

This section evaluates the feasibility of other traceability
approaches in the PREDIQT context. Based on our review
of the approach-specific publications and the results of the
evaluation by Galvao and Goknil [12] of a subset of the
below mentioned approaches, we argue why the alternative
traceability approaches do not perform sufficiently on one
or more of the success criteria specified in Section V.
The evaluation by Galvao and Goknil is conducted with
respect to five criteria: 1) structures used for representing
the traceability information; 2) mapping of model elements
at different abstraction levels; 3) scalability for large projects
in terms of process, visualization of trace information, and
application to a large amount of model elements; 4) change
impact analysis on the entire system and across the software
development life cycle; and 5) tool support for visualization
and management of traces, as well as for reasoning on the
trace-link information.

Almeida et al. [25] propose an approach aimed at simpli-
fying the management of relationships between requirements
and various design artifacts. A framework which serves as
a basis for tracing requirements, assessing the quality of
model transformation specifications, meta-models, models
and realizations, is proposed. They use traceability cross-
tables for representing relationships between application
requirements and models. Cross-tables are also applied for
considering different model granularities and identification
of conforming transformation specifications. The approach
does not provide sufficient support for intra-model mapping,
thus failing on our Success Criterion 1. Moreover, possibility
of representing the various types of trace-links and traceable
elements is unclear, although different visualizations on a
cross-table are suggested. Tool support is not available,
which limits applicability of the approach in a practical
setting. Searching and reporting facilities are not available.
Thus, it fails on our Success Criteria 1, 2, and 4.
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Event-based Traceability (EBT) is another requirements-
driven traceability approach aimed at automating trace-
link generation and maintenance. Cleland-Huang, Chang
and Christensen [26] present a study which uses EBT for
managing evolutionary change. They link requirements and
other traceable elements, such as design models, through
publish-subscribe relationships. As outlined by Galvao and
Goknil [12], “Instead of establishing direct and tight coupled
links between requirements and dependent entities, links are
established through an event service. First, all artefacts are
registered to the event server by their subscriber manager.
The requirements manager uses its event recognition algo-
rithm to handle the updates in the requirements document
and to publish these changes as event to the event server.
The event server manages some links between the require-
ment and its dependent artefacts by using some information
retrieval algorithms.” The notification of events carries struc-
tural and semantic information concerning a change context.
Scalability in a practical setting is the main issue, due to
performance limitation of the EBT server [12]. Moreover,
the approach does not provide sufficient support for intra-
model mapping. Thus, it fails on our Success Criteria 1 and
4.

Cleland-Huang et al. [27] propose the Goal Centric
Traceability (GCT) approach for managing the impact of
change upon the non-functional requirements of a software
system. A Softgoal Interdependency Graph (SIG) is used to
model non-functional requirements and their dependencies.
Additionally, a traceability matrix is constructed to relate
SIG elements to classes. The main weakness of the approach
is the limited tool support, which requires manual work. This
limits both scalability in a practical setting and searching
support (thus failing on our Success Criteria 4 and 2,
respectively). It is unclear to what degree the granularity
of the approach would meet the needs of PREDIQT.

Cleland-Huang and Schmelzer [28] propose another
requirements-driven traceability approach that builds on
EBT. The approach involves a different process for dynami-
cally tracing non-functional requirements to design patterns.
Although more fine grained than EBT, there is no evidence
that the method can be applied with success in a practical
real-life setting (required through our Success Criterion 4).
Searching and reporting facilities (as required through our
Success Criterion 2) are not provided.

Many traceability approaches address trace maintenance.
Cleland-Huang, Chang, and Ge [29] identify the various
change events that occur during requirements evolution and
describe an algorithm to support their automated recognition
through the monitoring of more primitive actions made by a
user upon a requirements set. Mader and Gotel [30] propose
an approach to recognize changes to structural UML models
that impact existing traceability relations and, based on that
knowledge, provide a mix of automated and semi-automated
strategies to update the relations. Both approaches focus on

trace maintenance, which is as argued in Section V, not
among the traceability needs in PREDIQT.

Ramesh and Jarke [16] propose another requirements-
driven traceability approach where reference models are
used to represent different levels of traceability information
and links. The granularity of the representation of traces
depends on the expectations of the stakeholders [12]. The
reference models can be implemented in distinct ways
when managing the traceability information. As reported
by Galvao and Goknil [12], “The reference models may
be scalable due to their possible use for traceability activ-
ities in different complexity levels. Therefore, it is unclear
whether this approach lacks scalability with respect to tool
support for large-scale projects or not. The efficiency of the
tools which have implemented these meta-models was not
evaluated and the tools are not the focus of the approach.”
In PREDIQT context, the reference models are too broad,
their focus is on requirements traceability, and tool support
is not sufficient with respect to searching and reporting (our
Success Criterion 2).

We could however have tried to use parts of the reference
models by Ramesh and Jarke [16] and provide tool support
based on them. This is done by Mohan and Ramesh [31]
in the context of product and service families. The authors
discuss a knowledge management system, which is based
on the traceability framework by Ramesh and Jarke [16].
The system captures the various design decisions associated
with service family development. The system also traces
commonality and variability in customer requirements to
their corresponding design artifacts. The tool support has
graphical interfaces for documenting decisions. The trace
and design decision capture is illustrated using sample
scenarios from a case study. We have however not been able
to obtain the tool, in order to try it out in our context.

A modeling approach by Egyed [32] represents trace-
ability information in a graph structure called a footprint
graph. Generated traces can relate model elements with other
models, test scenarios or classes [12]. Galvao and Goknil
[12] report on promising scalability of the approach. It is
however unclear to what degree the tool support fulfills our
success criterion regarding searching and reporting, since
semantic information on trace-links and traceable elements
is limited.

Aizenbud-Reshef et al. [33] outline an operational se-
mantics of traceability relationships that capture and rep-
resent traceability information by using a set of semantic
properties, composed of events, conditions and actions [12].
Galvao and Goknil [12] state: the approach does not provide
sufficient support for intra-model mapping; a practical appli-
cation of the approach is not presented; tool support is not
provided; however, it may be scalable since it is associated
with the UML. Hence, it fails on our Success Criteria 1 and
2.

Limon and Garbajosa [34] analyze several traceability
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schemes and propose an initial approach to Traceability
Scheme (TS) specification. The TS is composed of a trace-
ability link dataset, a traceability link type set, a minimal
set of traceability links, and a metrics set for the minimal
set of traceability links [12]. Galvao and Goknil [12] argue
that “The TS is not scalable in its current form. Therefore,
the authors outline a strategy that may contribute to its
scalability: to include in the traceability schema a set of
metrics that can be applied for monitoring and verifying
the correctness of traces and their management.” Hence, it
fails with respect to scalability in a practical setting, that
is, our criterion 4. Moreover, there is no tool support for
the employment of the approach, which fails on our success
criterion regarding searching and reporting.

Some approaches [35] [36] [37] that use model trans-
formations can be considered as a mechanism to generate
trace-links. Tool support with transformation functionalities
is in focus, while empirical evidence of applicability and par-
ticularly comprehensibility of the approaches in a practical
setting, is missing. The publications we have retrieved do not
report sufficiently on whether these approaches would offer
the searching facilities, the granularity of trace information,
and the scalability needed for use in PREDIQT context (that
is, in a practical setting by an end-user (analyst) who is not
an expert in the tools provided).

XI. CONCLUSION AND FUTURE WORK

Our earlier research indicates the feasibility of the
PREDIQT method for model-based prediction of impacts
of architectural design changes on system quality. The
PREDIQT method produces and applies a multi-layer model
structure, called prediction models, which represent system
design, system quality and the interrelationship between the
two.

Based on the success criteria for a traceability approach
in the PREDIQT context, we put forward a traceability
scheme. Based on this, a solution supported by a prototype
traceability tool is developed. The prototype tool can be
used to define, document, search for and represent the trace-
links needed. We have argued that our solution offers a
useful and practically applicable support for traceability
handling in the PREDIQT context. The model application
guidelines provided in Section IV complement the prototype
traceability tool and aim to jointly provide the facilities
needed for a schematic application of prediction models.

Performing an analysis of factors such as cost, risk,
and benefit of the trace-links themselves and following the
paradigm of value-based software engineering, would be
relevant in order to stress the effort on the important trace-
links. As argued by Winkler and von Pilgrim [11], if the
value-based paradigm is applied to traceability, cost, benefit,
and risk will have to be determined separately for each trace
according to if, when, and to what level of detail it will be
needed later. This leads to more important artifacts having

higher-quality traceability. There is a trade-off between the
semantically accurate techniques on the one hand and cost-
efficient but less detailed approaches on the other hand.
Finding an optimal compromise is still a research challenge.
Our solution proposes a feasible approach, while finding the
optimal one is subject to further research.

PREDIQT has only architectural design as the indepen-
dent variable — the Quality Model itself is, once developed,
assumed to remain unchanged. This is of course a simpli-
fication, since quality characteristic definitions may vary in
practice. It would be interesting to support variation of the
Quality Model as well, in PREDIQT.

Development of an experience factory, that is, a repository
of the non-confidential and generalizable experiences and
models from earlier analyses, is another direction for future
work. An experience factory from similar domains and
contexts would allow reuse of parts of the prediction models
and potentially increase model quality as well as reduce the
resources needed for a PREDIQT-based analysis.

Further empirical evaluation of our solution is also nec-
essary to test its feasibility on different analysts as well
as its practical applicability in the various domains which
PREDIQT is applied on. Future work should also include
integration of the PREDIQT tool with the traceability tool.
Particularly important is development of standard interfaces
and procedures for updating the traceable elements from the
prediction models into our prototype traceability tool.

As model application phase of PREDIQT dictates which
trace-link information is needed and how it should be used,
the current PREDIQT guidelines focus on the application
of the prediction models. However, since the group of
recorders and the group of users of traces may be distinct,
structured guidelines for recording the traces during the
model development should also be developed as a part of
the future work.
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Abstract—Visualizations of large simulations are not only
computationally intensive but also difficult for the viewer to
interpret, due to the huge amount of data to be processed. In
this work, we present a novel Augmented Reality visualization
method, which enables simulations based on current city model
data to be presented with localized real-world images. Test
scenarios of urban wind flow and fine dust simulations illustrate
the benefits of mobile Augmented Reality visualizations, both
in terms of selection of data relevant to the user and facilitation
of comprehensible access to simulation results.

Keywords-Scientific Visualization, Augmented Reality, Nu-
merical Simulation, Urban Airflow, Geographical Information
Systems.

I. INTRODUCTION

Numerical simulation and interactive 3D visualization
has today become an essential tool in many applications,
including industrial design, studies of the environment and
meteorology, and medical engineering. The increasing per-
formance of computers has played an important role for
the applicability of numerical simulation but has also led
to a rapid growth in the amount of data to be processed. At
present, the use of simulation software and the interpretation
of visualization results usually require dedicated expertise.
The large amount of data available leads to two problems for
the end-user, which are discussed in this paper extending [1].
On the one hand, handling and selection of the appropriate
data requires a suitable user interface. On the other hand,
the amount of perceptible information is limited, and thus
visualizations of large data sets need very intuitive methods
to be understandable.

The use of Augmented Reality (AR) is aiming at the
extension of human senses for delivering contextual infor-
mation in an optimized way [2], [3]. For the visual sense,
a difference of traditional imaging of virtual information to
augmented imaging is the direct correspondence of virtual
objects to reality. By exploitation of this additional and
seamless information channel, the quality of information
representation is strongly enhanced. This generally improves
the analysis and comprehension of virtual data, but also
opens new aspects for validation. This is especially true for

AR visualizations of numerical simulations in living environ-
ments, where a manual comparison of results in the form of
a visualization in a virtual world with reality may be tedious,
and even misleading for an uninformed viewer. For instance,
we make use of higher-order elements or artificial boundary
conditions to better represent reality [4], [5], but for which
highly specialized visualization methods would be needed to
represent the data in its full fidelity [6]. When representing
the results in the context of reality, the evaluation of the
chosen model is simplified, and the results are represented
more appropriately in the actual surroundings instead of an
arbitrarily complex model thereof.

Numerical simulations in many domains can benefit from
AR visualizations. Besides analysis of urban airflow and
a forecast of fine dust distribution as presented in this
paper, examples include noise propagation [7], urban climate
simulation [8], and human crowd simulation [9]. The general
feasibility of simulations in living environments and AR
visualization was strongly promoted by the introduction and
increasing role of Geographical Information Systems (GIS)
for urban planning [10]. Their improved accuracy joined
with the increasing performance of computing systems are
making accurate large scale urban simulations feasible. We
present the results of the joint work with the city council
of Karlsruhe for simulations in an urban environment as an
illustrative example setting, with focus on the advantages of
mobile AR visualization of large numerical simulations. The
proposed visualization method, whose development started
with the Science to Go project, serves as a technology for
solving problems of large scale data visualizations. Addi-
tionally, it also opens the path to making results of numerical
simulations accessible to decision makers and to the citizen
at large, both from the technical and the comprehension
perspective. The general availability of smartphones and
tablets equipped with GPS, cameras and graphical capa-
bilities fulfills the technical requirements on the client side
for implementing the presented visualization method. This
allows for an intuitive exploration of large scale simulations.
The ongoing standardization process of GIS for city mod-
eling in the CityGML consortium [11] enables standardized
simulation and visualization services for world-wide use
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based on the presented method in the future.

This work is an extension of [1] with a more in-depth
description and discussion of the method, the application to
a new scenario and simulations, as well as a description of
further research into solutions for accurate visual alignment
of AR visualizations using active markers.

In this paper, we first present previous papers and projects,
which relate to the proposed concept. This is followed by a
description of the visualization method, with details on the
needed steps of pre-processing, simulation, AR visualiza-
tion, interaction, and the client-server framework. The text
ends with the conclusion and acknowledgments of partners
and funding for the project.

II. RELATED WORK

The Touring machine [12] was one of the first mobile
solutions for AR illustrating the potential of enhancing real
life images in real-time for exploration of the urban environ-
ment. The approach was to display information overlays on
the camera image, which is still popular in AR applications
of today [13], [14]. This concept is well suited to presenting
textual or illustrative information, such as designation of
points of interest, or augmented objects on top of printed
markers. But this does not directly apply to immersive AR
visualization of simulation results in the living environment
around the viewer as presented in this paper.

The availability of dedicated graphical processing units on
mobile devices has led to AR visualizations of pre-defined
3D objects [15], which have been found beneficial in labo-
ratory setups [16]. This is the basis for visualization of 3D
structures representing the results of simulations. The use of
AR visualization for environmental data is presented in the
HYDROSYS framework [17], which provides a method to
combine measurements and simulation data with geographic
information. Similar to the work presented in this paper, that
framework emphasizes the need for simulation information
on-site. The conceptional need for combining simulation
results with data from geographic information systems is
also a driving force for the CityGML project [10], which
has applications to natural disaster management.

AR visualization of urban air flow phenomena in an
indoor virtual reality laboratory setting based on physical
mock-up building blocks is presented in [18]. The general
aim of that work is similar to the one presented here, but it is
focused on the interaction with objects in the visualization,
and does not treat the aspect of remote visualization on
mobile devices.

A related domain is that of map generation through
interpolation of geographically localized, sparse data. A
sophisticated algorithm for this type of problem is proposed
in [19], which could conceivably also be used as a source
of data for the visualization method presented in this work.
In the applications presented here, the focus is on the use
of data obtained through numerical simulation.

1. Karlsruhe 3D City Model 4. Augmented Reality Visualization

. HiFlow* Numerical Simulation

2. Architecture Pre-Processing

Figure 1. Augmented Reality simulation and visualization workflow.

The simulations that are presented in this work concern
wind flow and particle distribution in urban environments.
This setting has previously been investigated in several
works, including [20] and [21]. In contrast to those papers,
we employ a simplified model, which does not include the
effects of wind turbulence. This reduces the computational
costs, while still delivering results that serve to illustrate
the potential of the AR visualization method. It is also
advantageous in cases where the outcome of numerical
simulations has to be related to the real surroundings, such
as for the placement of mini wind turbines in urban spaces,
which does not only depend on the optimal wind conditions
as discussed in [22] and [23], but also their fit into the city
scape.

III. VISUALIZATION METHOD

The problem of creating AR visualizations of scientific
data is demanding in several aspects, and its solution must
necessarily combine a range of techniques from different
fields, including geometric modeling, numerical simulation,
computer graphics and network programming, as illustrated
in Figure 1. In this section, we describe the method that
we have developed to achieve this goal. First, we outline
the problems that were identified in the early phases of
development. Next, we describe two scenarios, which are
used to illustrate the use of the method. In the remainder
of the section, we provide details on various aspects of the
techniques that were used, including the construction and
discretization of a virtual geometry, modeling and numerical
simulation, AR visualization, interface for user interaction,
and a framework for distribution of the compute load.

A. Identification of Problems

To obtain a clear understanding of the steps required to
create AR visualizations of scientific data, we have identified
and analyzed the main problems associated with this task.
As with any AR implementation, the first challenge is to
construct a virtual geometry. In this work, we have focused
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on use cases in an exterior urban setting, but the proposed
concept could also be applied in large open areas as well as
inside buildings.

The next challenge is to create datasets that are suitable to
visualize in the AR rendering. In this work, we are interested
in displaying solutions of numerical simulations of physical
phenomena, such as wind flow, noise, temperature or particle
concentrations. The process to compute these solutions is
largely manual: one has to determine a suitable mathematical
model, formulate a precise and well-posed problem, choose
an appropriate numerical method, and perform discretiza-
tions of the equations as well as the geometry. Furthermore,
one must acquire the necessary input data such as material
properties, boundary values and initial conditions. Ideally,
all these steps would be automated, but at the present state
of research, at least the steps up to and including the
discretization require some human intervention.

Once a dataset has been computed for the virtual geom-
etry, one has to combine it with the real-world geometry,
based on the position and orientation of the user. The major
difficulties in this context are the alignment of the virtual
and real geometries, and the combination of the computed
dataset and the current camera view.

AR visualization is by nature interactive, and should
permit the user to control the displayed data in various
ways, not only by moving the camera. Furthermore, it is not
always evident how visualizations of scientific data, and its
associated uncertainties, should be interpreted. An important
challenge is how to present data in such a way that it can
be correctly understood by non-experts.

The final problem that we identified is the need for sub-
stantial compute power, both for the numerical simulation
and for visualization of the results. Although the capabilities
of handheld devices is steadily increasing, the processor
within a single mobile phone is not able to solve three-
dimensional fluid flow problems with reasonable accuracy
within acceptable time limits. Hence, a distributed architec-
ture is needed, which allows remote access to numerical
simulations on powerful hardware.

The method proposed in this work is an attempt to
address all these problems. We discuss the extent to which
we consider our solution successful, as well as the open
problems that remain, in Sections IV and V.

B. Scenarios

In order to demonstrate the capabilities of our visualiza-
tion method, we define two test scenarios, each consisting of
a specific numerical simulation in a specified place. Figure 2
shows the location of these sites on a map of the city of
Karlsruhe. These scenarios are primarily meant to illustrate
how AR visualizations of scientific data are useful, and to
provide datasets upon which the various data processing
and visualization techniques can be tested. The accurate
simulation of the physical processes that we have chosen is

N
:*"1;1 Ly | *-

2, U =

Figure 2. Map of Karlsruhe with places corresponding to scenarios.

generally a difficult and time-consuming problem, which is
not the main focus of this work. For this reason, the models
have been simplified, and the input parameters has been
chosen in such a way as to make it possible to obtain the data
in a short amount of time, at the expense of accuracy and
physical realism of the results. The computations performed
and the simplifications that were made, are described in
detail later in this section.

The first scenario that we consider is wind simulation
around the building that hosts the Department of Mathe-
matics of the Karlsruhe Institute of Technology (KIT). It
is located at the Kronenplatz square in Karlsruhe. We use
synthetic data to determine a plausible wind velocity flow on
the boundary of the domain, and solve the incompressible
Navier-Stokes equations to obtain the solution in the entire
domain.

The second scenario concerns the spread of fine dust
particles in the vicinity of the Physics building on the
campus of KIT. In a first step, we again compute a velocity
field around the buildings as in the first scenario; and then
solve a model for the transport of microscopic particles
suspended in the air based on this velocity field.

C. Virtual Geometry

A numerical simulation can be viewed as the combination
of a mathematical description of the physical phenomenon to
be simulated, a numerical method to solve the problem, and
a computational domain describing the space in which the
simulation is performed. While the first two aspects are dis-
cussed in literature, and actively researched in computational
sciences, the third aspect traditionally receives less attention
for living environments. Understandably, this is due to the
fact, that the effort of performing measurements of buildings
is too large compared to the value of individual numerical
simulations. Furthermore, the alignment with real world
coordinates as needed for AR applications is an additional
requirement. A solution to this problem is to derive the
computational domain from other data sources, performing
additional steps to convert the geometrical description to a
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(C) Stadt Karlsruhe, Liegenschaftsamt,

Figure 3. Photo-realistic building in the Karlsruhe 3D city model.

suitable computational domain. This approach is followed
and explained in this text, based on a GIS urban model.

The project “3D-Stadtmodell Karlsruhe” [24] was started
in 2002 as an improved database of geographic information
to meet the demands of the local administration. It consists
of several data sets of varying purpose, coverage, accuracy
and detail, starting with a terrain model without buildings,
and including large brick models for the cityscape, up to
a photo-realistic model, as seen in Figure 3. All data sets
are expressed in a global Cartesian coordinate system, such
as GauB3-Kriiger or Universal Transverse Mercator (UTM)
coordinates, for alignment with the real world. The city
model is currently progressing towards an integration into
a CityGML [10] based representation.

Since none of the models were created for use by nu-
merical simulation software, extensive pre-processing steps
were necessary. In general, two or three models have to be
combined to create a suitable computational domain, as seen
in Figure 4. Special care was necessary to deal with model
enhancements that had been made mainly for visual effects.
For instance, there were closed window panes in garages
facing the outside world on both sides with zero width,
which are very significant for wind flow simulations around
buildings. Although such irregularities could be avoided by
imposing strict conditions on the city models, in general
we cannot expect available city models to conform to these
conditions, since they were originally created for visual
planning. To avoid problems arising from these kinds of
artifacts, an emphasis was put on the use of robust and
efficient region growing methods that are well known from
medical applications such as the realistic computational fluid
dynamics simulations of the nose and lungs (see, e.g., [25],
[26]).

The chosen approach approximates the geometry by dis-
cretization into voxels of pre-defined size. On the one
hand, this avoids problems around very small details, that
would require a high level of detail in the computational
domain. This would lead to an increase of the computational
effort a lot and a decrease the numerical stability, without

Figure 5.
conditions for wind flow model.

Schematic description of computational domain and boundary

necessarily yielding large gains in accuracy. On the other
hand, the actual discrepancy between a given model and its
approximation is easily controllable by the size of voxels,
offering the choice between accuracy and computing time
in advance.

Another challenge for enabling widespread use of numer-
ical simulations in urban environments is the scarcity of
highly accurate city models. This condition can be weakened
to the availability of high resolution models in the main
areas of interest, since widely available low accuracy models
are sufficient for the necessary peripheral simulation in
the surrounding area. In spite of the varying detail of the
models, the very accurate geographic alignment offers the
opportunity for an automated data source selection and pre-
processing workflow.

D. Wind Flow Simulation

In both scenarios, we want to compute the flow of the
wind around isolated buildings in the city. For this, we
employ a simulation that solves a standard model based
on the instationary version of the incompressible Navier-
Stokes equations (see, e.g., [27]) in a sufficiently large
computational domain €2 surrounding the area of interest.
We apply suitable artificial boundary conditions for the
assumed wind flow conditions, thereby neglecting the impact
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of surrounding buildings outside the domain. Since air can
be considered incompressible for speeds much lower than
the speed of sound, these equations provide an accurate
description of the behavior of the air flow.

The model is formulated as an initial boundary value
problem for a set of partial differential equations, which
describe the time evolution of the velocity @ (Z,t) and the
pressure p (Z,t), both of which are functions of position
Z € Q and time ¢ in an interval [0, T'). The problem is stated
in (1), where the first equation is derived from the principle
of conservation of momentum, and the second from that
of conservation of mass. The derivation of these equations
make use of the fact that air can be considered to be a
Newtonian fluid.

O+ (G- V) = _pivaerAa, in Q x (0,T),
V-i=0, in Qx(0,7),

4 =a", in 'ty x (0,7),

(=Ip+vVii) - it =0, in Tou x (0,7),
=0, inT x (0,7),

@ (%,0) = i (%), in £2

Here, the parameters pr and v correspond to the density
and kinematic viscosity of air, which are both assumed to
be constant. Since we solve the equations on a truncated
domain, the solution has to be prescribed on the boundary.
Figure 5 shows a schematic overview of the boundary condi-
tions. At the walls of buildings as well as on the ground, the
velocity is set to zero, which corresponds to so-called no-slip
boundary conditions. This part of the boundary is denoted
I" in (1). On one side of the domain, I';,, we prescribe a
fixed velocity ™. Since this velocity is not known exactly
for a given situation, we need to make an assumption about
it. A common model for the general behavior of the lowest
layer of the atmosphere (also called the Prandtl layer) is to
assume that the speed grows logarithmically with the height
z above ground [28], [29]. This corresponds to the following

expression:
am(z) = v (m (Z>> Fin, )
K 20

where U is an estimated average wind speed, x ~ 0.4 is the
von-Karman constant, and 2y is a measure of the roughness,
and corresponds to the height above the ground where the
velocity becomes zero. The vector 77, is the outward unit
normal on I'j,. In the lack of wind profile measurements, also
a simplified model with a linear profile can be considered:

where U in an estimated average wind speed at height 2;.
In the simulations, the second approach was adopted, and

Table I

VALUES OF THE PARAMETERS USED IN THE WIND FLOW SIMULATIONS.

Parameter Assumed value
Kinematic viscosity v 0.001 m2/s

Density pr 1.2041 kg/m3
Max. inflow speed U 10 m/s

Height 21 150 m

the parameters were chosen to be arbitrary, but reasonable
values, which are shown in Table 1. In future work, one could
imagine to base the boundary values on current solutions of
the lowest layers in weather forecasting models, such as the
global model GME [30] or the regional model COSMO [31].

Here, we have chosen the approach of using fixed values
of the velocity on the sides (Dirichlet boundary conditions),
for example to set the known wind profile [32]. This offers
the chance of using an exterior flow condition on the top
plane [33], which can be used to significantly reduce the re-
quired size of the computational domain. Another approach
for choosing suitable conditions would be to consider a
city with regularly aligned blocks and using a lid driven
simulation with cyclic boundary conditions on the sides with
sufficient height, as in [34].

On the remaining part of the boundary, denoted by I'gy,
a relation between pressure and velocity is imposed, which
corresponds to an outflow. This so-called do-nothing condi-
tion appears naturally in the weak formulation that is used
for the finite element discretization, and is easy to work
with since it does not require any special treatment in the
discretization.

The kinematic viscosity v in (1) describes roughly the
thickness of the fluid. It plays an important role via the
Reynolds number, a dimensionless quantity that character-
izes the behavior of the flow with respect to turbulence. It
is defined as Re = v~ !|ii|L, where L is the characteristic
length scale of the problem. When Re is large, the flow
has a turbulent character, which requires highly sophisticated
methods for its solution. With realistic values of v ~ 10~°
m? /s for the type of geometries and flow speeds that we are
considering, Re would certainly lie in this regime. Investi-
gations such as those described in [20] and [21] show that
this type of turbulence computation is within the possibility
of present simulation technology. However, to avoid the
additional expense of performing such computations for this
scenario, we have chosen to use a larger value of v. The
value for this and the other parameters that were used in the
simulations are listed in Table I.

We discretize this mathematical model using a finite ele-
ment method based on a standard weak formulation of (1).
We follow the discretization approach used in [35], with
Q2/Q1 finite elements, which yields second order accuracy
for the velocity field, and first order for the pressure. The
solution of the nonlinear system of equations uses the
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Newton method with a GMRES linear solver to compute the
corrections. The GMRES method uses preconditioning by
multilevel incomplete LU factorization through the ILU++
software package described in [36]. The implementation of
the simulation is based on the finite element library HiFlow?
[37].

E. Fine Dust Simulation

For the second scenario, we simulate the spread of fine
dust particles in the air. This type of computation has several
important applications, which include predicting the effect of
pollution (heavy metals, smog, smoke), as well as estimating
the transport of naturally occurring dust and pollen, both
of which can be useful for instance in city planning. At
low altitudes in urban areas, the occurrence of buildings
strongly limits the transport of particles, and the question of
deposition of particles becomes important. In the following,
we describe a mathematical model for particle transport,
which is derived from the work presented in [38].

We assume a set of non-interacting, spherical particles P;,
i=1,..., N, with radii 7* and masses m’. In the following,
a superscript ¢ denotes that a quantity is related to particle
P;. Tts position Z*(t) will evolve according to its velocity

4*(t) via the ordinary differential equation (ODE):
dz ;
() = @ (t). 4
(0 = i) @
The velocity of a particle P; is the sum of the velocity @ p
of the air at z%, and a velocity % that arises due to the total
external force F(t) acting on the particle:

@' (t) = dp(T (1) + @p(t). (5)

Figure 6 shows the two contributions to the particle velocity
together with the forces that are accounted for in the model.
The air velocity field @ is obtained from a computation of
the wind flow, as described in III-D. In general, this wind
field varies in time, but for simplification, we have assumed
that it is stationary in our model. One can think of this as
an average over time of the possible wind fields; although
in the computations, we have simply used the instantaneous
solution at an arbitrary point in time.

The second part of the velocity @ (t) is computed ac-
cording to Newton’s second law, which can be expressed as
follows:

-
mi 382 () = Fip). 6)
dt

The force acting on a particle is assumed to consist of
three effects:

Fi(t)y=F!

grav

+ Fpreg + Fing: (7)
Here, Fgm = —m/'gé, is the gravitational force, with g ~
9.81m-s—2 the gravity of earth, and &, the upward vertical

direction vector. F‘;fres = — 4% (+7)3Vpp is the force that the

Figure 6.
model.

Schematic image of forces acting on a particle in the fine dust

air pressure pr exerts on the spherical particle. Finally, ﬁ(}rag
corresponds to the friction force, which acts on the particle

as it moves in the fluid. It is given by
Fig = ~0.5¢'(Re") pp A'|iTp |7, ®)

where ¢! is the drag coefficient associated with, pp the
density of the fluid, and A* = 7(r%)? the cross-sectional
area of the particle perpendicular to the direction of motion.

The drag coefficient is determined in terms of the particle
Reynolds number, which is defined as Re! = M where
nup is the kinematic viscosity of the fluid. An empiric law
for the drag coefficient, which is known [39] to be valid for
low values of Re' is

. 24
=4 Ry
(Re?)0-646 )

For the computation of Re?, the kinematic viscosity and
density of the fluids were chosen as vp = 1.71 - 107°m? /s
and pr = 1.20kg/m>, which corresponds to air at stan-
dard outside temperatures. We have further assumed for
simplicity that all the particles have the same radius r’ =
1.9 - 107°m and mass m! = 1.15 - 107'°kg: a more
sophisticated method would be to assign this at random from
a given distribution.

Altogether, the evolution of the particles is described by
the 2N ODE (4) and (6), supplemented by initial conditions
for 2% and @' at t = 0. These conditions are typically chosen
at random based on a distribution that corresponds to the
specific situation at hand. For the velocity, another possible
choice is to first determine the initial positions, and then to
start the particles with the same velocity as the underlying
fluid: @*(0) = @i (2%(0)).

Many different methods exist for solving systems of ODE.
In accordance with the wish to keep our procedure as simple
as possible, we have chosen to use quite basic methods.
The total time-interval [0,7") is split into time steps of
size At, and the solution is computed at the discrete times
t, = nAt. For solving (4), the implicit Euler method is
applied, which yields the following iterative method, for
n=0,1,...,T/At.

if 0.0 < Rep < 1.0, .
if 1.0 < Rep < 400. ©)
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B (tngr) = T (tn) + At ("rf(tn-ﬁ-l) + Up (fi(tn-i-l))) .
(10)

To avoid having to solve a nonlinear problem in this case,
we assume that the fluid velocity varies slowly in space,
and make the approximation @, (7' (tn11)) & @ (Z(t,)),
which yields the modified iteration step:

T (tns1) = B (tn) + At (Tp(tnyr) + @ (F(t0))) . (1)

This can be computed explicitly, once u’(t,1) has been
determined from the discretization of (6). Again, the implicit
Euler method is used, giving the basic iteration:

78 i At (=
Tp(tn 1) = Wp(tn) + 7 (Fiug (@ (tn1)+

ﬁ;res ’Q?Vi(tn+1)) + ﬁgrav) . (12)

Similarly to above, it is assumed that the gradient of the
fluid pressure varies slowly in space, so that the approxi-
mation ﬁpres(fi(tnﬂ)) ~ ﬁpres(ﬁ(tn)) can be made. The
gravitational force is constant in both time and space. To
treat the drag force in an accurate way, we keep the form
as it is, and use a fixed point iteration to solve the resulting
non-linear equation.

As was the case for the wind flow simulation, the model
that we have used here has been simplified to make the
computations easier, and to be able to arrive at a result
with a limited effort. In particular, a more complete model
would also take into account the effects of turbulence, and
the resulting random variations in the particle force.

F. Augmented Reality Visualization

The problem of combining virtual objects with an image
of reality is discussed in two steps. First of all, the general
composition of virtual data with a photographic image is
introduced, followed by approaches for the actual alignment
of the virtual world with reality in the next subsection.

The visualization method is based on the accurate align-
ment of the viewer’s position and the orientation of his
camera view with the three-dimensional city model and the
numerical simulation. In the setup considered here, only the
graphics representing the flow field are to be embedded in
the real-life image as seen in Figure 1, and therefore, the
virtual city model and the computational mesh should not
be visible. However, the simulation results that are covered
by buildings in the city model must also be removed from the
image. The approach we followed is to paint the background
and city models completely in black. Therefore, the occluded
simulation results are masked by the city model, which
itself remains invisible, leading to a masked visualization as
displayed in Figure 7. All black areas will then be treated as
being transparent. Such a color-key method can be improved

Figure 7. Masked numerical simulation visualization.

by rendering using an alpha-channel, but this generally
requires more adaptions in the visualization software, and
was not deemed necessary for these examples.

The masked visualization can then be composed onto the
camera view leading to the augmented numerical simulation
visualization in Figure 16, which was extended with the
computational domain for illustration. The resulting image is
very informative and gives insight into the simulation results.
Since the displayed part of the simulation coincides with the
viewer’s position, the data selection is most intuitive and
the full simulation can be explored by simply wandering
around in the computational domain. A corresponding AR
visualization for an isolated multi-component building in the
Physics scenario is shown in Figure 17.

G. Interaction and User Interface

The AR visualization needs accurate positioning and
orientation information. This is strongly linked to the user
interface, in which the position in space and the view orien-
tation defines the information the viewer wants to analyze.
We will discuss the use of sensors of hand-held devices as
a man-machine interface, its use for AR positioning and
orientation, and an extension for accurate positioning and
orientation using active markers.

The interaction and the user interface is crucial for usabil-
ity and comprehension. The proposed model is to present
the mobile device as a window to the AR and the results
of the numerical simulation. This leads to challenges as
outlined in [13] that can be addressed using sophisticated
mathematical methods such as filtering, simulation, and pa-
rameter identification. Only the increasing computing power
available in modern mobile devices such as smartphones and
tablets enable the use of such costly algorithms in real-time
the are necessary for responsive haptic user interfaces.

The camera view in space is defined by six parameters,
the three-dimensional position and the three viewing angles.
Therefore, at least six dimensions of sensor data are needed
to control the user interface. Besides GPS, mobile devices of
the latest generation contain spatial accelerometers as well as
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Figure 8. Mathematical methods enable intuitive user interfaces.

spatial magnetometers as a minimum. Taken together, they
provide the necessary six degrees of freedom in the sensor
data, enabling a new approach to an intuitive interface,
which can be improved by any other additional sensors such
as gyroscopes or camera based marker detection. Figure 8
illustrates that this step covers the real-time fusion of various
sensor readings to gain the position and orientation informa-
tion that is the basis for the AR visualization.

As evaluated in [40], the effective orientational accuracy
of current mobile devices is about two to three degrees
in heading, pitch and roll, and an absolute GPS position
is accurate to at most 10 m. A typical horizontal field of
view of a smartphone camera is 55 degrees, which means
that the orientational error results in about 5 % on-screen
distance error. The visual error induced by the positioning
error depends on the viewing distance to the building. For
50 m distance, the angular error can add up to 16 degrees,
for 100 m distance up to 8 degrees, yielding 15— 30 %
on-screen distance errors. Therefore, user interaction is nec-
essary to align the AR visualization with reality. Although
the positioning errors seem to be dominant, they are less
problematic once an alignment was successful, as relative
GPS measurements are far more accurate.

An alternative approach is to take advantage of markers
for augmented reality such as introduced by [41]. While
this approach is well suited for small objects, it does not
scale up to buildings. Therefore, it was proposed in [42] to
introduce active markers for AR visualizations of buildings
and simulations. Such markers are not only suited for
ground-based AR visualizations, but also for visualizations
from radio controlled multicopter aircrafts.

In Figure 9, we show the test setup from an unmanned
areal vehicle (UAV) and the accurate detection of the active
markers from the movie stream. This resulted in the AR
visualization of a building model in Figure 10.

Interaction with a numerical simulation consists not only
of moving around and changing the view; it is highly
desirable to also offer access to visualization parameters,
such as what quantities are displayed, the method used, and

LED Marker

Figure 10. Augmented reality building visualization.

potentially to enable changing some simulation parameters.
From the view of the user interface, the touchscreen inter-
faces of modern mobile devices offer endless possibilities
for manipulation of visualization and simulation parameters.
Another crucial issue is the interactivity that is offered to the
user: the presented visualization needs to be updated fre-
quently, but is limited by the available network bandwidth.

H. Client-Server Framework

In general, large scale numerical simulations and scientific
visualization are resource-intensive, and require dedicated
high-performance hardware. Although mobile devices are
becoming increasingly powerful, there is still a large gap
in performance between these devices and the clusters of
thousands of servers that are typically used in scientific
computing.

In order to enable interactive AR visualizations on mo-
bile devices, we propose a client-server approach where
the display and data selection is performed with a user
interface on a mobile device, but the actual simulation
results and visualization remains on a high-performance
server infrastructure. As illustrated in Figure 11, the clients
are connected to the visualization service on the servers
by wireless or cellular networks, which are limited by the
available bandwidth. In a direct image transport, a refresh
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rate of several frames per second is feasible on UMTS
networks. But the interactivity is bound to latencies ranging
from 100 ms to several seconds.

In computer gaming, there are similar requirements for
interactivity as in scientific visualization. In [43], a platform
is introduced which aims at providing 3D games even
on handheld devices. They either transmit the OpenGL or
DirectX commands directly to the client, or use a low-
latency version of the H.264 encoder to transmit the vi-
sual information to the client. While the system aims at
WLAN networks, the concept seems applicable to Long
Term Evolution (LTE) mobile networks, that can provide
peak bandwidths exceeding 100 Mbps in the downlink
direction [44].

In AR applications, orientation and position changes are
most common, and theoretically, the optimal approach would
in this case be to transmit the full 3D model to the mobile
client, to enable realtime interaction. But for large datasets,
the mobile devices generally cannot meet the memory de-
mands and GPU performance needed.

Therefore, the approach that we have adopted in the
European Project MobileViz is to compute visually indis-
tinguishable but reduced 3D models, which enable high
refresh rates and low interaction latencies even when they
are rendered on a mobile device. The reduced models consist
of a set of impostors in the form of simple images, which
are generated on the server for the current viewpoint, and
then transmitted to the client, where they can be rendered
at low cost. The details of this method are described in [45]
and [46].

Figure 12 shows schematically how this type of rendering
is embedded in our client-server framework. The server

component of this framework is split into two parts. The pre-
rendering service accepts incoming requests for visualiza-
tions of particular datasets, and generates the corresponding
impostor images, possibly by using hardware dedicated to
scientific visualization. The cloud server provides a web ser-
vice, which accepts multiple concurrent incoming requests,
and determines which impostors should be generated to
fulfill these requests. The requests are then forwarded to
the pre-rendering service. In order to keep the load on the
pre-rendering server small, the cloud service caches already
computed results, and determines the optimal parameters for
the impostor rendering. To reduce the amount of computa-
tion, it can choose to return a slightly different view than
what was requested, in order to make use of already existing
data.

In order to give the user of the mobile device the pos-
sibility to interact with the visualization, and by extension
also the numerical simulation, the cloud server will also
interact with those components, to forward user requests
to them via a specialized interface. Whereas a prototype
implementation of the impostor-based rendering is already
in place, the development of the aspects dealing with the
interactivity is still on-going.

The architecture presented here can be understood in
the context of Mobile Cloud Computing, where part of an
application running on a mobile device is offloaded to a
server infrastructure. This model of computing is undergoing
rapid growth and offers several advantages, as described in
for instance [47] and [48]. In the current work, we have
partitioned the application statically between the mobile
client and the cloud server. The interaction with the reduced
visualization in the form of the impostors takes place on the
client, and the actual compute-intensive rendering, on the
server.

An alternative approach would be to employ a dynamic
partitioning of the execution between server and client
as suggested in [47], [48]. The decision of what part is
executed where would then be determined by the capacity
of the device and the quality of the network connection. A
limitation to this approach is that the amount of data being
visualized is often very large, and might therefore have to
be kept on the cloud server.

IV. RESULTS

In this section, we discuss the results of our tests with the
presented methods.

A. Virtual Geometry

Based on 3D city models, our voxelization method is able
to derive a computational domains for simulation in a robust
way. We joined several data sets of various levels of detail
to achieve the most accurate data basis, which was then
mapped into voxels of given size. By this, the method can
adapt the resulting model to the demanded accuracy, and at
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the same time filters out small artefacts or errors that would
otherwise influence the simulation. The results are presented
for two building complexes in Figures 4 and 5.

If a 3D city model is available, the presented method is
automated, and delivers computational domains in a robust
way. This could be improved by using a more general
representation model than a voxel-based approach, but the
aspects of robustness, resulting level of detail, and additional
computational costs would need to be weighed against the
potential benefits. A straight-forward compromise with small
additional computational costs in this step, could be to use
a hierarchy of voxels, such that the level of detail remains
fixed, but larger areas can be covered by larger voxels, as
long the numerical method and simulation software permits
such selectively coarsened representations of the compu-
tational domain. This type of approach could significantly
speed up the simulation.

Naturally, the method based on data from a GIS urban
model will require additional consideration, as important
aspects for simulation were not taken into account in the
generation of the models. An example is given by thin glass
panes, where both sides face the outside. This needed special
treatment to prevent an air passage through this flat object
where in reality, the air is blocked. Also additional infor-
mation about the surface materials should be extracted from
databases, to provide hints for which mathematical model
should be employed on very smooth surfaces compared to
rough planes.

Already in its simple form, however, our method was ca-
pable of providing usable computing domains for simulation,
while leaving the world coordinate reference system intact,
for later virtual reality visualization.

B. Wind Flow Simulation

We used our implementation of the simplified wind flow
model described in Section III-D to generate data for the
Kronenplatz and Physics scenarios. The same setup was used
to treat both the case of the single isolated building in the
former scenario, and the group of buildings in the latter.
Visualizations with streamlines created using Paraview [49]
are shown for the two scenarios in Figures 13 and 14.

For both scenarios, the results obtained are plausible,
given the simplifying assumptions made for the model.
The way the velocity fields are affected by the presence
of buildings is qualitatively correct, which is sufficient to
illustrate the functioning and utility of the AR visualization
method.

In order to be appropriate for a real use case, the sim-
ulation would of course have to deliver data that reflects
reality in a more accurate way. The corresponding model
would have to use values of the material parameters deduced
from measurements, and be modified to deal with the
turbulence effects that would arise. Furthermore, the data
for the boundary conditions would have to be chosen in

Figure 13. Visualization of computed wind flow field for the Kronenplatz
scenario.

(HiFlow®

Figure 14.
buildings.

Visualization of computed wind flow field for the Physics

a meaningful way. This could be done in several ways:
through user input, local measurements, or, as mentioned
in Section III-D, interpolation of meteorological data that is
available at larger scales.

Naturally, so long as one can only obtain sparse and
imprecise information about the current state of the wind, the
accuracy of the simulation results will be limited. Therefore,
it is important to be clear about the suitability of the
simulation results in the context of specific use cases. We
would expect that this type of simulation, together with
the AR visualization method that we propose, find use for
instance when assessing decisions in urban planning, or
when evaluating risks associated with airborne pollution.
In these cases, one can base the computations on sets of
measurements taken over a long time, or averages thereof.
Of course, the simulation cannot be expected to exceed the
accuracy of the data describing the meteorological situation
and the computational domain. Communicating the restric-
tions in accuracy to the user of the visualization remains an
important open problem.

C. Particle Simulation

For the second scenario with the Physics building, we
also implemented a numerical simulation for the spread of
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Figure 15.

Visualization of fine dust particles distributed around the
Physics buildings.

fine dust based on the mathematical model described in
Section III-E. This simulation used the computed velocity
field of the wind described in the previous section. We con-
sidered a setup with particles originating from a hypothetical
chimney high up in the air, as well as along a hypothetical
street passing by parallel to the buildings. The result of
the simulation is shown in Figure 15, which displays the
positions of the particles throughout the simulated time
interval, in order to capture the entire simulation in one
picture.

As was the case for the wind simulation, the results are
of sufficient quality to illustrate the potential of particle
simulations in conjunction with AR visualization, but cannot
be considered an accurate representation of how particles
would really behave in the atmosphere. The errors in the
simulation are due both to the inaccuracies in the model for
the wind flow and the simplifications that were made in the
particle model. Additionally, the initial particle distribution
is synthetically generated in this case, whereas a realistically
relevant simulation would require measurements of this data.

We consider this type of simulation coupled with AR
visualization to be applicable to for instance urban planning,
evaluations the impact of pollution on the environment, and
disaster planning.

D. AR Visualization of Wind Field and Particles

We combined the simulation data from the wind flow and
particle computations for the Physics scenario into one im-
age using the masking technique described in Section III-F.
Figure 18 shows one such image, where the underlying
photo was taken using a standard camera. This example
illustrates how numerical results from several computations
can be combined into one image, providing several pieces of
information at once. The viewer gets an idea both about how
the wind flows around the building, and how small particles
might behave in this flow.

This image was created manually by aligning the com-
putational geometry with the corresponding objects in the

/N

AN
Y\
(VAVAYAY
7/

=~

N

==

et

4

Figure 17. Augmented Reality visualization of air flow around isolated
building from the Physics scenario.

photo. The alignment is critical for the visualization, and
not an easy task due to potential inaccuracies of the position
and orientation information in the computational geometry,
as well as additional camera parameters, such as field of
view or distortions.

On a mobile device on-site, this information is available,
at least approximately, and one can hope to obtain a rea-

Figure 18.
tributed fine dust particles around the Physics buildings, created using the
masking technique.

Augmented Reality visualization of velocity field and dis-
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sonably good fit between the simulated data and the camera
image. Where high accuracy is required, one can compensate
for errors in the position and orientation using a marker-
based approach, as it was presented before.

The feasibility of such a solution was presented in Fig-
ures 9 and 10 for use with UAVs, which hints to a very
promising application field of the presented visualization
method in combination with flying cameras. This way, the
simulation can be analyzed using the AR visualization also
from above.

V. CONCLUSION

In this paper, we have presented a novel visualization
method for large-scale scientific computing, illustrated by
the examples of simulating urban air flow and fine dust
distribution. The use of mobile devices opens the path to
intuitive access to, and interaction with, numerical simula-
tions that are highly comprehensible due the embedding in
to the real-life camera view as AR visualizations. This is
an answer to how sophisticated simulations can be made
usable for non-scientists, as it is replacing the artificial and
complex virtual representation of reality with a direct view
of reality itself. However, this is not a complete solution,
since the actual representation of simulation results needs to
be understood correctly. This AR presentation aids greatly
through the direct correspondence with reality, but there are
other areas that require further investigation to find suitable
imaging methods. For instance all numerical simulations are
approximations with associated errors, both introduced by
the computation itself, and by the limited accuracy of the
measurements. Such uncertainties should be made obvious
also to an uninformed viewer. Suitable visualization concepts
for this is an open area of research.

An advantage of the method is the simplicity of selecting
the data of interest and view orientation by just walking
through the immersive simulation in reality and pointing
the mobile device. Of course, this is limiting us to views
from places, that the viewer can walk to. The general
availability of UAV, combined with their ease of operation,
is overcoming this issue to some extent.

We depend on the availability of a 3D city model of suf-
ficient accuracy, in order to derive a computational domain
in a robust way. All additional information that is included
in the model, such as surface properties, can aid to improve
the simulation quality. The introduction and adoption of a
general standard such as the CityGML standard is of great
help, but also offers the chance to integrate simulations into
GIS databases. The work presented here, could improve the
way in which such information is evaluated through AR
visualizations.

The technical problem of exact alignment of real-world
images with the virtual objects cannot yet be solved solely
based on sensor measurements of mobile devices, but active

markers can help solving this issue. This is a topic of on-
going research and development.

Another technical problem is to derive accurate informa-
tion on the current conditions around the computing domain,
such as the current weather conditions. Such information
is available in databases from weather forecast agencies,
but the resolution provided is on the order of kilometers,
compared to the level of detail suitable for this visualization
method that can go down the order of meters. We can
expect the availability of higher resolution weather models in
future, but suitable mathematical modeling for interpolation
of surrounding weather conditions is a topic current research.

The proposed remote visualization method detailed in [45]
and [46] is perfectly suited for displaying large stationary
numerical simulations on mobile devices using the presented
AR visualization method, due to its support for AR ap-
plications and its economic resource usage. By exploiting
the increasing graphical performance of mobile devices, the
scarce network bandwidth is utilized very efficiently. It is
desirable to extend this method to instationary simulations
as well, but the increased amount of data to be transmitted
is limited by the traditionally small bandwidth available to
mobile devices. There are promising approaches for periodic
cases, but until there are new concepts for remote visu-
alizations, increased bandwidth through new transmission
standards look promising to solve this issue.

The development of the client-server framework for re-
mote visualization enables the access to, and interaction
with, large scientific datasets on mobile devices. Although
still not completed, the design and prototype implementation
of this framework is an important step towards realizing the
goal of providing distributed visualization and simulation
services over the Internet.

The presented AR visualization method is very general in
its scope in the sense that it is usable for many application
areas. It is expected to facilitate the use of numerical
simulations by scientists as well as citizens and decision-
makers. Furthermore, we are convinced that it can increase
the impact and improve the communication of scientific
results in interdisciplinary collaborations and to the general
public.
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Abstract—Achieving the property of evolvability is consid-
ered a major challenge of the current generation of large,
compact, powerful, and complex systems. An important fa-
cilitator to attain evolvability is the concept of modularity: the
decomposition of a system into a set of collaborating subsys-
tems. As such, the implementation details of the functionality
in a module is hidden, and reduces complexity from the point
of view of the user. However, some information should not
be hidden if they hinder the (re)use of the module when
the environment changes. More concretely, all collaborating
modules must be available for each other. The way how
a collaborating module is accessible is also called module
coupling. In this paper, we examined a list of classifications
of types of module couplings. In addition, we made a study
on the implications of the used address space for both data
and functional constructs, and the implications of how data is
passed between modules in a local or remote address space.
Several possibilities are evaluated based on the Normalized
Systems Theory. Guidelines are derived to improve reusability.

Keywords-Reusability, Evolvability, Modularity, Coupling, Ad-
dress space.

I. INTRODUCTION

Modern technologies provide us the capabilities to build
large, compact, powerful, and complex systems. Without
any doubt, one of the major key points is the concept
of modularity. Systems are built as structured aggregations
of lower-level subsystems, each of which have precisely
defined interfaces and characteristics. In hardware for in-
stance, a USB memory stick can be considered a module.
The user of the memory stick only needs to know its
interface, not its internal details, in order to connect it to
a computer. In software, balancing between the desire for
information hiding and the risk of introducing undesired
hidden dependencies is often not straightforward. However,
these undesired hidden dependencies should be made ex-
plicit [1]. Experience contributes in learning how to deal
with this issue. In other words, best practices are rather
derived from heuristic knowledge than based on a clear,
unambiguous theory.

Normalized Systems Theory has recently been proposed
[2] to contribute in translating this heuristic knowledge into
explicit design rules for modularity. In this paper, we want
to evaluate which information hiding is desired and which
is not with regard to the theorems of Normalized Systems.
The Normalized Systems theorems are fundamental, but it

is not always straightforward to check implementations in
different application domains against these theorems. This
paper aims at deriving more concrete guidelines for software
development in a PLC environment on a conceptual level.

Doug Mcllroy already called for families of routines to
be constructed on rational principles so that families fit to-
gether as building blocks. In short, [the user] should be able
safely to regard components as black boxes [3]. Decades
after the publication of this vision, we have black boxes, but
it is still difficult to guarantee that users can use them safely.
However, we believe that a lot of necessary knowledge to
achieve important parts of this goal are available and we
should primarily document all the necessary unambiguous
rules to make this (partly tacit) knowledge explicit.

In this paper, we examined a list of classifications of types
of module couplings, and evaluated in which terms these
types are contributing towards potentially compliance with
the Normalized Systems theory. These couplings are studied
in an abstract environment [1]. Further, we extended this
study by placing the constructs in an address space, and eval-
uated the consequences. This evaluation is based on some
case studies in an IEC 61131-3 programming environment
by way of small pieces of code [4]. We investigated on how
different data constructs relate to a local or a remote memory
address space, and which consequences these relations have
to functional modules. Next, we placed the focus on the
functional constructs and paradigms, which also reside in a
local address space and might have a coupling to a remote
address space. We investigated the potential to use them
complying the Normalized Systems principles. Finally, we
present an set of derived, more concrete principles.

The paper is structured as follows. In Section II, the
Normalized Systems theory will be discussed. In Section III,
we discuss categories of coupling, seen in an abstract way. In
Section IV, we give an overview of how data can be passed
between functional modules in a local data memory address
space, or coupled with constructs in a remote address spaces.
In Section V, we focus on constructs for functionality, and
how they can be coupled (locally or remotely). A summary
of the evaluations and guidelines is given in Section VI.
Finally, Section VII concludes the paper.
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II. NORMALIZED SYSTEMS

The current generation of systems faces many challenges,
but arguable the most important one is evolvability [5]. The
evolvability issue of a system is the result of the existence of
Lehman’s Law of Increasing Complexity which states: “As
an evolving program is continually changed, its complexity,
reflecting deteriorating structure, increases unless work is
done to maintain or reduce it” ([6] p. 1068). Starting from
the concept of systems theoretic stability, the Normalized
Systems theory is developed to contribute towards building
systems, which are immune against Lehman’s Law.

A. Stability

The postulate of Normalized Systems states that a system
needs to be stable with respect to a defined set of anticipated
changes. In systems theory, one of the most fundamental
properties of a system is its stability: a bounded input
function results in bounded output values, even for T — co
(with T representing time).

Consequently, the impact of a change should only depend
on the nature of the change itself. Systems, built following
this rule can be called stable systems. In the opposite case,
changes causing impacts that are dependent on the size
of the system, are called combinatorial effects. To attain
stability, these combinatorial effects should be removed from
the system. Systems that exhibit stability are defined as
Normalized Systems. Stability can be seen as the requirement
of a linear relation between the cumulative changes and the
growing size of the system over time. Combinatorial effects
or instabilities cause this relation to become exponential
(Figure 1). The design theorems of Normalized Systems
Theory contribute to the long term goal of keeping this
relation linear for an unlimited period of time, and an
unlimited amount of anticipated changes to the system.

B. Design Theorems of Normalized Systems

In this section, we give an overview of the design the-
orems or principles of Normalized Systems theory, i.e., to
design systems that are stable with respect to a defined set
of anticipated changes:

o A new version of a data entity;

« An additional data entity;

e A new version of an action entity;

« An additional action entity.

Please note that these changes are associated with soft-
ware primitives in their most elementary form. Hence, real-
life changes or changes with regard to ‘high-level require-
ments’ should be converted to these elementary anticipated
changes [7]. We were able to convert all real-life changes
in several case studies to one or more of these abstract
anticipated changes [8][9]. However, the systematic trans-
formation of real-life requirements to the elementary antic-
ipated changes is outside the scope of this paper. In order
to obtain systems theoretic stability in the design during the

Cumulative change impact

Unbounded

Bounded

Time (amount of added requirements)

Figure 1. Cumulative impact over time

implementation of software primitives, Normalized Systems
theory prescribes the following four theorems:

1) Separation of concerns:

An action entity can only contain a single task in Nor-
malized Systems.

This theorem focuses on how tasks are structured within
processing functions. Each set of functionality, which is
expected to evolve or change independently, is defined as
a change driver. Change drivers are introducing anticipated
changes into the system over time. The identification of
a task should be based on these change drivers. A single
change driver corresponds to a single concern in the appli-
cation.

2) Data version transparency:

Data entities that are received as input or produced as
output by action entities, need to exhibit version trans-
parency in Normalized Systems.

This theorem focuses on how data structures are passed
to processing functions. Data structures or data entities need
to be able to have multiple versions, without affecting the
processing functions that use them. In other words, data
entities having the property of data version transparency,
can evolve without requiring a change of the interface of
the action entities, which are consuming or producing them.

3) Action version transparency:

Action entities that are called by other action entities,
need to exhibit version transparency in Normalized Systems.

This theorem focuses on how processing functions are
called by other processing functions. Action entities need to
be able to have multiple versions without affecting any of
the other action entities that call them. In other words, action
entities having the property of action version transparency,
can evolve without requiring a change of one or more action
entities, which are connected to them.
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4) Separation of states: The calling of an action entity
by another action entity needs to exhibit state keeping in
Normalized Systems.

This theorem focuses on how calls between processing
functions are handled. Coupling between modules, that is
due to errors or exceptions, should be removed from the
system to attain stability. This kind of coupling can be
removed by exhibiting state keeping. The (error) state should
be kept in a separate data entity.

III. EVALUATION OF TYPES OF COUPLING

Coupling is a measure for the dependencies between
modules. Good design is associated with low coupling and
high reusability. However, merely lowering the coupling
is not sufficient to guarantee reusability. Classifications of
types of coupling were proposed in the context of structured
design and computer science [10][11]. The key question of
this paper is whether a hidden dependency and, therefore,
coupling is affecting the reusability of a module? In general,
the Normalized Systems theorems identify places in the
software architecture where high (technical) coupling is
threatening evolvability [12]. More specifically, we will
focus in this section on several kinds of coupling and
evaluate which of them is lowering or improving reusability.
The sequence of the subsections is chosen from the most
tight type coupling to the most loose type of coupling.

A. Content coupling

Content coupling occurs when module A refers directly
to the content of module B. More specifically, this means
that module A changes instructions or data of module B.
When module A branches to instructions of module B, this
is also considered as content coupling.

It is trivial that direct references between (internal data
or program memory of) modules prevent them from being
reused separately. In terms of Normalized Systems, content
coupling is a violation of the first theorem, separation of
concerns. Achieving version transparency is practical not
possible. The same can be said about separation of states.

This intent to avoid content coupling is not new, other
rules than those of the Normalized Systems already made
this clear. For instance, Dijkstra suggested decades ago
to abolish the goto statement from all ‘higher level’ pro-
gramming languages [13]. The goto statement could in-
deed be used for making a direct reference to a line of
code in another module. Together with restricting access to
the memory space of other modules, Dijkstra’s suggestion
contributed to exile content coupling out of most modern
programming languages. Note that in the IEC 61131-3
standard, the Instruction List (IL) language still contains the
JMP (jump) instruction. For this and other reasons, IL is
considered a low level language, and similar to assembly.

B. Common coupling

Common coupling occurs when modules communicate
using global variables. A global variable is accessible by
all modules in the system, because they have a memory
address in the ‘global’ address space of the system. If a
developer wants to reuse a module, analyzing the code of
the module to determine which global variables are used
is needed. In other words, a white box view is required.
Consequently, black box use is not possible. In terms of
Normalized Systems, common coupling is a violation of the
first theorem, separation of concerns.

We add however, that not the existence but the way of
use of global variables violates the separation of concerns
theorem. A global variable is in fact just a variable in the
scope of the main program. When these global variables
are treated like a kind of local variables in the scope of
the main program, they do not cause combinatorial effects.
However, when these variables are passed to the submodular
level without using the interface of (sub)modules, which are
called by the main program, they can cause combinatorial
effects. Since the use of global variables in case of common
coupling is not visible through the (sub)module’s interface,
this way to use these global variables is considered to be
a hidden dependency. And since common coupling is a
violation of separation of concerns, this is an undesired
hidden dependency with respect to the safe use of black
boxes.

As a research case, we used global variables in a proof
of principle with IEC 61131-3 code, which complies with
Normalized Systems [9]. The existence of global variables
was needed for other reasons than mutual communication
between modules (i.e., connections with process hardware).
In this project, the global variables were passed via an in-
terface from one module to the other. In some cases, having
a self-explaining interface between collaborating modules is
enough to comply with the separation of concerns principle.
In other cases, dedicated modules called connection entities
are needed to guarantee this separation. In this paper, we
investigated in which cases there is a need for a connection
entity or not (see following subsections).

C. External coupling

External coupling occurs when two or more modules
communicate by using an external (third party?) database,
communication protocol, device or hardware interface. The
external entity, system or subsystem is accessible by all
(internal) modules. Consequently, the support (e.g., fault
handling) for the external access has to be included for all
modules.

Support for this particular external access is a concern.
Every module also includes at least one core functionality,
which is also a concern. Having more than one concern
in a single module is a violation of the separation of
concerns principle. Indeed, when the external entity receives
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an update, every module, which is calling the external entity,
needs an update too. This is an example of a combinatorial
effect.

To avoid this kind of combinatorial effect, one should
dedicate a special module - a connection entity - to make
the link with the external technology. More precisely, one
connection entity for every version or alternative external
technology. Version tags can be used to select the appropriate
connection entity. Each internal module should call the
connection entity to map parameters with the external entity.

Such a connection entity is considered to be a supporting
task. Separating the core task from supporting task does not
have to decrease cohesion. On the contrary they can nicely
fit together on the next modular level. In other words, the
core task module can be ‘hosted’ together with one or more
supporting task module in a higher-lever module.

D. Control coupling

Control coupling occurs when module A influences the
execution of module B by passing data (parameters). Com-
monly, such parameters are called ‘flags’. Whether a module
with such a flag can be used as a black box depends
on the fact whether the interface is explaining sufficiently
the meaning of this flag for use. If a white box view is
necessary to determine how to use the flag, black box
use is not possible. The evaluation of control coupling in
terms of reusability is twofold. On the one hand, adding
a flag can introduce a slightly different functionality and
improve the reuse potential. For example, if a control module
of a motor is supposed to control pumping until a level
switch is reached, a flag can provide the flexibility to use
both a positive level switch signal and an inverted one
(i.e., positive versus negative logic). On the other hand,
extending this approach to highly generic functions, would
lead in its ultimate form to a single function dolt, that
would implement all conceivable functionality, and select
the appropriate functionality based on arguments. Obviously,
the latter would not hit the spot of reusability.

One of the key questions during the evaluation of control
coupling is: how many functionalities should be hosted in
one module? In terms of Normalized Systems, the principle
‘separation of concerns’ should not be violated. The concept
of change drivers brings clarity here. A module should
contain only one core task, eventually surrounded by sup-
porting tasks. Control coupling can help to realize theorem
2 (data version transparency) and theorem 3 (action version
transparency) by way of version selection. The calling action
is able to select a version of the called action based on
control coupling. We conclude that control coupling should
be used for version selection only.

Control coupling, as a way of connecting two or more
modules, says something about the functional impact of
the coupling, not about how the coupling is realized. Con-
sequently, control coupling does not influence the choice

whether a connection entity is necessary or not.

E. Data coupling

Data coupling occurs when two modules pass data using
simple data types (no data structures), and every parameter
is used in both modules.

Realizing theorem 3 (action version transparency) is not
straightforward with data coupling, since the introduction
of a new parameter affects the interface of the module.
This newer version of the interface could not be suitable
for previous action versions, and could consequently not be
called a version transparent update. Not all programming
languages support flexibility in terms of the amount of
individual parameters. Changing the datatype, or removing
a parameter is even worse.

Note that the disadvantage of data coupling, affecting the
module’s interface in case of a change, does not apply on
reusing modules, which are not evolving. This can be the
case when working with system functions, e.g., aggregated
in a system function library. However, problems can occur
when the library is updated. We will give more details about
this issue in the next section.

When working with separated, simple data types as a
set of parameters, every change requires a change of the
interface of the module. Since we do not consider ‘changing
the interface’ as one of our anticipated changes, this should
be avoided. Huang et al. emphasized that it is important
to separate the version management of components with
their interfaces [14]. As such, the interface can be seen as
a concern, and should consequently be separated to comply
with the separation of concerns principle.

In other words, in case the development environment does
not support a flexible interface for its modules, data coupling
can cause combinatorial effects. In case mandatory argu-
ments are removed in a new version, a flexible development
cannot guarantee the absence of combinatorial effects.

FE. Stamp coupling

Stamp coupling occurs when module A calls module B
by passing a data structure as a parameter when module B
does not require all the fields in the data structure.

It could be argued that using a data structure limits the
reuse to other systems where this data structure exists,
whereas only sending the required variables separately (like
with data coupling) does not impose this constraint. How-
ever, we emphasize that the key point of this paper does
not concern reuse in general. Rather, it focuses on safe
reuse specifically. Stamp coupling is an acceptable form of
coupling. With regard to the first theorem, separation of
concerns, one should keep the parameter set (data entity),
the functionality of the module (action entity) and the
interface separated. Keeping the interface unaffected, while
the data entity and action entity are changing, can be realized
with stamp coupling. Note that stamp coupling should be
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combined with the rule that fields of a data structure can be
added, but not modified or deleted. This rule is necessary to
enable version transparency.

Note that if the data structure in a stamp coupling scenario
increases, it becomes convenient to pass the structure by
reference (see Section IV-D). As such, memory use and
copying processes can be limited. However, referring to the
data structure requires the stamp coupling to be applied
between modules which reside in the same address space
(see Section V-D).

G. Message coupling

Message coupling occurs when communication between
two or more modules is done via message passing. With
message passing, a copy of a data entity is sent to a so-called
communication endpoint. An underlying network does the
transport of (the copy of) the data entity. This underlying
network can offer incoming data, which can be read via
the communication endpoint. Message passing systems have
been called ‘shared nothing’ systems because the message
passing abstraction hides underlying state changes that may
be used in the implementation of the transport.

The property ‘sharing nothing” makes message coupling
a very good incarnation of the separation of concerns
principle. Please note that asynchronous message passing
is highly preferable above synchronous message passing,
which violates the separation of states principle. The system
works with copies of the data, and the states of the transport
are separated from the application which is producing or
consuming the data. This concept complies with the separa-
tion of states principle.

In comparison with stamp coupling, stamp coupling can
be realized by passing a pointer, which refers to the data
structure. To implement this, both modules should share
the memory address space, where the pointer is referring
to. Since the concept of message coupling does not share
anything, also no address space, every data passing works
with copies. For this reason, message coupling is considered
the most loosely coupled of all categories.

Message coupling implies additional functionality with
regard to the modules which need to exchange data. To com-
ply with the separation of concerns principle, this additional
functionality should be separated from the core functionality
of the collaborating modules. Consequently, while the data
structure in a stamp coupling scenario — in a common
address space — can be used directly by the collaborating
modules, at least two connection entities are required when
these modules reside in a different address space (see Section
V-D)).

H. Summary of the theoretic evaluation of couplings

The existing categorization of coupling is based and or-
dered on how tight or how loose the discussed coupling type
is. We agree that in general loose coupling is better than tight

coupling, but there are more important consequences based
on the different types of coupling. It is not too surprising
that, following our evaluation, we discourage the use of the
two most tight types of coupling, i.e., content coupling and
common coupling. However, other conclusions are not based
on how tight a type of coupling is. For example, control
coupling is a special one, because it is the only discussed
type which says something about the functionality of the
connected modules. All other types says something about
how these modules are coupled. Data coupling and stamp
coupling are alternatives for each other, while other types
can be used complementary. We highly recommend stamp
coupling in stead of data coupling, because data coupling
can cause combinatorial effects.

Stamp coupling can be combined with control coupling,
message coupling or partly external coupling (depending
on the application). Control coupling should be used for
version selection only. Stamp coupling can be used as it
is in cases where the collaborating modules reside in the
same system. In case these collaborating modules reside in
different systems, stamp coupling has to be combined with
message coupling. In case the collaboration includes external
entities, from which we cannot control the evolution, con-
nection entities are necessary, which is a prerequisite to use
external coupling without potentially causing combinatorial
effects.

IV. DATA MEMORY ADDRESS SPACE AND ITS BORDERS

The discussion about message coupling illustrates that a
reference to a variable in a particular address space can
be seen as an occurrence of a hidden dependency. In this
section, we investigate this more in depth, and discuss
several software constructs which have a relation with one
or more memory address spaces.

In its most elementary form, programs are nothing but a
sequence of instructions, which perform operations on one
or more variables. These variables correspond to registers
in the data memory of the controller, and the instructions
correspond to registers in the program memory. The instruc-
tions are executed in sequential order, but instructions for
selections and jumping to other instructions are available.
In this elementary kind of programs, there is no explicit
modularity at all, any instruction can read any variable
in the program, and jumping from any instruction to any
other instruction is possible. For this purpose, we had
in the early ages of software development an instruction,
which has become well-known: the goto-statement. Dijkstra
called for the removal of the goto-statement in higher level
languages [13], and this call is mainly addressed. However,
the JMP (jump) instruction is still available in the lower level
language Instruction List (IL) of the IEC 61131-3 standard
for PLC (Programmable Logic Controller) programming [4].
Also, in surprisingly recent literature, goto elimination is still
a research objective [15].
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Concatenation, Selection, and Iteration

Alternatively, Dijkstra elaborated on the concepts con-
catenation, selection and iteration (Figure 2) to bring more
structure in a program [16]. However, these concepts do not
force modularity. In terms of Normalized Systems theory
reasoning, the separation of concerns principle is not ad-
dressed. Because of the lack of clearly identifiable modules,
the other theorems cannot be evaluated as well.

In this section, we discuss an amount of software con-
structs and how they relate to the address space, and whether
the desired coupling has to cross the borders of this address
space. We evaluate some concepts or paradigms based on the
Normalized Systems theorems. We start our discussion with
the very first attempt to build modular software systems: the
‘closed subroutines’ of Wilkes et al. (1959). Next, we discuss
the concept of data variables, and how their scope can differ
corresponding their definition. Further, we discuss variables
which can be exchanged between modules. These kind of
variables are typically called parameters or arguments. Two
main ways how they can be passed is ‘by value’ or ‘by
reference’, which will be discussed. Finally, the concepts of
static and external variables will be discussed.

A. Subroutines

Wilkes et al. introduced the concept of subroutines,
which they termed a closed subroutine [17]. The concept
of subroutines is the first form of modularity. A subroutine,
also termed subprogram, is a part of source code within a
larger program that performs a specific task. As the name
subprogram suggests, a subroutine can be seen as a piece of
functionality, which behaves as one step in a larger program
or another subprogram. A subroutine can be called several
times and/or from several places during one execution of the
program (including from other subroutines), and then return
to the next instruction after the call once the subroutine’s
task is done (Figure 3).

Dijkstra reviewed the concept of subroutines in [16].
Following this review, the concept of subroutines served as
the basis for a library of standard routines, which can be
seen as a nice device for the reduction of program length.
However, the whole program as such remained conceived
as acting in a single homogeneous store, in an unstructured
state space; the whole computation remained conceived a
single sequential process performed by a single processor
([16], p. 46). In other words, the subroutine shares its data

MAIN
call 3 > SBR3
- call9 > SBR3
RETURN
RETURN
call6 > SBR6
MEND
RETURN
Figure 3. Subroutines

memory address space with the main program and other
subroutines (if these exist). The return address of a closed
subroutine can not be seen as a parameter. Rather, it looks
like a well-placed jump.

In terms of Normalized Systems, progress is made towards
the separation of concerns principle, but it is not fully
addressed yet. Indeed, the details of the functionality in a
subroutine is separated from the main program (which can
be seen as a desired hiding of information for the reader
of the main program), but the data of the subroutine is not.
In fact, the lack of a local data memory address space in a
‘closed subroutine’ implies a violation of the separation of
concerns principle. On the side of functionality the concerns
‘main program’ and ‘closed subroutine’ are separated, but
on the side of data these concerns are not separated. Because
of the lack of separation of data memory address space, the
separation of states principle cannot be met. The separation
of states principle implies the buffering of every call to
another module. As such, when the called module does not
respond like expected, the calling module can handle the
unexpected result based on the buffered state. In other words,
every module needs its own local memory to store its state.

B. Variables

A variable is a storage location and an associated symbolic
name, which contains a value. Note that this concept is
very explicit exemplified in contemporary Simatic S7 PLCs,
where the programmer can choose for usage of absolute
addresses and symbolic addresses [18]. In this specific en-
vironment, the programmer has to manage the data memory
address space. For computer scientists, this might look old-
fashioned, but for contemporary PLC programmers this
is an important subject. Moreover, data memory address
space cross references are tools which are commonly used
to heuristically prevent combinatorial effects caused by
common coupling. More general, the variable name is the
usual way to reference the stored value, and a compiler
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is doing the data memory allocation and management by
replacing variables’ symbolic names with the actual data
memory addresses at the moment of compilation. The use
of abstract variables in a source code, which are replaced
by real memory during compilation is undoubtedly an im-
provement for reusability of the source code. However, when
the memory is still shared throughout the whole system,
these variables are called global variables, and require a
name space management to prevent name conflicts. In other
words, the problem of potential address conflicts is moved
to potential name conflicts. In terms of Normalized Systems,
when modules need global variables to exchange data, this
is not really an improvement in relation to the concept of
closed subroutines of Wilkes et al. ([17]).

A group of research computer scientists abandoned the
term ‘closed subroutine’ and called modules ‘procedures’
in the ALGOL 60 initiative [19]. The main novelty was
the concept of local variables. In terms of memory address
space, the concept ‘scope’ was introduced, i.e., the idea
that not all variables of a procedure are homogeneously
accessible all through the program: local variables of a
procedure are inaccessible from outside the procedure body,
because outside they are irrelevant. What local variables of
a procedure need to do in their private task is its private
concern; it is no concern of the calling program [16]. In
terms of Normalized Systems, local variables contribute in
addressing the separation of concerns principle. A point
of potential common coupling is still the fact that global
variables —which are declared outside the module— are still
accessible from the inside of the module. When these global
variables are used in the module, without documenting this
for the user, we have a violation of the separation of concerns
principle. The use of undocumented and thus invisible or
hidden global variables in a module makes it impossible to
evaluate compliance with the Normalized Systems theorems.
In other words, code analyses or white box inspection is
needed to decide whether the module can be (re)used in a
specific memory environment. Providing a list of the used
global variables in the module documentation would be an
improvement, but passing the global variables to the module
as parameters or arguments is even better. The reason why
this is better, is because of a better separation of the local
and global address space.

C. Parameters and arguments

Having a local data memory address space contributes in
separating concerns, but since the aim of software programs
is generally performing operations on data entities, we
should be able to exchange data between these separated
memory address spaces. The question is: how should this
be done? In principle, there are two possible approaches: or
we exchange data by way of global variables, or we use
a modular interface, which consists of input- and output
parameters or arguments.

@)
O Input
Oo

arguments

Parameters

Output

% |:| Darguments
00

Figure 4. Function machine with parameters and arguments [20]

The terms parameter and argument are sometimes easily
used interchangeably. Nevertheless, there is a difference.
We use the function machine metaphor to discuss how
functionality can depend on parameters (Figure 4) [20]. The
influence of parameters should be seen as a configuration
of the functionality, while the arguments are, following this
metaphor, the material flow. This can also be exemplified
with a proportional-integral-derivative (PID) controller. A
PID controller calculates an ‘error’ value as the difference
between a measured process variable and a desired setpoint.
The controller attempts to minimize the error by adjusting
the process control inputs. The proportional, the integral
and derivative values, denoted P, I, and D, are parameters,
while the measured process value and the setpoint are the
arguments.

From a software technical point of view, it is not important
to treat parameters and arguments different when these
values are exchanged between modules. However, from
an application point of view, they should be aggregated
differently. Like discussed in Section II, the functionality
and data should be encapsulated as action entities and
data entities, respectively. Since it is imaginable that the
configuration of functionality (parameters) changes inde-
pendently of a potential change of, e.g., the data type of
the arguments, these data constructs should be separated
following the separation of concerns principle. Also, the
action entities, which manipulate configuration data entities,
should be separated from action entities, which manipulate
process data entities. Besides, the user access rights might
be different, e.g., adjusting the configuration should be done
by maintenance engineers, while process data might be
manipulated by system operators. For simplicity reasons,
in what follows, we use the term ‘data passing’ for both
cases, in the assumption that the manipulation of arguments
and parameters is separated in different modules. These
separated submodules should collaborate based on stamp
coupling. In its simplest form, the data structures which can
be used for stamp coupling are called structs, records, tuples,
or compound data. Conceptually, such data structures have a
name and several data fields. In the next section, data objects
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will be discussed.

To come back on our discussion about module dependen-
cies, data passing can be based on a shared data memory
address space between the calling and the called module
(i.e., via global variables), or on the module’s interface (i.e.,
via in/out variables). When we put ourselves into the position
of a software engineer, who want to reuse a module, both the
module and the definition of the global variables should be
copied before the module can be reused. More specifically,
to not create unused global variables in the target system (or
to minimize potential name conflicts), the software engineer
should only copy the global variable definitions, which are
used in the module. It is imaginable that this is not in
all situations straightforward, unless we provide a list or
declaration of all used global variables as a documentation
of the module. When the software engineer, into the process
of module evolution, considers to change the module, any
change on one or more of the used global variables, requires
a corresponding change in the global variable definitions of
the system. In case the global variables are also used in
other modules, the need to perform a corresponding change
in each of these modules is an occurrence of a combinatorial
effect. In terms of Normalized Systems, passing data by way
of global variables (common coupling) is a violation of the
separation of concerns principle. Adding a global variable
could be deemed to comply with the version transparency
theorems, but this could be not so convenient if more
engineers are working on the same project, and the chance
on naming conflicts increases compared to the potential
addition of a local variable.

To prevent these disadvantages, passing data by way
of in/out variables, i.e., the module’s interface, is more
convenient and increases maintainability. The module as a
construct is a way to separate the address space of the
module with the address space of the ‘outside’, and the
module’s interface performs the function of a managed
gateway for data passing. The reusability of the module
is improved when strictly using local variables or in/out
variables. However, other dependencies are still a point of
interest, which will be discussed in the next section.

D. Pass by value or by reference?

Data passing by value means that an input variable is
copied to an internal register of the module, and return by
value means that a produced value is stored in an internal
register, and copied to an output variable at the end of
the processed functionality. In contrast, passing and return
by reference means that the in/out variable is stored in a
memory space outside the module, while only a reference
or address to this memory space is used in the module. The
infout variable is never copied because the link with the
memory outside the module remains available during the
processing of the functionality.

It is not too surprising that, following our evaluation, data
passing by value is isolating and separating the inside of the
module better from the outside than if the same set of in/out
variables would be passed by reference. In other words, in
the case of pass by reference, the memory address space,
which is surrounding the module, is a dependency of the
module. To eliminate combinatorial effects, any dependency
needs some attention. However, in this case, the depen-
dency of memory address space is not necessarily causing
combinatorial effects. In case the coupled modules reside
in the same memory address space, passing parameters by
reference does not cause combinatorial effects. In other
words, one must make sure that the coupling is not crossing
the borders of the memory address space of the considered
system, which is ‘hosting’ the coupled modules. In case
the coupling is crossing the borders of the memory address
space, it has to be combined with message coupling, which
implies data passing by value.

In an IEC 61131-3 environment, the length of arrays and
strings are explicitly defined. This is safer in comparison
with systems where this length is flexible at runtime. Note
that a ‘by reference’ in/out variable is a pointer to the start
memory address of a variable. When there is flexibility about
the end address of this memory variable —e.g., an array with
no explicit defined length— the pointer+index might refer
to an address outside the scope of the intended variable.
There is a risk that this situation becomes similar to content
coupling. However, a lot of software systems tackle this
problem by means of exception handling.

When we evaluate the choice between ‘pass by value’
or ‘pass by reference’ based on the Normalized System
theorems, ‘pass by value’ contributes better towards the
separation of concerns principle, by copying in-variables
from the ‘outside’ to internal registers, and copying internal
registers to out-variables after processing the functionality.
In/out variables which are passed by reference always main-
tain a reference in the external address space, which can
be seen as a dependency. Since this type of dependency
can be automatically managed for every individual variable
by the compiler —by way of memory (re)mapping during
compilation— we do not call this dependency a violation of
the separation of concerns principle from the point of view
of the application software engineer. However, the approach
has its limitations.

Kuhl and Fay emphasized that a static reconfiguration,
which requires a complete shutdown of a system, is more
costly than a dynamic reconfiguration, which can be per-
formed without a complete shutdown [21]. Since we do not
have control about how a compiler is doing the memory
(re)mapping of (the reference address of) in/out variables
which are passed by reference, we should assume that a
dynamic configuration is limited by the data memory address
space. More specifically, when a change is introduced in
a module which processes in/out variables by reference, a
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Different levels of modularity [22]

memory remapping of the surrounding system is necessary,
and thus requires a shutdown of this system.

It is important that the application engineer is aware of
this discussed limitation, especially when the choice has
to be made to pass by reference or not. One should be
aware that copying pass-by-value-variables costs processor
time and memory space (which can be even more than
strictly required when applying stamp coupling). Remember
that the Normalized Systems authors advocate a higher
granularity, i.e., smaller modules with the consequence that —
for the same functionality— the amount of modules increases,
including the (amount of) modular interfaces.

The definition of the theorem ‘separation of concerns’ has
a focus on separation of ‘tasks’ (Section II), which might
be interpreted as a separation of functionality. However, a
concern can also be interpreted as a data memory address
space, let it be on a different level of aggregation. More
specifically, separation of functionality is advantageously on
the lowest level of modularity, —decisions are supported
with the concept of change drivers— but on a higher level
the technical environment, e.g., the data memory address
space, might be considered a concern. In other words, we
propose that higher level constructs (aggregating one or
more entities) can use the concept of passing by reference
internally to let entities communicate mutually by way of
stamp coupling, reusing the same interface for every entity.
This might limit the consequences of the higher granularity
by enabling the reuse of modular interfaces. More levels of
this design might be possible in cascade, like suggested in
the migration scenario’s in Figure 5 [22].

E. Static and external variables

In his thinking on the recursive procedure, Dijkstra praised
the concept of local variables, but he also mentioned the
shortcoming of life-time of local variables. Local variables
are ‘created’ upon procedure entry, and cease to exist when
the procedure ends. The fact that local variables relate to
an instantiation and only exist during that specific instan-
tiation makes it impossible for the procedure to transmit

information behind the scenes from one instantiation to
the next ([16], p. 48). In this paper, we do not wish to
advocate recursive procedures, but we do emphasize that the
concept of static local variables (i.e., local variables which
can remember their state of the previous run or incarnation)
is advantageous towards the separation of states principle.
The term static refers to the fact that the memory for
these variables are allocated statically —at compile time— in
contrast to the local variables, whose memory is allocated
and deallocated during runtime. This concept is clearly
exemplified in [18], where local (temporal) variables in a
module of the form FC (Function) cannot remember their
previous state, and local (static) variables in a module of the
form FB (Function Block) can. For storing static variables,
this type of PLCs use dedicated data memory constructs they
call Data Blocks (DBs). In the case they connect such a DB
to an FB they call it an instance DB.

The concept of external variables requires some expla-
nation concerning definition and declaration. The definition
of global variables decides in which memory address space
they can be used, and the declaration of these global
variables in the documentation of a module informs the
potential user of the module that these global variables are
needed to be able to use the module. The definition of a
variable triggers the compiler to allocate memory for that
variable and possibly also initializes its contents to some
value. A declaration however, tells the compiler that the
variable should be defined elsewhere, which the compiler
should check. In the case of a declaration there is no need
for memory allocation, because this is done elsewhere. The
VAR_EXTERNAL keyword in an IEC 61131-3 environment
indicates that the following variable is declared for the
module where this keyword is used, and defined elsewhere
(probably global).

Unfortunately, following a study of de Sousa, the details
of defining global variables and declaring external variables
are discussable to the letter of the IEC 61131-3 standard
[23]. This author even doubt whether it is advantageous
to have the possibility of external variable declarations
within function block declarations, because passing a global
variable via the keyword VAR_IN_OUT has a similar effect.
In earlier work, we also advocated the use of in/out variables
in an IEC 61131-3 project [9], but still, when we evaluate
the concept of external variables based on the Normalized
Systems theory, the explicit declaration of the use of global
variables in a module eliminates potential combinatorial
effects caused by common coupling. In this context, it
is interesting that de Sousa considered VAR_EXTERNAL
variables as belonging to the interface ([23] p. 317).

V. CONSTRUCTS FOR FUNCTIONALITY

In the previous section, we discussed mainly the concerns
of data memory, and also how data memory relates to
the first type of software modules, ‘closed subroutines’,
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and its successor ‘procedures’. The latter can have local
variables, and an interface. The modular interface consists
of a name for the procedure, and the input and output
data variables, which are preferably data structures. We
now discuss some other types of modules, which can be
considered as extensions of the concept of the procedure
and its interface.

A. Object-Oriented programming

The main new construct for implementing modules in
object-oriented languages is the class. A class consists of
both data variables (member variables) and functionality
(methods). Methods can have their own local variables, but
can also access the member variables and other methods of
the class it belongs to. To allocate data memory and enable
the methods to really work, a class needs to be instantiated
or constructed to make an object. Objects of the same class
can co-exist. Data and functionality are tightly coupled in
an instance (object). Methods which are declared as public,
are visible for other objects. Memory variables are normally
considered as private to the class and, therefore, invisible
for other objects. The interface of a method consists of
a name for the method, and input and output variables.
An object-oriented design consists of a network of objects
calling methods of other objects, which can be implemented
as data coupling or stamp coupling.

Since each method has its own interface, and a class can
contain multiple methods, an object as a module can have
multiple interfaces. Classes can be extended with the concept
of inheritance. This concept envisaged to mimic the concept
of ontological refinement. Just like a bird is a special type
of animal, and a sparrow a special type of bird, inheritance
was created to define classes as refinements of other classes.
Such a subclass would inherit the member variables and
methods of a superclass, and extend it. However, Mannaert
and Verelst state that in practice, very few programming
classes are in line with the assumption that object-oriented
inheritance is based on ontological refinements ([2], p. 29).
If we cannot count on ontological refinements, a class can
also be seen as just an amount of methods, grouped together
based on the intuition of the programmer, and sharing the
same set of member variables. When the size of such a
class grows, the situation becomes comparable with a system
based on procedures, having their own local variables, but
sharing the system’s global variables.

In terms of Normalized Systems, we evaluate that the
object-oriented programming paradigm is not guaranteeing
compliance with the separation of concerns principle. First,
in case the data type or data representation can change
independently from the functionality, the tight coupling be-
tween data and functionality makes version transparency not
straightforward. For example, consider that in an application,
a house-number-field changes its data type from numeric to
alpha-numeric, without any functional change. The datatype

change might require the functionality to change, too. As
such, it seems possible that combinatorial effects occur,
which makes version transparency infeasible when the size
of a system grows. Second, when the size of a class grows,
the member variables are similar with (class-wide) global
variables. Consequently, common coupling between methods
is imaginable and combinatorial effects can occur. As a
remedy, this dependency could be made explicit by declaring
the use of every member variable in a method by way of
declaration concept similar to the the declaration of external
variables. Indeed, from the point of view of a method, a
class member variable can be seen as ‘external’.

Public methods can be called via their interface, as if they
make part of the programming environment. However, they
belong to a class. If someone wants to reuse such a method in
another system, at least the ‘hosting’ class should be copied
as well. In addition, other classes which contain coupled
methods should be copied, too (note that a class can contain
methods, from which the code include the construction of
objects, based on other classes). In other words, public
methods, which reside in classes, are available in a flat name
space. Any public method can call any other public method,
which can result in a complex network of calling and called
method, residing in the same or different objects. In an
evolving system, the required version management between
the calling and called (public) methods (with additionally
tightly coupled data), is not straightforward. To be able to
keep track of all couplings, including the versions of these
methods, we propose a similar explicitation like we did for
memory variables. The method interface should include a
declaration or documentation part, which informs the user
of all methods which are called inside the method, including
the object and class version to which they belong. This
declaration might be done in a similar way as the declaration
of external variables, i.e., the announcement that one or
more functional constructs are used or called in the code
of the concerning method. In terms of Normalized Systems,
we evaluate that methods and classes might comply with
the separation of concerns principle, but extra constraints
are necessary. There should be only one ‘core’-method
containing the core functionality of the class, surrounded by
supporting methods like cross-cutting concerns. Also version
transparency should be an extra constraint when using the
object oriented paradigm.

The concept of inheritance does not guarantee version
transparency, because it is based on an anthropomorphical
assumption, which is not realistic in all cases. It would be
better to implement explicit version management, based on
version IDs. This version management should be twofold:
first, the versions of data memory entities (including type
or representation) should be made explicit, and second,
the versions of the functionality, how the versions of data
memory entities relate to the versions of functionality and
vice versa should be made explicit as well.
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We do discuss some potential drawbacks of the object-
oriented paradigm, but we emphasize that it is possible
to build evolvable systems, based on the object-oriented
paradigm, complying the Normalized Systems theorems.
However, the object oriented paradigm itself does not guar-
antee the property of evolvability. Additional constraints
are necessary to eliminate combinatorial effects. One of
the key remarks is that an object should not contain more
than one core functionality, and functionality should be
separated from data representation. One of the possibilities
is the introduction of data objects and functional objects.
In addition, the use of memory variables and methods in a
method should be declared on a similar way like the concept
of external variables. We also think that polymorphism,
combined with explicit version management might be an
alternative for inheritance. This alternative could exhibit
version transparency, but more elaboration and future work
is needed to figure this out.

B. Modules in IEC 61131-3

In an IEC 61131-3 environment, we have Functions (FCs),
which have in addition to the input and output variables only
temporary local variables. The Function Block (FB) con-
struct can have static local variables, too. More general, these
constructs are called Program Organization Units (POU),
and are stored in a flat program memory space. On the same
level global variables and derived data types are defined
(in IEC 61131-3 terms, as a configuration definition). Note
that, besides the functionality, FBs need data memory before
they can actually run. Several FB instances can co-exist
with separated data memory. This concept is very similar
to the object-oriented paradigm. Indeed, Thramboulidis and
Frey state that the Function Block concept has introduced
in the industrial automation domain basic concepts of the
object oriented paradigm [24]. There is a restriction in the
behavior definition of the FB: only one method can be
defined. There are no method signatures as in common
object oriented languages; actually there is no signature even
for this one method defined by the FB body. This method
is executed when the FB instance is called [24][4]. Note
that the object oriented extension of the FB construct that is
under discussion in IEC is not considered in this paper.

Polymorphism is not supported in version two of the IEC
61131-3 standard, nor is inheritance [4]. In a commercial

IEC 61131-3 environment, the only way to implement
version management is doing this explicitly. In earlier work,
we proposed the concepts Transparent Coding and Wrapping
Functionality [9]. Transparent coding is defined as the writ-
ing of internal code in a module which is not affecting the
functionality of previous versions. When Transparent Coding
is not possible (e.g., because of conflicting functionality of
the versions, or when the combination of the functionality
of different versions requires too complex code), Version
Wrapping can be applied. Following this principle, different
versions of a module co-exist in parallel, and a wrapping
module selects the desired version based on the version ID
(see Figure 6).

As a reflection with regard to the general object oriented
paradigm, it is straightforward to implement only one core
functionality in an (IEC 61131-3) FB, because following the
analysis of Thramboulidis and Frey only one method is de-
fined in a FB [24]. However, software application engineers
tend to extend the possibilities of FBs by way of control
coupling. In other words, it is possible to select different
functionality based on parameters. In terms of Normalized
Systems reasoning, control coupling should be restricted to
version selection only. In this way, several versions can co-
exist, but still not more than one core functionality resides
in one module.

We also reflect on the issue of separation of data and
functionality. If we would do this rigorously and strict, we
would abandon the use of FBs and stick to the use of FCs
only, because FBs can have static variables, and FCs cannot.
This also implies that FBs can call other FBs, but FCs cannot
call FBs. Indeed, FCs cannot instantiate FBs because they
can not allocate the static memory FBs require in syntactical
sense. However, we do advocate the use of FBs, because we
think it is advantageous to separate technical data, which can
be tightly coupled with the functionality, and content data,
which has a meaning with regard to the algorithm which is
processed in the functionality. For example, to detect the so-
called rising or falling edges, e.g., the arriving of a bottle on
a filling location, we need to remember the previous state of
a sensor. The memory needed to detect these rising or falling
edges is a technical matter, of which we might desire to be
hidden. In contrast, the information that the event of arrival
occurred, is something important for the process algorithm,
e.g., to trigger the filling process of the arrived bottle.
Another example is the case of the control of a valve, which
includes an alarm state. The valve is operational when the
feedback sensors (i.e., open or closed sensors) correspond to
the output control (i.e., open or closed commands). However,
the valve has a mechanical inertia, i.e., it needs some time
to open or close, so having a discrepancy between feedback
and control is temporary normal. Typically, a timer construct
is used to temporary allow a discrepancy, while not entering
the alarm state. The data needed for the technical instance
of the timer construct is data we call a technical data entity,
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which can be hidden and tightly coupled to the module
which is performing the alarming algorithm. The result of
the decision whether the valve is in the alarm state or not, is
related to the control algorithm of the valve, and should be
stored in a separated data entity, or more specifically, passed
via the modular interface.

C. Libraries and packages

Libraries are collections of compiled modules, which can
be shared among various application programs. In an IEC
61131-3 environment, they can also include the definition
of the so-called derived data types, i.e., user defined data
types, such as structs. Some libraries are called ‘standard’
libraries, because the content is specified in a standard (this
kind of library functionality is also specified in IEC 61131-
3). The functionality offered in a standard library is assumed
to be widely known, and application engineers should be
able to treat them as if they make part of the programming
environment. However, in an IEC 61131-3 environment, the
details of standard constructs might slightly differ from one
brand to another, because this standard allows the so-called
implementation-dependent parameters ([4], annex D).

At first sight, the concept of adding ‘standard’ or other
constructs with a reuse potential by way of libraries sounds
interesting. Indeed, when the set of shared functionality is
small enough, this concept looks great. However, like Dijk-
stra already recognized back in 1972, one of the important
weaknesses in software programs is an underestimation of
the specific difficulties of size ([16], p. 2). Remember that
the Normalized Systems theory emphasize the importance
of separation of concerns. When we interpret a concern
as a module or user defined data type, we can count on
an unique identification of these constructs into the name-
space borders of an individual library or package. However,
when these libraries are selected in the library management
tool of a programming environment, these constructs end up
in a common flat name space. In other words, name space
conflicts can occur when constructs of different libraries end
up in the same flat module name space.

This might result in a so-called dependency-hell. This is
a colloquial term for the frustration of some software users
who have installed software packages, which depend on
specific versions of other software packages. It involves for
example package A needing package B & C, and package
B needing package F, while package C is incompatible with
package F. Again, when the amount of selected libraries
is limited, one could avoid a dependency-hell. However,
when constructs are shared between different developers,
who perform maintenance activities or make extension of
the same application over time, they might use constructs
of the same library, but from a different library version. If
it is desired that one construct of a library is used from a
early version, and another construct of the same library is
used from a recent version, it looks impossible to prevent

dependency problems in a flat name space. Also, in [18] the
modules have a number and a symbol. This number might
conflict with existing modules, or with modules from another
library.

To come back on the separation of concerns principle,
let us interpret a concern as a library. When different
libraries are selected in a programming environment, and
all constructs of these libraries end up in the same construct
name space, we evaluate this as a violation of the separation
of concerns principle. This violation is even worse when
two versions of the same library would be selected. If
the name of the library is not including the version, it
might be even impossible to select both. Having functional
constructs or data type definitions in a flat name space is
similar to common coupling. The use of a library construct
in a module should be documented in order to make an
evaluation whether the construct can be used in the con-
cerning module or not. The addition of a module, which
is using a conflicting name, indicates a bad separation of
the constructs available in the used libraries. We derive
that using modules from a library should be restricted to
standardized functionality and constructs. The designers of
the standard should prevent name conflicts in a similar way
how keywords are reserved in a programming language. One
should avoid to configure library constructs, dedicated for
reuse in specific applications, in a flat name space.

As a remedy, constructs belonging to a specific library
could be selected on the level of the module, not on the level
of the programming environment. This would mean a kind
of localization of library constructs. The declaration part of
a module could include a library browser, to select a desired
functionality or data type from that library. In addition, the
version of constructs and libraries should always be included
in the declaration part of the module. In this declaration,
the ‘hosting’ library of a construct, accompanied with its
version, should be included as a kind of path. As such,
it would be even possible to use co-existing versions of a
library construct in the same module, because the concerning
constructs are well separated.

D. Distributed calling via messages

In an IEC 61131-3 environment or in truly object oriented
languages, a module can only call other ‘local’ modules.
Local means that they need to be available within the same
program address space. Libraries are deployed locally in
the sense that they are compiled and linked into the same
program and memory address space. The concept of inter-
process communication allows remote calls to a library or
system, which is ‘hosted’ in another program and memory
address space. Following a paper of Birrel and Nelson,
remote procedure calls (RPC) appear to be a useful paradigm
for providing communication across a network between pro-
grams written in a high-level language [26]. The idea of RPC
is quite simple. When a remote procedure is invoked, the
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Figure 7. Principle of RPC between client and server [25]

calling environment is suspended, the parameters are passed
across the network to the environment where the procedure
is to be executed, and the desired procedure is executed
there (Figure 7). The idea of RPC was older, but Birrel and
Nelson were one of the first who implemented it [26]. This
concept is further elaborated with the standards CORBA
(Common Object Request Broker Architecture [27]) and
DCOM (Distributed Component Object Model [28]). Also,
the OPC Foundation based its first interoperability standard
for industrial automation on DCOM. This first family of
specifications is referred to as ‘the classic OPC specifica-
tions’ [29].

The ignorance on the part of the client about the fact
that the server is located in a remote address space, was
considered advantageous [25]. The client made use of a
(local) library, which is dedicated for making a connection
with a remote library, which was performing some tasks
on the server side. Both libraries collaborate on a rather
complicated mechanism to convert the client call to a
message, and unpacking this message at the server side and
convert it to a (local) call at the server side. All the details
of the message passing are hidden away in the two libraries.
Because of the message passing, this is message coupling,
but for the user it looks like data or stamp coupling. Since
the user cannot know whether there is a message coupling
behind the data or stamp coupling, using or not using the
concerned module cannot be a well considered choice or
decision.

We evaluate that on top of the problems explained in the
previous subsection about libraries and packages (subsection
V-C) this concept, shown in Figure 7, is a violation of the
separation of states theorem. Remember that a local module
call is based on and thus dependent on the local address
space. Hiding this dependency for the user also hinders
the potential control over this dependency or assumption.
For a local call, a fast reaction of the called module is
assumed. For a remote call, the extra transfer time is not
always negligible. Consequently, the suspension of the client
during the call might be unfeasibly long. Also, when a
communication failure occurs, the reply will not come at all,

Wait for
acceptance

Client
process

Arrival results

Invoke remote
procedure
Acknowledge
Server M /)
process Execution
procedure
Figure 8. Deferred synchronous RPC [25]

and the client will wait forever. In addition, the ‘assumption’
of the client that the call is local, does not discourages the
user to pass variables by reference. While passing variables
by reference assumes a local address space, this concept is
not ideal in a remote call. When crossing the borders of
a memory address space, each side of the coupling has to
keep its own state. In other words, a reference to an item in
an address space will become meaningless if the reference
address is moved to another address space (and similar
to content coupling). This would be an occurrence of a
violation of the separation of concerns principle. In addition,
because the value behind the reference is not copied in
the respectively address spaces, we have a violation of the
separation of states principle.

E. Synchronous versus asynchronous message passing

The concept of Figure 7, i.e., the client waits until the
server replies before carrying on with its task, is called
synchronous RPC. The action of communication on the
client side can be summarized in one single line of pro-
gramming code, there is a synchronization point between
sender and receiver on message transfer. To minimize the
‘wait for result’ time, the concept of asynchronous RPC is
introduced, where the client is not waiting for the reply, but
only on an ‘acceptance request’ message. In combination
with a similar call coming from the server (a so-called
‘callback’), the client can receive the return results from the
remote procedure in a comparable time frame as with syn-
chronous RPC, but then without being blocked all the time
(Figure 8). In comparison with synchronous communication,
asynchronous communicates requires buffering to enable the
program proceeding at the client side between request and
reply. Before indicating this as an disadvantage, one should
be aware that this buffering is exactly what the separation
of states principle calls for. However, this principle is still
not totally met, because the program at the client side can
still hang when the ‘acceptance request’ message does not
come, e.g., because of a network failure.

In the classic OPC specifications, both synchronous
and asynchronous reading/writing functionality is available.
However, experts indicated as a heuristic rule that asyn-
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chronous communication is preferable. Indeed, the authors
of the new family of interoperability standards for industrial
automation, i.e., the OPC Unified Architecture (OPC UA),
have abandoned the synchronous communication concept
[30]. Instead, the OPC UA based communication is asyn-
chronous by definition [31]. In terms of Normalized Sys-
tems, asynchronous communication reaches further towards
complying the separation of states principle. In DCOM,
there was an attempt to handle the risk that the client hangs
when the ‘acceptance request’ message does not come by
introducing a time-out mechanism. However, experts of the
OPC Foundation reflected, based on worldwide surveys, that
practitioners still call this an issue (note that classic OPC is
based on DCOM). Lange et al. state that the time-out of
DCOM in case of communication failures is too long, and
not configurable [32].

We evaluate further that RPC, and DCOM, do not exhibit
version transparency. Any change to a server requires all
(remote) clients to have corresponding updates. When the
size of a (distributed) system grows, this becomes infeasible
because of the occurring combinatorial effects.

F. Service based communication

Services are modular constructs for aggregating software.
Internally, they consist of modules, and they have one or
more modular interfaces, that is accessible to the outside
world. The basic idea is that some client application can
call the services as provided by a server application. This
principle is very similar to what was aimed at with remote
procedure calls, except that the message coupling part is not
hidden for the user. Services were first proposed in terms of
web services, as they adhere to a collection of standards
that will allow them to be discovered and accessed over
the Internet. However, the term service has become more
broadly interpreted later on. A service refers to technology-
independent modules, implementable in different ways, in-
cluding web services.

Web services are described by means of the Web Service
Definition Language (WSDL) which is a formal language,
comparable with the interface definition languages used
to support RPC-based communication. A core element of
a web service is the specification of how communication
takes place. To this end, the Simple Object Access Protocol
(SOAP) is used, which is essentially a framework in which
much of the communication between two processes can be
standardized [25]. Strange as it may seem, a SOAP envelope
does not contain the address of the recipient. Instead, SOAP
specifies bindings to underlying transfer protocols. In prac-
tice, most SOAP messages are sent over HyperText Transfer
Protocol (HTTP). All communication between a client and
server takes place through messages. HTTP recognizes only
request and response messages. For our evaluation, a key
field in the request line of the request message and sta-
tus line of the response message is the version field. In

other words, HTTP exhibits version transparency. Client and
server can negotiate with the ‘upgrade’ message header on
which version they will proceed. SOAP is designed with
the assumption that client and server know very little of
each other. Therefore, SOAP messages are largely based
on the Extensible Markup Language (XML), which is on
top of a markup language also a meta-markup language. In
other words, in an XML description the syntax as used for
a message is part of that message. This makes XML more
flexible than the fixed markup language HyperText Markup
Language (HTML), which is the most widely-used markup
language in the Web.

Web services can be considered as a successor to RPC,
like OPC UA (based on services) is a platform- and tech-
nology independent ‘alternative’ for classic OPC (based on
DCOM). We doubt to use the word ‘alternative’ here, be-
cause classic OPC and OPC UA are complementary. Indeed,
services can internally consist of classes or components,
including DCOM based constructs. Web services separate
software components from each other. They enable self-
describing, modular applications to be published, located,
and invoked across the web. Being a standardized interface,
OPC UA enables interoperability between automation sys-
tems of different vendors. The industrial working groups
of the OPC Foundation introduced a mechanism to bring
interoperability on an abstract level, without leaving the
practical implementability. To achieve this ambitious goal,
they emphasized the importance of a communication con-
text, and made a connection management concept between
clients and servers mandatory. Probably OPC UA is also
implementable for interoperability in other sectors than
industrial automation [31].

The concept of asynchronous web-based messaging al-
lows clients to proceed functioning, even if the server does
not respond. From a technical point of view, a client can just
carry on based on its own state. From a functional point of
view, OPC UA incorporated mechanisms of notification and
keep-alive messages to enable handling communication or
remote system failures. This complies with the separation
of states principle. The version tag in the HTTP messages
enables compliance with the version transparency theorems.

VI. SUMMARY OF EVALUATIONS AND GUIDELINES

The core recommendation of this paper is making hidden
dependencies explicit in the module’s interface. In other
words, safe black box (re)use requires that a developer is
able to anticipate which conditions are necessary for (re)use.
A self-explaining interface is a good start, but typically
dependencies like packages, libraries, global variables,
implicitly used communication technologies, references to
a local address space, are not included in the interface. We
conclude that it should, and phrase the following rule.
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In order to design safe black box (re)useable software
components, every (re)use of a library, package, global
variable or implicitly use of a communication technology in
a module, should include a declaration, reference, path or
link to the identification of the dependency, accompanied
with the used version.

We make the reflection that there is a similarity between
global variables, which are not declared with the ‘external’
keyword and other dependencies, which are not declared
in the module’s interface. It can be interpreted that these
dependencies can cause common coupling. Hiding these
dependencies makes it impossible to evaluate them and let
the user decide whether these dependencies can or cannot
be made available in the environment in which the user is
considering them to (re)use. Note that declarations to make
these dependencies visible should include the versions of
the external constructs, to prevent combinatorial effects in
case of updates, and to enable the co-existence of different
versions of the same core constructs in a library or external
technology.

In addition to our rather general rule, we define some
explicit guidelines:

1) Explicitation of global variables: Global variables
should be treated as local variables of the main program,
and passed to called modules by reference or via the infout
variables in an IEC 61131-3 environment. These variables
could be passed further in cascade to submodules called
by modules, where they are locally always treated as infout
variables.

Application example: Consider an IEC 61131-3 Function
Block which is controlling a motor. This Function Block
(FB) is calling other FBs on submodular lever, where the
core functionality is a state machine of the motor. In addi-
tion, there are supporting FBs on submodular level, which
provide functionality to manage manual/automatic mode,
alarming, interlocking, hardware connection, and simulation.
The FB on modular level (dispatching task) receives a
data struct, which contains all the states, commands, and
hardware IOs of both core and supporting functionality. This
data struct is a global variable. The dispatching FB calls
FBs on submodular level and passes the data struct to each
of the supporting FBs as an in/out variable. This design
has a modular structure with a high granularity. Since the
functionality of the FBs on submodular level is limited and
generic, the reuse potential is high.

2) Pass by reference should strictly adhere to one single
address space: In/out variables, passed by reference, loose
their meaning in another address space. Therefore, the
pass by reference concept should be limited to the same
environment or address space where the referred variable
is defined. In case it is desired to cross the borders of the
address space, a copy of the concerned variable or a pass
by value is required.

Application example: Consider the same data structure
which contains all the data about a motor. This data structure
is defined as a global construct, and is passed to the
dispatching FB by reference. This reference is passed further
on submodular level to the supporting FBs. Now, outside
the PLC, a low level HMI (Human Machine Interface)
application is used to control the motor on submodular
level on a Windows PC. This Windows PC cannot use the
reference, which is only meaningful in the PLC. Instead, the
entire data structure is copied via an OPC interface (message
coupling) to the HMI application.

3) Explicitation of external modules: Couplings to exter-
nal modules can be (re)used, library modules included, but
they should be declared in a similar way like the ‘external’
keyword for global variables, including the path of the
communication context. In other words, library management
should be done on the level of the module, not on the level
of the programming environment. In addition, the versions
of the called modules should be declared.

Application example: Our data structure is defined as a
global IEC 61131-3 configuration. In the main program, this
is not visible, unless this data structure is declared as an
external defined data structure in the main program (POU).
As such, the data structure can be treated as local for the
main program.

4) Abstraction of external technologies: It is allowed
to hide information about an external technology, but an
abstraction of the core functionality should be declared,
including the fact that this functionality is abstract, and re-
lying on a remote technology. The entity which is managing
the connection with this abstract remote technology should
exhibit state keeping, and notify autonomously unexpected
behavior of the remote technology.

Application example: Suppose the motor is controller with
a frequency drive. We do not have control over potential
firmware updates of this frequency drive. It is also possible
that at some moment in time the frequency drive will be
replaced by another type or brand. Therefore, we include in
data struct fields which are representing the core function-
ality like setpoint, ramp, speed, current, etc. A connection
entity is responsible to convert the representation or data
type of these fields. For every version another connection
entity has to be written. A connection element selects the
appropriate version based on a version ID.

VII. CONCLUSION

The reasons why properties like evolvability, (re)usability,
and safe black box design are difficult to achieve, have most
likely something to do with a lack of making the existing
knowledge and experience-based guidelines on sound modu-
lar design explicit. Undoubtedly, the theorems of Normalized
Systems contribute on this issue by formulating unambigu-
ous design rules at the elementary level of software primi-
tives. On a higher implementation level, it is expected that
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not all implementation questions like those related to, e.g., a
dependency-hell, are easy to answer. Experienced engineers
will find that these are violations of the theorems ‘separation
of concerns’ and ‘separation of states’. However, for less
experienced engineers, more practical oriented examples or
manifestations of violations and how to avoid them, seem
useful as well. We aim that — on top of these fundamental
principles — some derived rules can make these violations
easier to catch, also for less experienced engineers.

In this paper, we introduced the derived rule that any
dependency should be visible in the module’s interface,
accompanied by its state and version. The way how this
information is included in the interface, should be done in
a version transparent way, to prevent violations of the 2nd
and 3rd principle of Normalized Systems.

We made a study of a set of different kind of couplings
on an abstract way, and evaluated these types of couplings
against the Normalized Systems theorems. In addition, im-
plications arise when modules are placed in an address
space, based on a paradigm or construct in a concrete
programming environment. Special attention is needed when
a module, placed in the local address space, is coupled
with another module, which is placed in a remote address
space. After evaluating these implications, we derived four
guidelines towards better controlling dependencies.

We designed the derived rules with the potential to
become generic, independent of the application domain. As
a first start, we exemplified the rules and analyses in a PLC
(IEC 61131-3 based) environment. In future work, our aim is
to investigate to which extent these rules can be implemented
in other technologies and programming environments as
well.

ACKNOWLEDGMENT

P.D.B. is supported by a Research Grant of the Agency for
Innovation by Science and Technology in Flanders (IWT).

REFERENCES

[1] D. van der Linden, H. Mannaert, and P. De Bruyn, ‘“Towards
the explicitation of hidden dependencies in the module in-
terface,” in ICONS 2012, 7" International Conference on
Systems, 2012.

[2] H. Mannaert and J. Verelst, Normalized Systems Re-creating
Information Technology Based on Laws for Software Evolv-
ability. Koppa, 2009.

[3] M. Mcllroy, “Mass produced software components,” in NATO
Conference on Software Engineering, Scientific Affairs Divi-
sion, 1968.

[4] IEC, IEC 61131-3, Programmable controllers - part 3: Pro-
gramming languages. International Electrotechnical Com-
mission, 2003.

(3]

[6]

(71

(8]

(9]

[10]

[11]

[12]

[13]

(14]

[15]

[16]

[17]

(18]

[19]

[20]

International Journal on Advances in Systems and Measurements, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/systems_and_measurements/

55

H. Mannaert, J. Verelst, and K. Ven, “Exploring the concept
of systems theoretic stability as a starting point for a unified
theory on software engineering,” in ICSEA 2008, 3" Interna-
tional Conference on Software Engineering Advances, 2008.

M. Lehman, “Programs, life cycles, and laws of software
evolution,” Proceedings of the IEEE, vol. 68, pp. 1060-1076,
1980.

H. Mannaert, J. Verelst, and K. Ven, “The transformation of
requirements into software primitives: Studying evolvability
based on systems theoretic stability,” Science of Computer
Programming, vol. 76, no. 12, pp. 1210 — 1222, 2011.

——, “Towards evolvable software architectures based on
systems theoretic stability,” Software: Practice and Experi-
ence, vol. 42, no. 1, pp. 89-116, 2012.

D. van der Linden, H. Mannaert, W. Kastner, and H. Pere-
mans, “Towards normalized connection elements in industrial
automation,” International Journal On Advances in Internet
Technology, vol. 4, no. 3&4, pp. 133-146, 2011.

G. Myers, Reliable Software through Composite Design. Van
Nostrand Reinhold Company, 1975.

Wikipedia, “Coupling (computer programming),”
Wikipedia, last accessed June 2013. [Online]. Available:
http://en.wikipedia.org/wiki/Coupling_(computer_programming)

D. Van Nuffel, H. Mannaert, C. De Backer, and J. Verelst,
“Towards a deterministic business process modelling method
based on normalized theory,” International journal on ad-
vances in software, vol. 3, no. 1 and 2, pp. 54 — 69, 2010.

E. Dijkstra, “Go to statement considered harmful,” Commu-
nications of the ACM 11(3), pp. 147 — 148, 1968.

S.-M. Huang, C.-F. Tsai, and P.-C. Huang, “Component-
based software version management based on a component-
interface dependency matrix,” Journal of Systems and Soft-
ware, vol. 82, no. 3, pp. 382 — 399, 2009.

T. D. Vu, “Goto elimination in program algebra,” Science of
Computer Programming, vol. 73, no. 2 - 3, pp. 95 — 128,
2008.

E. W. Dijkstra, “Structured programming,” O. J. Dahl, E. W.
Dijkstra, and C. A. R. Hoare, Eds. London, UK, UK:
Academic Press Ltd., 1972, ch. Chapter I: Notes on structured
programming, pp. 1-82.

D. J. W. Maurice V. Wilkes and S. Gill, The preparation
of programs for an electronic digital computer. Addison-
Wesley Press, 1951.

Programming with STEP7, Siemens, 05 2010.

“ALGOL 60,” last accessed June 2013. [Online]. Available:
http://en.wikipedia.org/wiki/ALGOL_60

D. Nykamp, “Function machine parameters,”
last accessed  June 2013. [Online]. Available:
http://mathinsight.org/function_machine_parameters

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



International Journal on Advances in Systems and Measurements, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/systems_and_measurements/

(21]

(22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

(30]

(31]

(32]

I. Kuhl and A. Fay, “A middleware for software evolution
of automation software,” IEEE Conference on Emerging
Technologies and Factory Automation, 2011.

D. van der Linden, G. Neugschwandtner, and H. Mannaert,
“Industrial automation software: Using the web as a design
guide,” in ICIW 2012, 7*" International Conference on Inter-
net and Web Applications and Services.

M. de Sousa, “Proposed corrections to the IEC 61131-3
standard,” Computer Standards & Interfaces, pp. 312-320,
2010.

K. Thramboulidis and G. Frey, “An MDD process for IEC
61131-based industrial automation systems,” in Emerging
Technologies Factory Automation (ETFA), 2011 IEEE 16th
Conference on, sept. 2011, pp. 1 -8.

A. Tanenbaum and M. Van Steen, Distributed Systems: prin-
ciples and paradigms. Pearson Prentice Hall, 2007.

A. D. Birrell and B. J. Nelson, “Implementing remote proce-
dure calls,” ACM Transactions on Computer Systems, vol. 2,
no. 1, pp. 39 — 59, 1984.

“Corba,” last accessed June 2013. [Online]. Available:
http://www.omg.org/spec/CORBA/

G. Eddon and H. Eddon, Inside Distributed COM. Microsoft
Press, 1998.

OPC DA Specification, OPC Foundation Std. Version 2.05a,
2002.

“OPC Unified Architecture Specifications,” last accessed June
2013. [Online]. Available: http://www.opcfoundation.org

W. Mahnke, S. H. Leitner, and M. Damm, OPC Unified
Architecture.  Springer, 2009.

J. Lange, F. Iwanitz, and T. Burke, OPC From Data Access
to Unified Architecture. VDE-Verlag, 2010.

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

56



Magnitude of eHealth Technology Risks Largely Unknown
An Exploratory Study into the Risks of Information and Communication Technologies in Healthcare

H.C. Ossebaard" ?, J.E.W.C. van Gemert-Pijnen?, A.C.P. de Bruijn' and R.E. Geertsma'
hans.ossebaard@rivm.nl , j.vangemert-pijnen@utwente.nl , adrie.bruijn@rivm.nl , robert.geertsma@rivm.nl

LRIVM - National Institute for Public Health and the Environment, Bilthoven, The Netherlands
2 University of Twente, Enschede, The Netherlands

Abstract — Many believe that eHealth technologies will
contribute to the solution of global health issues and to the
necessary innovation of healthcare systems. While this may be
true, it is important for public administrations, care
professionals, researchers, and the general public to be aware
that new technologies are likely to present new or uncertain
risks along with their great new opportunities. The present
paper aims to assess the risks of eHealth technologies for both
patient safety and quality of care. A quick-scan of scientific
literature was performed as well as an analysis of web-based
sources and databases. Outcomes were validated in a focus
group setting against expert views of stakeholders from health
care, patients’ organizations, industry, academic research, and
government. Risks at human, technological or organizational
levels appear to be no subject of systematic research. However,
they come into view as ‘secondary’ findings in the margin of
these studies. Extensive anecdotal evidence of risks is reported
at all three levels in web-based sources as well. Recent
authoritative reports substantiate these outcomes. Members of
the focus group generally recognized the findings and provided
valuable, additional information. A realistic approach to the
implementation of eHealth interventions is recommended,
taking into account potential benefits as well as risks, and
using existing risk management tools throughout the life cycle
of the intervention.

Keywords - risks; eHealth; health technology; patient safety;
quality of care

. INTRODUCTION

Trust in technology is of growing importance in view of
the challenges for global healthcare [1]. Most countries face
a serious increase in healthcare expenditures that
corresponds to ageing, a growth in multi-morbid chronic
ilinesses, the enduring menace of infectious diseases,
consumerism and other dynamics [2, 3]. eHealth
technologies have frequently been hailed as a panacea for
these challenges. We view eHealth as the use of information
and communication technologies (ICTs) to support or
improve health and healthcare. These technologies have
proven their potential to contribute to the increase of (cost-)

effectiveness and efficiency of care, the improvement of the
quality of care, the empowerment of consumers, system
transparency, and eventually to the reduction of health care
costs [4-7]. However, expectations have recently been
mitigated due to the publication of studies that emphasize
the complex nature of innovation in healthcare and the lack
of rigid, systematic evidence for the impact of eHealth
technologies on healthcare outcomes so far [8, 9].
Moreover, the application of eHealth technologies in
healthcare may introduce risks for patient safety and quality
of care [10-12]. Nonetheless, trust in information and
communication technologies seems to remain unaffected by
these moderating results. This is remarkable against a
backdrop of widespread declining trust in the legal system,
in politics, finance, science and other public domains [13,
14]. Public administrations, care professionals, researchers
and the general public are generally trustful and overly
optimistic about the *a-political’ power of digital technology
in virtually all public and personal domains [15, 16].
Common principles of evidence based medicine are
apparently ignored regularly in this field, leading to fast
introduction of promising eHealth interventions without
carefully evaluating benefits versus risks.

Recently, we have reported on some drawbacks of
eHealth technologies at another level and from a different
perspective [17]. This study was based on a comprehensive
analysis of eventually sixteen frameworks regarding the
development and implementation of eHealth interventions
over the last decade (2000-2010). The reported
shortcomings are closely related to risks. Eventually, they
imply equivalent and immediate hazards for the patient’s
safety or the quality of care. Therefore, we think it relevant
for the present study to provide a short summary of these
findings. Table I shows a summary of these risks phrased in
conceptual terms.
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TABLE |. RISKS DERIVED FROM PREVIOUS RESEARCH”

Conceptual risk

Description

eHealth technology
development as an
expert-driven process

If project management fails to arrange
stakeholder participation in the full
development process risks for rejection by
(end-)users increase.

eHealth technology
development ignores
evaluation

If the development is viewed as a linear,
fixed and static process instead of a
iterative, longitudinal research activity
risks of suboptimal outcomes increase.

Implementation of
eHealth technology as
a post-design activity

If conditions for implementation are not
properly accounted for right from the start in
all subsequent stages stakeholders may drop
out.

eHt development does
not affect organization
of healthcare

If it is ignored that eHealth technologies
intervene with traditional care characteristics
and infrastructure unexpected effects cause
stakeholders to abandon.

eH technologies as
instrumental,
determinist applications

If eH interventions ignore users’ needs for
affective, persuasive communication and
information technologies for motivation, self-
management and support, they drop-out..

eH research fails to
integrate mixed-
methods and data
triangulation

If conventional research methods keep falling
short of assessing the added value for
healthcare in terms of process (usage,
adherence) and outcome variables

(behavioral, clinical outcomes; costs) societal
and scientific refutation follows.

" Van Gemert-Pijnen et al., 2011 [22]

Precisely the opposites of factors that improve the uptake
and impact of eHealth technologies constitute risk for both
patient safety and quality of care; they increase the
probability of occurrence of harm and/or the severity of that
harm. These are exactly the two components used in the
internationally accepted definition for risk that we are
applying in our investigation, i.e., “risk is a combination of
the probability of occurrence of harm and the severity of that
harm” [18]. This definition is also used in the international
standard for risk management of medical devices [19], which
is the regulatory sector in which part of the eHealth
technologies can be classified, as well as in other standards
more specifically relevant to ICT applications in health care.

In the present study, we investigate the nature and
occurrence of any risk to patients” safety and quality of care
that may be associated with eHealth applications. These
interventions include web-based and mobile applications for
caregivers, patients and their relatives within a treatment
relationship as well as technology regarding quality in
healthcare. In view of the diversity and dynamics of the
field, we have chosen to use multiple approaches to gather
our data and to verify our findings. As a first approach, we

searched for risks as established in randomized controlled
trials and reported in scientific literature (see Section II).
This provides an inventory of documented risks that impact
on quality of care and the patients’ well-being. Additionally
we have searched a selection of web-based sources related
to (inter)national health organizations/government agencies,
incident databases, expert centers, and opinion papers in the
medical field (Section I11). While we were analyzing our
search results, three authoritative reports with scopes closely
related to our own were published, and we decided to
compare their findings with our own as a method of
independent control. The outcomes were eventually
validated in a focus group setting against expert views of
stakeholders from health care, patients’ organizations,
industry, academic research and government (Section 1V).
In Section V we present the outcomes of these approaches,
to draw conclusions in the next section and discuss the in
the last.
1. LITERATURE SCAN

The literature scan was designed to exploratory assess
only those risks that are reliably documented in systematic
studies, i.e., randomized controlled trials (RCTs). The scan
was restricted to scientific publications regarding risks that
affect the quality of healthcare and patient safety while
public health was excluded. Issues concerning security of
data-transmission, storage, encryption, standardization,
data-management and privacy were excluded as well to
avoid overlap and redundancy in view of other studies [20].
The search was limited to RCTs. This type of studies
represents the highest power of evidence in the absence of
meta-analyses or systematic reviews and allows for
comparisons with alternative approaches.

The bibliographic database SciVerse Scopus was
searched because of its broad content coverage including all
Medline titles and over 16.000 peer-reviewed academic
journals. The used search query combined the topic
‘eHealth’ with search terms regarding risk, healthcare-
setting, and study design. The complete query can be found
in Appendix I. One author reviewed the titles and abstracts
of the identified publications to decide whether they should
be examined in full detail. An overview of the inclusion
criteria is presented in Table Il. The study selection process
is included in Appendix II.

TABLE Il. INCLUSION CRITERIA FOR THE STUDY SELECTION PROCESS

Inclusion criteria
1. eHealth application
2a. in Title: outcome-measure and/or evaluation and/or risk
2b. in Abstract: risk and/or limitation found
3. Quality of care and/or patients” safety/well being
4. Design: Randomized controlled trial
5. Publication year: between 2000 — 2011
6. Language: German or English
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Identified risks were structured according to a multi-level
approach covering risks dealing with either human factors,
technological factors or organizational factors, referring to
the framework for health information systems evaluation as
proposed by Yusof et al. [21].

I1. WEB-BASED SOURCES

To broaden our view we have included ‘grey literature’.
The “Prague Definition’* of grey literature states that "Grey
literature stands for manifold document types produced on
all levels of government, academics, business, and industry
in print and electronic formats that are protected by
intellectual property rights, of sufficient quality to be
collected and preserved by library holdings or institutional
repositories, but not controlled by commercial publishers,
i.e., where publishing is not the primary activity of the
producing body." This material cannot be found and
disclosed easily through the usual channels. It may include
government research and non-profit reports, dissertations
and expert assessments, conference proceedings and
technical reports, institutional repositories, investigations,
and other primary resource materials such as records,
archives, observations, data, filed notes and ‘new’ sources
such as pre-prints, web logs, online preliminary research
results, open data, unpublished theses, project web sites,
standards and specifications collections, online data archives
or other types of documentation.

Given the plethora of different types of organizations
publishing information on eHealth, we decided to start with
explorative searches in sources of different status without
using a systematic selection procedure. Firstly, we have
visited a series of websites of international and national
health organizations/government agencies to see if they
mention risks associated with eHealth technology in any
way. Secondly, we have searched databases, respectively of
the U.S. Food and Drug Administration and the ECRI
Institute. Thirdly, we have accessed websites of three expert
centers on medical technology: the ECRI Institute, Prismant
(Dutch) and ZonMw (id.). Finally, a major Dutch
professional journal on health care matters was queried on
risk factors concerning eHealth and telemedicine (see
Appendix V). On each website we searched for information
on the risks involved with eHealth and telemedicine. The
search terms used were ehealth, telemedicine and tele*.
Results involving the monitoring, programming or diagnosis
of pacemakers and other implantable cardiologic devices
were excluded because they are considered to represent
ancillary functions to those devices, rather than eHealth
applications in their own respect.

12" International Conference on Grey Literature (Prague, Dec. 2010);
http://www.opengrey.eu/item/display/10068/700015
[accessed Jan 15, 2013]

V. Focus GRoup

To test the findings from literature against the opinions
of stakeholders we organized an invited expert meeting’.
We selected experts from industry, health care, government,
patient organizations, insurers and universities from our
networks and requested them to participate. In advance, they
received a working draft version of the research report. A
focus group (n=38) could be composed representing the
respective stakeholders. Its main goal was to identify
important sources of data that were not yet included at that
time, and to further discuss and develop the preliminary
conclusions and recommendations from the literature scan.

A professional talk-host led the meeting that opened
with an introduction and a summary of the study outcomes
by the authors. This was followed by a one-hour
‘knowledge café’ method, an informal but systematic way to
exchange and map opinions and ideas of participants. After
a break and a philosophical reflection on technologies and
risk, a discussion panel took place wherein representatives
of stakeholders actively participated. Outcomes were noted
down, analyzed and summarized.

V. OUTCOMES

A. Literature scan

The search was performed in SciVerse Scopus in July

2011 delivering initially 340 potentially relevant
publications. Of these, 17 were eventually included after the
selection procedure described sub 1.
Human, technological or organizational risks appear to be
no primary subject of the randomized clinical trials
identified in the search. However, they are reported as
secondary effects or unintended outcomes of eHealth
technology effectiveness studies. In most cases, the
observed risks are related to a lack of effectiveness in all or
part of the target groups due to either the design of the
intervention,  implementation  factors or intrinsic
characteristics of the target groups. Other types of
unintended adverse effects leading to harm for patients,
users or third persons were rarely mentioned.

Identified risks have been structured with regard to their
primary occurrence at a human level, a technological level
and an organizational level (Table I11). Appendix Il contains
a detailed overview of risks, the level where they occur, their
classification and their source in eHealth literature.

1) Risks concerning Human factors

Masa et al. [22] compared conventional spirometry to
online spirometry with regard to outcome measures like
forced vital capacity, quality criteria (acceptability,
repeatability) and the number of maneuvers and time spent
on both of the two procedures. They found that the number
of spirometric maneuvers needed to meet quality criteria
was somewhat higher in the online mode as compared to
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conventional spirometry. Online spirometry also took more
time for patients (mean differences of 0.5 additional
maneuvers and 0.7 minutes more). Higher time-
consumption may also negatively affect the remote
technician instructing the patient while the latter uses the
spirometer. The spirometric values achieved online were
very similar to the values achieved by conventional
spirometry.

Some eHealth applications appear to be more beneficial
for specific patient groups. Bujnowska-Fedak et al. [23]
tested a tele-homecare application for monitoring diabetes.
Older and higher educated patients, spending a lot of the
time at home and having acquired diabetes recently,
benefited most from the application. A positive association
was found between educational level and ability to use the
tele-monitoring system without assistance. Spijkerman et al.
[24] evaluated a web-based alcohol-intervention without
(group 1) and with (group 2) feedback compared to a
control group in order to reduce drinking behavior in 15-20
years old Dutch binge-drinkers. They found that the
intervention may be effective in reducing weekly alcohol
use and may also encourage moderate drinking behavior in
male participants over a period of 1-3 months. The
intervention seemed mainly effective in males while for
females a small adverse effect was found. Women following
intervention group 1 were less likely to engage in moderate
drinking and had increased weekly drinking a little,
although significantly (p=0.06; 1.6 more drinks/week), at
one month follow-up. Zimmerman et al. [25] performed a
secondary analysis on data from an RCT on a symptom-
management intervention for elderly patients during
recovery after coronary artery bypass surgery. They found
that the intervention had more impact on women than on
men for symptoms such as fatigue, depression, sleeping
problems and pain. Regarding measures of physical
functioning no gender differences were found. Cruz-
Correira et al. [26] tested adherence to a web-based asthma
self-management tool in comparison to a paper-based diary.
The tool was designed to collect and store patient data and
provide feedback to both patient and doctor about the
former’s condition in order to support medical decision
making. Patients’ adherence to the web-based application
was lower than in the control group. Willems et al. [27]
tested a home monitor self-management program for
patients with asthma where data such as spirometry results,
medication use or symptoms were recorded. They found a
low compliance of participants with the intervention
protocol. Participants in the intervention group recorded in
average less PEF tests (peak expiratory flow; lung function
data): 1.5 per day versus the required number in the protocol
of 2 tests per day. Verheijden et al. [28] tested a web-based
tool for nutrition counseling and social support for patients
with increased cardiovascular risk in comparison to a
control group receiving conventional care. The authors
found that the uptake of the application in the intervention

group was low (33%) with most participants using the tool
only once during the 8 months study period. Patients
properly using the intervention were significantly younger
than those who did not. Morland et al. [29] compared an
anger management group therapy for veterans delivered
face-to-face versus via videoconferencing. Group therapy
via videoconferencing teleconferencing seemed effective to
treat anger symptoms in veterans. While no differences
could be found between the two groups regarding
attendance or homework completion, the control group
reported a significant higher overall group therapeutic
alliance than the intervention group. Postel et al. [30]
evaluated an eTherapy program for problem drinkers, where
therapist and patient communicated online to reach a
reduction of alcohol use, as compared to a control group
receiving regular information by email. While effective for
complying participants, they found high drop-out rates in
the eTherapy group though quitting the program did not
automatically mean that the participant had also relapsed or
increased alcohol consumption. Ruffin et al. [31] tested a
web-based application where participants received tailored
health messages after giving information about family
history of six common diseases. In the intervention group
the authors found modest improvements in self-reported
physical activity and fruit and vegetable intake. But
participants also showed a decreased cholesterol-screening
intention as compared to the control group who received
standard health messaging.

In summary, higher time consumption, unintended
adverse effects, and selective benefits differing for sex,
education, age and other variables are the risks observed on
the side of the human (end-)user. Frequently adherence (or:
compliance, drop-out, alliance, up-take) is mentioned and
associated with a negative impact on the desired effect of an
intervention.

2) Risks concerning Technology

Evaluating a tele-homecare application for monitoring
diabetes Bujnowska-Fedak et al. [23] observe usability
problems among participants; 41% of them (patients with
type 2 diabetes) were unable to use the system for glucose-
monitoring needing permanent assistance. Patients who
could easily use the application derived a greater impact
from its use. Nguyen et al. [32] evaluated an internet-based
self-management program for COPD patients but
discontinued before the sample target was reached due to
technical and usability problems with the application.
Participants stated at the exit interview that decreased
accessibility, slow loading of the application, and security
concerns prevented them from using the website more
frequently. Participants reporting usability problems had to
complete (too) many actions on a PDA-device before being
able to submit an exercise or symptom entry. Other
problems dealt with limited wireless coverage of the PDA.
The technical problems decreased participants” engagement
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with the tools. Decreased engagement was associated with
the number of web log-ins and the exercise and symptom
entered via the website and/or the PDA. While evaluating a
web-based asthma self-management tool Cruz-Correira et
al. [26] found nine patients reporting problems (19 in total)
related to the use of a web-based self-management tool.
Most problems concerned the internet connection and the
graphical user interface. Two of the patients could not even
use the application because of technical problems.
Demaerschalk et al. [33] tested the efficacy of a
telemedicine application (vs. telephone-only consultation)
for the quality of decision making regarding acute stroke.
They found technical issues in 74% of telemedicine
consultations versus none in telephone consultations. The
observed technical problems did not prevent the
determination of treatment decision but some did influence
the time necessary to treatment decision-making. Jansa et al.
[34] used a telecare-application for type 1 diabetes patients
having poor metabolic control to send glycaemia values to
the diabetes team. They found that 30% of team-patient
appointments were longer than expected (1h vs. 0.5h) due to
technical problems with the application. Technical problems
concerned the inability to send results of counseling caused
by problems with the application itself, the server or
internet-access. Using a telemanagement application for
diabetes patients Biermann et al. [35] found that 15% of the
participants had difficulties in handling the application, the
consequences of which were not elaborated. In a study of an
asthma self-management telemonitoring program by
Willems et al. [27] 1/3 of participants experienced technical
problems, mostly with malfunctioning devices. Practitioners
had to contact patients, e.g., regarding a missed data transfer
leading to logistical problems.

In summary, a variety of issues has been reported at the
technology level affecting patient safety or quality of care.
They range from usability problems and security issues to
problem with accessing the server or malfunctioning
devices.

3) Risks concerning Organization

Copeland et al. [36] tested whether a telemedicine self-
management intervention for congestive heart failure (CHF)
patients could be effective in terms of improving physical
and mental health-related quality of life and cost-
effectiveness as compared to a control group receiving usual
care. They could not find substantial differences between
groups, but overall costs related to CHF were higher for the
intervention group. The authors state that this might be
related to the intervention encouraging medical service
utilization by facilitating access to care.

One tele-management application for diabetics allows
patients to measure their blood-glucose values and send it to
their care provider [35]. Though time-saving for patients,
use of the application lead to 20% more time investment (50

vs. 43 min. per month over a 4-month period, and 43 vs. 34
min. per month over an 8-month period) on the side of the
care provider compared to conventional care. The higher
time expenditure did not reflect time necessary to manage
the application itself: it was due to more access to the
provider, so that patients tended to call more often. Montori
et al. [37] also found a comparable risk concerning time-
consumption. They tested a telecare-application for data-
transmission for type 1 diabetes patients. The nurses needed
more time reviewing glucometer data (76 min. vs. 12 min.)
and giving the patient feedback (68 minutes vs. 18 minutes)
in the telecare condition as compared to the control group.
The authors found more nurse feedback time to be
significantly associated with more changes i