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Abstract—The second order statistics, such as average level 

crossing rate (LCR) and average fade duration (AFD), for dual 

branch SSC/SC combiner output signals in the presence of 

Rician fading, are determined in this paper by using earlier 

obtained closed-form expressions for probability density 

functions (PDFs) of derivatives at two time instants. The 

results are graphically presented in some figures versus some 

parameters values. The analysis of the parameters influence 

and different types of combiners is given. 

Keywords- Average Fade Duration, Level Crossing Rate, 

Probability Density Function, Rician Fading, Selection 

Combining, Switch and Stay Combining,  Time Derivative. 

I.  INTRODUCTION 

The fading is one of the most important causes of system 
performance degradation in wireless communication 
systems. The communication systems are subjected to fading 
which is caused by multipath propagation due to reflection, 
refraction and scattering by buildings, trees and other large 
structures. After that received signal represents a sum of 
many signals that arrive via different propagation paths. 

Some statistical models are used in the literature to 
describe the fading envelope of the received signal. These 
distributions are: Rayleigh, Rician, Nakagami, Weibull, 
Hoyt, and others. They are used to characterize the envelope 
of faded signals over small geographical area, or short term 
fading. The log-normal and gamma distribution are used for 
describing long term fading, when much wider geographical 
area is involved.  

The performance analysis of complex SSC/MRC 
combiner in Rice fading channel is given in [1]. This paper 
presents an extended analysis of the second order statistics, 
such as average level crossing rate (LCR) and average fade 
duration (AFD), for dual branch SSC/SC combiner output 
signals in the presence of Rician fading, based on closed-
form expressions for probability density functions (PDFs) of 
derivatives at two time instants obtained in [2]. 

Ricean fading is a stochastic model for radio propagation 
irregularity caused by partial cancellation of a radio signal, 
i.e., the signal arrives at the receiver by several different 
paths and at least one of them is lengthened or shorted [3]. 
Rician fading occurs when one of the paths, typically a line 
of sight signal, is much stronger than the others. In Rician 
fading, the amplitude gain is characterized by a Rician 

distribution [4], [5]. Rayleigh fading is the specialized model 
for stochastic fading when there is no line of sight signal, and 
it is considered as a special case of the more generalized 
concept of Rician fading. In Rayleigh fading, the amplitude 
is described by a Rayleigh distribution. 

There are several ways to reduce fading influence on 
system performances without increasing the signal power 
and channel bandwidth. The diversity reception techniques 
are used extensively in fading radio channels to reduce the 
fading influence on system performances [5]. Various 
diversity combining techniques are used. 

Selection combining (SC), where the strongest signal is 
selected between the N received signals [6]. When the N 
signals are independent and Rayleigh distributed, the 
expected diversity gain has been shown to be inversely 
proportional to the number of antennas [7, 8].  

Switched combining: In the case of dual branch SSC, the 
first branch stay selected as long as its current value of 
signal-to-noise ratio (SNR) is greater than predetermined 
switching threshold, even if the SNR value in the second 
branch maybe is largerer at that time [3]. The receiver 
switches to another signal when the currently selected signal 
drops below a predefined threshold [9]. This is a less 
efficient technique than selection combining. 

 The consideration of SSC systems in the literature has 
been restricted to low-complexity mobile units where the 
number of diversity antennas is typically limited to two. 
Performance analysis of SSC diversity receiver over 
correlated Ricean fading channels in the presence of co-
channel interference is carried out in [10]. 

Equal-gain combining (EGC): All the received signals 
are summed coherently [11]. 

Maximal-ratio combining (MRC) is often used in large 

phased-array systems. The received signals are weighted 

with respect to their SNR and then summed [12]. This is the 

best and most complicated combining scheme. 

In this paper, the probability density functions (PDFs) of 

derivatives at two time instants for dual branch Switch and 

Stay (SSC) combiner output signals in the presence of 

Rician fading in closed-form expressions are presented and 
used for calculating the second order statistics of SSC/SC 

combiner. The results are shown in some graphs versus 

different parameters values. An analysis of the results is 

provided also. To the best author knowledge the 
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performance of SSC/SC combiner is not reported in open 

technical literature by other authors. 

The remainder of the document is organized as follows: 

in Section II related works are mentioned; Section III 

introduces the model of the SSC combiner; the  probability 

density functions of derivatives are presented and 
graphically shown in Section IV. In Section V, the model of 

complex SSC/SC combiner is given and statistics for this 

combiner is calculated. In the last section, some conclusions 

are presented. 

II.  RELATED WORKS 

The probability density functions (PDFs) of derivatives 
for Switch and Stay Combiner (SSC) output signals at two 
time instants in the presence of Rician fading are determined 
in [2]. Now, in this paper, the second-order characteristics 
will be determined using these PDFs. 

The probability density functions and joint probability 
density functions for SSC combiner output signals at two 
time instants in the presence of different fading distributions 
are determined by these authors. Then, they are used for 
calculating first order system performances, such as the bit 
error rate and the outage probability, for complex systems 
sampling at two time instants. Performance analysis of 
SSC/SC combiner in the presence of Rayleigh fading is 
given in [13]. The outage probability analysis of the SSC/SC 
combiner at two time instants in the presence of lognormal 
fading is done in [14]. The PDF of the combiner output 
signal is derived. Then, the outage probability is numerically 
calculated using this PDF. The results are shown graphically 
in order to compare performances of the SSC/SC combiner 
with regard to classical SSC and SC combiners sampling at 
one time instant. 

This work is motivated by the desire to obtain better 
system performance, in the presence of Rician fading, with 
complex combiner consisting of two cheaper and simpler 
diversity systems (SSC and SC) against MRC diversity 
combining scheme witch is much more expensive. 

III. SYSTEM MODEL OF SSC COMBINER 

The SSC combiner with two branches at two time 
instants is discussed in this section. The model is shown in 
Fig. 1. 

The input signals, at the first time moment, are r11 and r21 
and they are r12 and r22 at the second time instant. The 

derivatives are 11r  and 21r  at the first time instant and 12r  

and 22r  at the second one.  

 

 
Figure 1. Model of the SSC combiner with two inputs at two time instants 

The signals at the output are r1 and r2. The derivatives of 

the SSC combiner output signals are 1r  and 2r . 

The indices for input signals and their derivatives are as 
follows: the first index represents the branch ordinal number 
and the other one signs the time instant observed. The 
indices for the output signal correspond to the time instants 
observed.  

The probability that combiner examines first the signal 
from the first branch is P1 and P2 for the second one. The 
values of P1 and P2 for SSC combiner are obtained in [3]. 

The four different cases are discussed here, according to 
the working algorithm of SSC combiner: 

1)   r1<rT, r2<rT     

In this case all signals are less then threshold rT, i.e.: 
r11<rT, r12<rT, r21<rT, and r22<rT. Let combiner considers 

first the signal r11. Because r11<rT, then 1r = 21r , and because 

of r22<rT, then 2r = 12r . The probability of this event is P1. If 

combiner examines first the signal r21, then r21<rT, 1r = 11r , 

as r21<rT, 2r = 22r . The probability of this event is P2. 

2)   r1≥rT, r2<rT     

In this case first of the signals is greater than the 
threshold rT, but the other is less. The possible combinations 
related to the probability of the first examination of first or 
second input are: 

- r11≥rT,    r12<rT, r22<rT,                    1r = 11r   2r = 22r          P1 

- r11<rT,  r21≥rT   r22<rT, r12<rT,       1r = 21r  2r = 12r          P1 

- r21≥rT,   r22<rT, r12<rT,  1r = 21r  2r = 12r         P2 

- r21<rT, r11≥rT,    r12<rT, r22<rT, 1r = 11r  2r = 22r         P2 

3)   r1<rT, r2≥rT     

In this case first of the signals is less then threshold rT, 
but the other is bigger. The possible combinations for this 
case tied with probabilities of order of inputs' consideration 
are: 

- r11<rT, r21<rT,   r22≥rT,                1r = 21r  2r = 22r         P1 

- r11<rT, r21<rT,   r22<rT, r12≥rT,  1r = 21r  2r = 12r         P1 

- r21<rT, r11<rT,   r12≥rT,  1r = 11r  2r = 12r          P2 

- r21<rT, r11<rT,   r12<rT, r22≥rT, 1r = 11r  2r = 22r          P2 

4)   r1≥rT, r2≥rT  

In the  last case all signals are greater then threshold rT, 
i.e.: r11≥rT, r12≥rT, r21≥rT, and r22≥rT. Now, the possible 
combinations of  probabilities of  inputs’ examinations are: 

- r11≥ rT,  r12≥rT,   1r = 11r  2r = 12r          P1 

- r11≥ rT,  r12<rT, r22≥rT  1r = 11r  2r = 22r         P1 
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- r11<rT, r21≥rT, r22≥rT,   1r = 21r  2r = 22r        P1 

- r11<rT, r21≥rT, r22<rT, r12<rT 1r = 21r  2r = 12r        P1 

- r21≥rT, r22≥rT,    1r = 21r  2r = 22r       P2 

- r21≥rT, r22<rT, r12≥rT,                       1r = 21r  2r = 12r       P2 

- r21<rT, r11≥rT, r12≥rT,  1r = 11r  2r = 12r        P2 

- r21<rT, r11≥rT,   r12<rT, r22≥rT, 1r = 11r  2r = 22r       P2 

IV. PROBABILITY DENSITY FUNCTIONS OF DERIVATIVES 

The joint probability density functions of signal 
derivatives are: 

r1<rT, r2<rT     

  ),,,,,(),,,( 21212211
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For the case that signal and its derivative are not 

correlated, after integrating of the whole range of signal 
values and some mathematical manipulations, the joint PDF 
of derivative can be expressed as:  
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The signal derivatives PDFs can be found from joint PDF 
based on: 
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By replacing (5) in (6) and (7), it is obtained: 
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γ(.) is incomplete gamma function and k is Neumman 

factor defined with  










0,2

0,1

k

k
k  

 
The probability density functions of signal derivatives in 

the presence of Rician fading at the combiner input has 
normal distribution with zero mean value [16, 17]: 
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where i=1,2; j=1,2 and 2222
2 mii f   is the variance and 

fm is maximal Doppler frequency. 

Probability density function of signal derivatives 1r  and 

2r  at the SSC combiner output at two time moments in the 

presence of Rician fading is obtained when (12) putting in 
previously obtained general expressions for PDFs of signal 
derivatives and replacing of CDF with [18]: 
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where Q1(.) is Marcum Q-function of first order. It is 
obtained as: 
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The curves for probability density functions of signal 

derivatives at the SSC combiner output at two time instants, 
versus signal derivatives r , are presented in Fig. 2 for 
different values of parameter 

i . 
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Figure 2. The probability density functions of derivatives at the SSC 

combiner output at two time instants with parameter 
i = 0.5; 1; 1.5; 2 

The parameters of PDFs curves are different values of 

parameter i (0.5; 1; 1.5; 2). The case of channels with 

identical distribution is observed. 

V. SYSTEM MODEL AND STATISTICS OF SSC/SC 

COMBINER 

The model of the SSC/SC combiner with two inputs at 
two time instants, considering in this paper, is shown in Fig. 
3. The SSC combiner input signals, r11 and r21 at first time 
instant, and r12 and r22 at the second time instant, are overall 
system inputs. The output signals from SSC part of combiner 
are r1 and r2 and they are inputs for second part of combiner. 
The overall output signal from complex system is r. 

The joint probability density functions at the SSC 
combiner outputs at two time instants in Rician fading 
channels for four different cases are: 
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Figure 3.  Model of the SSC/SC combiner with two inputs at two time 

instants 
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For dual SC receiver with correlated diversity branches 

the joint PDF ),( rrp rr
 is given by [19, eq. (8.42)] 
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For SSC/SC combiner, the joint PDF ),( rrp rr
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The average LCR at envelope level, r, is defined as the 

rate at which a fading signal envelope crosses level r in a 
positive or negative going direction. Denoting the signal 

envelope and its time derivative by r and r , respectively, the 
average LCR is given by [16],[17] 





0

),()( rdrrprrN rrr
 
                             (29) 

The average fade duration is defined as the average time 
that the fading envelope remains below the specified signal 
level, after crossing the level in a downward direction and is 
given by [20] 

)(

)(
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out
r                                    (30) 

 
where Pout(r) is outage probability at the output of SSC/SC 
combiner. It can be obtained by using (16) - (19) similarly 
like for obtaining LCR: 
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(32) 
 

The level crossing rate (LRC) and average fade duration 
(AFD) curves for complex SSC/SC combiner at two time 
instants in the presence of Rician fading, depending on 
different values of the signal and derivative distributions’ 
parameters, are shown in Figs. 4 to 7. 

 

 
Figure 4.  Level crossing rate N(r) of SSC/SC combiner, at two time 

instants, versus signal amplitude for rt =1, σ =0.5; 1; 2; 4, A =0.5 and 

 =0.2 

 
Figure 5.  Average fade duration T(r) of SSC/SC combiner, at two time 

instants, versus signal amplitude r, for rt =1, σ =0.1; 0.2; 0.5; 1, A =0.5 and 

 =0.2 

 

Figure 6.  Level crossing rate N(r) of SSC/SC combiner, at two time 

instants, versus signal amplitude r, for rt=1, σ =2,  A =0.5 and          

 =0.1; 0.2; 0.5; 1 

 

 
Figure 7.  Average fade duration T(r) of SSC/SC combiner, at two time 

instants, versus signal amplitude r, for rt =1, σ =2,  A =0.5 and           

 =0.1; 0.2; 0.5; 1 
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Observing the first order system characteristics of 
SSC/SC combiner at two time instants presented in Fig. 2. 
[13, 14], it is obvious that the benefit of using complex 
SSC/SC combiner exists and it increases with decreasing of 
correlation between input signals. 

Because of that, the expressions for second order system 
performance are derived in this paper and the influence of 
system parameters at second order system characteristics is 
shown in all these figures. These results are useful for 
designing and analyzing of wireless communication systems.  

The level crossing rate of SSC/SC combiner at two time 
instants versus signal amplitude, N(r), for rt =1, A =0.5 and 

 =0 and different values of σ is presented in Fig. 4. It is 
visible from this figure that system performances are better 
for bigger values of parameter σ, because the system 
performances are better for lower values of average level 
crossing rate.    

The level crossing rate of SSC/SC combiner at two time 

instants N(r), for rt=1, σ =2, A =0.5 and different values of   
is plotted in Fig. 6. One can see from this figure that system 
performances are better for lower values of parameter . 

The curves for average fade duration of SSC/SC 
combiner at two time instants, T(r), are drawn in Figs. 5 and 
7. The parameters’ values are rt =1, A =0.5 and  =0.2 in Fig. 
5. Variable is parameter σ. It is evident that performances are 
better for greater values of parameter σ (lower values for 
AFD). The parameters’ values are rt =1, σ=2, A=0.5 in Fig. 7, 

with changeable  . One can conclude that results are more 

favorable for greater values of parameter . 
From all this figures it can be noticed that values of the 

LCR and AFD are growing, have discontinuity in the value 
of the threshold, where there is a drop in the values, and then 
are continuing to grow. In the case of LCR, the increasing of 
the value is evident till it reaches a maximum and then 
begins to fall. The system performance are better for lower 
values of average level crossing rate. For smaller LCR (i.e., 
the shallower fades), correspondingly AFD is larger. AFD 
increases with the value of the signal amplitude in whole 
range, but the curves also have drops at the threshold values. 

VI. CONCLUSION 

In this paper, the expressions for probability density 
functions (PDFs) of the time derivatives at two time instants 
for output signals from dual branch SSC combiner in the 
presence of Rician fading are given. The second order 
characteristics: the average level crossing rate and the 
average fade duration for complex combiner who makes the 
decision based on sampling at two time instants, are 
calculated by using derived closed-form expressions for the 
case of SSC/SC combiner. To point out the improvement of 
using complex SSC/SC combiner compared to classical SSC 
and SC combiners at one time instant, some graphs are 
presented earlier for several fading distributions. 

Here, the second order system performances are 
calculated and presented graphically. These results are 
valuable in analyzing and projecting of wireless 
communication systems in the presence of Rician fading. 
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Abstract— By the emergence of real time media applications, 
correlating users' satisfaction with measured service quality is 
a constant challenge. Accordingly, this area was under 
intensive research in the last decade. Finding the correlation 
among Quality of Experience (QoE) for voice, measured 
Quality of Service (QoS) parameters in the network, and 
objective voice performance metrics is a key task. Most of the 
voice metrics use the reference content to compare the quality 
of the received stream. In contrast, this paper introduces a 
mathematical low-complexity, no-reference method that 
performs real-time estimation of QoE for Opus-based voice 
services. To determine the estimator function, we performed 
combined (subjective and objective) assessments to build a 
reference data set of 3-tuples of MOS, jitter and loss values.  
Applying polynomial regression, we used the reference data set 
to search a low-degree two-variable polynomial to hash 
objective QoS metrics (jitter and loss) to the subjective MOS 
score of the service quality. In the final phase of our 
investigation, we were evaluated the performance of the 
polynomials with a set of four audio clips. 

Keywords- Opus codec; real-time voice; QoE; QoE 
estimation; QoS-QoE correlation. 

I.  INTRODUCTION 
Real-time audio services are sensitive to the timing and 

transmission performance of the network infrastructure. 
Since voice communication is interactive, low latency 
(≤150  ms) is a crucial requirement for an acceptable level of 
user experience. While monitoring of these performance 
metrics is a common solution, especially in dedicated 
infrastructures (like mobile networks), none of these 
parameters alone shows direct correlation with the perceptual 
quality (QoE). Therefore, service providers also apply 
subjective evaluation methods occasionally. Mean Opinion 
Score (MOS) and similar simplified scale, such as Absolute 
Category Rating (ACR) are generally used. Since subjective 
evaluation is time consuming and circumstantial, service 
providers mainly use these tools for a short but intensive 
period. A further drawback of an evaluation based on user 
feedback is the static evaluation of a whole user session (i.e., 
at the end of the conversation). Though the method can be 
extended by localizing the time moments of errors that affect 
QoE dramatically (e.g., by pressing a specific key straight 
after a disturbing glitch or noise), still the most efficient way 
for a service provider to assess perceptual quality of a service 
would be a dynamic, real-time analysis method, which 

estimates user experience. To accomplish this aim, the 
relationship between objective metrics (QoS) and perceptual 
quality should be investigated. Since the measurements 
should be run on network nodes aggregating intensive traffic 
(e.g., routers and switches), the method has to enable a 
hardware-accelerated implementation. Therefore, the 
complexity of the algorithm should be kept to a relatively 
low level. 

We already investigated the performance of the evolved 
Opus audio codec in real network conditions [1]. In the 
related research we subjectively evaluated the voice content 
using the original, source audio content as reference. During 
the transmission we used pre-determined QoS parameters in 
a full-controlled laboratory network. We pointed out that the 
investigated Opus codec provides very good voice 
reproduction with a wide range of network parameters. We 
also found that there is a close-to-linear relation between 
MOS and packet loss rate. The experiments motivated us to 
unfold deeper relations between QoS and QoE. We set up a 
subsequent investigation consisting of three phases. The first 
phase is built upon the subjective evaluation technique 
discussed in our previous paper. In the second phase we 
continue to focus on VoIP services provided on managed 
networks instead of Over-the-Top (OTT) and we use 
statistical analysis methods, i.e., polynomial regression and 
correlation analysis on the reference data set of the first 
phase to describe the relation between the QoS parameters 
and QoE. In the third phase, we introduce the optimal 
coefficients for the polynomials that can be used to estimate 
the QoE. We are also evaluating the generality of the method 
by performing subjective as well as objective assessments 
with four independent voice clips. 

In Section II, we summarize researches and 
developments relevant to the quality of the Opus audio 
codec. Section III shows some important details of voice 
transmission that have to be considered for the quality 
assessment of a voice codec. In Section IV, we present our 
evaluation method and its associated measurement 
configuration among some important details about VoIP 
transmission. In Section V, the investigation of the suitable 
statistical description is introduced as well as its 
mathematical background. We also validate our evaluation 
method by further subjective assessments detailed in Section 
IV. In the closing Section VII, we summarize our 
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observations, the introduced evaluation method and sketch 
further research aspects. 

II. RELATED WORKS 
A. Raake summarized the elements of VoIP speech 

quality evaluation and assessments [2]. 
A. Ramö and H. Toukomaa evaluated Opus’ MDCT and 

LP modes by subjective listening tests and compared them 
with 3GPP AMR, AMR-WB and ITU-T G.718B, and they 
stated Opus to be a good alternative for the aforementioned 
codecs [3]. The paper of C. Hoene et al. includes different 
listening tests and compares the codec to Speex (both NB 
and WB), iLBC, G.722.1, G.722.1C, AMR-NB and AMR-
WB [4]. They conclude that Opus performs better, though at 
lower rates, however AMRNB and AMR-WB still 
outperform the new Opus codec.  Valin et al. present further 
improvements in the Opus encoder that help to minimize the 
impact of coding artifacts [5]. 

The International Telecommunication Union (ITU) has 
its own recommendation for standardized evaluation of 
speech quality: after many years of development 
(superseding PEAQ, PSQM, PESQ and PESQ-WB 
algorithms), POLQA (ITU-T P.863) is able to evaluate 
speech sampled up to 14 kHz using the MOS metrics [6]. 

Neves et al proposed a No Reference model for 
monitoring VoIP QoE based on the E-Model [7]. The 
method was proven to be a class C2 conformance in terms of 
subjective MOS scoring. 

S. Cardeal et al introduced ArQoS, a probing system that 
integrates network performance monitoring methods as well 
as QoE assessment methods in a telecommunication 
infrastructure [8]. 

W. Cherif et al presented a non-intrusive QoE prediction 
method called A_PSQA based on a Random Neural Network 
(RNN) approach [9]. 

L. Fei et al discuss packet delay and bandwidth as main 
factors affecting QoE and introduce a carrier scheduling 
scheme for LTE based on their research [10]. They have 
significant QoE improvements in their simulation results. 

Jelassi S. et al made an extensive survey on objective and 
subjective QoE assessment methods [11].  

V. Aggarwal et al employs machine learning technique to 
passive QoS measurement information to predict VoIP QoE 
with at least 80% accuracy [12]. 

In our previous paper, we summarized objective voice 
quality evaluation methods, as well as subjective approaches. 
We examined the correlation of QoS metrics packet loss and 
jitter with subjective evaluations for VoIP audio transmission 
[1]. We used pre-defined QoS: loss and jitter values were 
iterated through a selected range. We streamed real human 
voice in emulated WAN environment based on the specific 
QoS parameters. The results were evaluated by a number of 
volunteers. We ran the experiment with both Opus and its 
predecessor, the Speex codec. Opus performed more 
uniformly on a wide range of QoS parameters than the Speex 
codec. Opus also showed a close-to-linear correlation with 
packet loss rate. These results opened the way for the 
construction of an estimator function. 

III. BACKGROUND 
Since interactive real-time audio streaming is very 

sensitive to timing parameters, it is very common to use a 
specific protocol for media transmission. UDP-based Real-
Time Transport Protocol provides the necessary parameters 
for time-sensitive data exchange [13]. Its most important 
metadata are the sequence number and the timestamp. The 
former provides a way of determining packet losses, reorders 
and duplications. The protocol assigns a per-application 
play-out buffer, where the packets are sorted using the 
timestamps and sequence numbers and accordingly 
duplicated packets can also be filtered out. To handle timing, 
the time-related information is also used. Since the goal is to 
ensure a continuously decoded media stream, this layer 
avoids both buffer over and underruns. A moving time 
window will specify what packets are received on time. Too 
early and too late packets will be dropped. 

For optimal operation, it is necessary to have a constantly 
available guaranteed bandwidth. This can be assured most 
easily by using a constant bitrate (CBR), when packets of 
roughly the same size are transmitted with fixed rate. Most 
real-time media services still use CBR operation mode to 
effectively manage allocation of resources, and also, 
scheduling mechanisms can better handle a constant packet 
rate. 

During an RTP/UDP real-time audio transmission using 
the Opus audio codec, the audio frames are all the same type, 
in contrast to the video frames of the H.264 codec. There are 
no key-frames that store data for a full video frame as a 
reference for several subsequent B-type and P-type frames. 
An audio frame stores audio samples for a fixed period of 
time (10-40 ms, typically). Thus, the effect of a lost packet 
always produces a gap in the voice stream. In contrast, jitter 
itself does not necessarily lead to data loss with appropriate 
buffering at the receiver side. We are not focusing on packet 
reordering and duplication since RTP handles these 
anomalies transparently. As far as sequence numbering and 
playout buffering allows these metrics do not cause 
degradation of quality for the end user. 

Research of quality evaluation methods is not a novel 
field. However, creating objective methods that correlate 
well with subjective assessments is still a challenge. Most 
objective methods are full reference (FR), as the original 
media content is required for them to work. Since the source 
material is rarely available in the real world, there is a 
demand for solutions operating without the original content 
or only with some trace of it. They are no-reference (NR) or 
reduced reference (RR) methods. If we want to develop such 
a method for real-time QoE prediction, low calculation 
overhead is a further requirement, since embedded systems 
and mobile devices have limited computing power and 
resources. 

IV. FIRST PHASE OF THE INVESTIGATION: REFERENCE 
ASSESSMENTS 

As a basis of our research, we planned an environment 
providing laboratory conditions for the evaluation that can be 
repeated many times and reproduced by other groups. Since 
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network anomalies such as packet loss and jitter occur in real 
networks accidentally, we decided to use a network 
emulation tool that can introduce these types of error in a 
statistical way. 

A. Source media content 
We selected one high quality, pre-recorded voice clip 

containing an easy to understand male voice in the native 
language of the volunteers who participated in the 
evaluation. The clip was taken from an audio book, stored in 
standard CDDA resolution (44.1 kHz, 16 bit, stereo) and was 
resampled to 48 kHz, 16 bit, mono at the source of the 
stream. Its length was cut to 60 seconds. This length allows 
the listener to pick up the pace, and also enables a statistics-
based network emulator to reach the steady state. 

 

 
Figure 1.  The measurement setup: audio is fed into the VoIP client on 

Host A and is transported through RTP to the other client on Host B 

B. Measurement setup 
An emulated WAN connection including two 

communication endpoints was constructed for the 
assessments (see Fig. 1).  

Endpoints feature generic multi-core x64-based 
architectures and they were equipped with Intel PRO/1000 
NICs. Fedora Core 18 was installed to both hosts with 
unmodified Linux 3.8.1-x kernel (with a jiffy setting of 1000 
Hz). We have chosen version 1.2.2 of the sflPhone VoIP 
application, since it natively supports the Opus codec and our 
initial traffic measurements confirmed the expected QoS 
performance (i.e., packet rate, uniform distribution of inter-
arrival times and packet sizes) [14]. 

The source voice clip was injected into the input of the 
softphone on Host A. JACK Audio Connection Kit is a 
general audio tool and is able to connect audio inputs and 
outputs of different applications and audio devices [15]. The 
current version of sflPhone can accept ALSA and PulseAudio 
datastream at its input. PulseAudio was selected since it can 
be connected with JACK. Since it has a native output plugin 
(sink) for JACK, the audio clip was fed into JACK from an 
uncompressed PCM WAVE file with the GStreamer 
application [16]. We carefully configured the applications 
not to perform unnecessary audio sample rate conversion 
throughout the digital audio path. The sflPhone application 
on Host B was configured to save the audio data into an 
uncompressed PCM WAVE file for further QoE 
assessments. Noise reduction and echo cancellation features 
were turned off. During the measurement, we used the Netem 
Linux kernel module, which was configured symmetrically 
on both directly connected interfaces to emulate a WAN 
connection and produced various network anomalies that 
affect QoS (i.e., packet loss and variation of network delay) 
[17]. 

Since we don't have to distinguish between different 
types of media packets, like in the case of a video stream, 
where packets contain different type of video frames (and 
key-frames can be transmitted in multiple consecutive 
packets), Netem’s Layer-2 emulation technique is suitable 
for our measurement goals. During the iterated 
measurements, we stored both the WAVE file from the 
receiving softphone and the network traffic trace containing 
the received RTP stream [18]. ITU recommends delay to be 
kept under 150 ms for an acceptable interactive service and 
we wanted to emulate a generic WAN connection therefore 
we have chosen 100 ms of delay in each direction. The codec 
was measured with a series of parameters (Table 1). Netem 
network parameters were iterated using the following 
scheme: 

TABLE I.  PRE-DEFINED QOS VALUES  FOR  NETWORK  EMULATION 

Netem parameters Set of values 
jitter 0-20 ms in 1 ms steps 
packet loss 0-40%  in 1% steps 

 
The softphone client generated 100 RTP packets per 

second.  Packet size varied between 40 to 159 bytes (see Fig. 
2).The codec generated an audio frame in each 8 ms. Its 
operation mode was constrained VBR (CVBR), which forces 
the encoder to operate at an average nominal bitrate. In our 
case this was 64 kbps and the variation of the inter-arrival 
time was in the range of ±500 µs. 
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Figure 2.  Packet rate and bandwidth during the voice transfer  

C. Evaluating the content 
Since we worked with a wide range of parameters, the 

iterated measurements resulted in more than 100 audio clips. 
Choosing finer resolution of these parameters would increase 
the number of clips even further, that could make the the 
evaluation significantly complicated by the monotony of the 
huge set of samples. As a reference for the evaluation, an 
initial measurement with zero jitter and no packet loss were 
run.  The one-minute audio files got subjective QoE values 
by 15 volunteers who were in a calm and peaceful home 
environment. The evaluators were not VoIP professionals, 
had no deep knowledge of VoIP services and audio codecs.. 
Everyone did the tests at her own pace, with a comfortable 
timing, to minimize monotony. Each assessment session was 
started by listening to the reference voice clip. In the QoE 
analysis, the average of the MOS ratings was assigned to all 
audio files. 

 
Figure 3.  Correlation between packet loss ratio and subjective quality of 

experience expressed in MOS 

We experienced near-linear relationship between quality 
degradation and the amount of lost packets (see Fig. 3). 

Opus over RTP tolerates packet losses well even up to 
30%. It can be a significant advantage when used with 

wireless access. Lower subjective quality right after the 
reference clip was a side-effect of the subjective assessment: 
evaluators got used to the good quality and even a small 
increment in the packet loss rate caused lower MOS ratings. 

 
Figure 4.  Correlation between jitter and subjective quality of experience 

expressed in MOS 

The jitter-sensitivity of the transmission was also 
consistent but was further from the linear relation (see 
Fig. 4). The reason is that jitter can cause packet loss in the 
RTP layer since too early (generally caused by bursty packet 
forwarding) and too late packets were discarded by the 
transport protocol. Opus tolerates well a small amount of 
jitter, typically below 4 ms. However, the result of jitter 
elimination depends on the size of the receiver buffer. 
Greater jitter may cause significant degradation of perceived 
quality. In our investigation, this quality drop was 
experienced up to 9 ms. In contrast, in the range of 10 to 12 
ms of jitter, an acceptable steady state was perceptible. 

 

 
Figure 5.  MOS values under mixed network conditions 

Sensitivity to combined effect of the aforementioned 
network anomalies confirmed the experiences of the simple 
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scenarios. Opus was performing uniformly in term of packet 
loss. Contrarily, the effect of jitter made the relationship 
more complex as seen on Fig 5. However, the surface 
mapped to the MOS values of the combined measurements 
did not result in a very complex pattern and therefore it made 
us motivated to undertake a deeper investigation of the 
correlation between QoS and QoE. 

V. SECOND PHASE OF THE INVESTIGATION: STATISTICAL 
ANALYSIS 

A. Polynomial regression 
The result of the first phase, i.e., assessed packet loss, 

jitter and MOS values, are presented in a 3-axis graph. We 
used polynomial regression to determine a two-variable 
polynomial of a matched surface. This is calculated using the 
class of functions (1). 

 
𝐹 = {𝑝! 𝑥 = 𝑎! + 𝑎!𝑥 +⋯+ 𝑎!  𝑥!} (1) 

 
A matched polynomial regression is the result class of 

polynomials of (2). 
 

𝑀(𝜂 − 𝑓∗(𝜉))! = min
∀!∈!

𝑀(𝜂 − 𝑓(𝜉))! (2) 

Coefficients are determined by solving the linear 
simultaneous equations in (3). 
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The polynomial regression was calculated using the 

Matlab function poly{ij}. The surface model can be tuned by 
the degree of input parameters. In a polynomial regression 
using second degree for the first variable, and first degree for 
the second one (poly21) can be described as (4). 

 
𝑍 = 𝑝!! + 𝑝!"𝑥 + 𝑝!"𝑦 + 𝑝!"𝑥! + 𝑝!!𝑥𝑦 (4) 

 
where x denotes the amount of packet loss and y specifies the 
amount of jitter. 

B. Surface inspection using SSE 
Sum of Squares due to Error (SSE) determines the 

standard deviation between a set of points and the matched 
surface and is calculated using (5). 

 

𝑆𝑆𝐸 = (𝑦! − 𝑦!)!
!

!!!

 (5) 

The surface is less accurate match for the specified set of 
points if the SSE value falls further from zero. 

C. Matched surfaces – poly11 
Figure 6 plots the matched surface for this purely linear 

model, where the surface is determined by (6) and its 
coefficients are summarized in Table II. 

 
𝑓(𝑥, 𝑦) = 𝑝!! + 𝑝!"𝑥 + 𝑝!"𝑦 (6) 

TABLE II.  COEFFICIENTS FOR (6) 

p00 5.151   
p10 -0.07513 
p01   -0.4111 

 
Figure 6.  The surface determined by (6) and the MOS values from 

subjective evaluation in Phase 1 

Goodness of fit with SSE is 16.24, and thus the MOS 
scores fall far from the surface displayed on Fig. 6. 

D. Matched surfaces – poly12 
If we use a second degree polynomial for the jitter (y) 

variable, the describing function will be (7). The coefficients 
are specified in Table III. 

 
𝑓(𝑥, 𝑦) = 𝑝!! + 𝑝!"𝑥 + 𝑝!"𝑦 + 𝑝!"𝑦! + 𝑝!!𝑥𝑦 (7) 

 
Figure 7.  The surface determined by (7) and the MOS values 

from subjective evaluation in Phase 1 
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TABLE III.  COEFFICIENTS FOR (7) 

p00 6.985 
p10 -0.2052 
p01 -1.063 
p11 0.02292 
p02 0.04696 

 
Goodness of fit using SSE is 2.336. Introducing a second 

degree jitter variable resulted in a significant improvement as 
shown on Fig. 7. 

 

E. Matched surfaces – poly22 
In this case we are using a second degree function for the 

loss parameter also. The corresponding polynomial is (8). 
 

𝑓 𝑥, 𝑦 = 𝑝!! + 𝑝!"𝑥 + 𝑝!"𝑦 + 𝑝!"𝑥! + 𝑝!!𝑥𝑦 + 𝑝!"𝑦! (8) 

TABLE IV.  COEFFICIENTS FOR (8) 

p00 7.067 
p10 -0.2382 
p01 -1.07 
p20 0.003474 
p11 0.02217 
p02 0.04787 

 
The SSE goodness of fit is 2.289 and means only a 

slightly closer match was achieved by introducing a more 
complex calculation. However, increasing the degree of the 
loss variable, which shows close-to-linear relationship to the 
MOS values, did not imply a significantly lower SSE value. 

F. Matched surfaces – poly13 
We also inspected the effect of a higher degree 

polynomial for jitter. In this case the describing function is 
(9) and its coefficients are specified in Table V. 

 
𝑓 𝑥, 𝑦 = 𝑝!! + 𝑝!"𝑥 + 𝑝!"𝑦 + 𝑝!!𝑥𝑦 + 𝑝!"𝑦! +

𝑝!"𝑥𝑦! + 𝑝!"𝑦!  (9) 

 

 
Figure 8.  The surface determined by (9) and the MOS values from 

subjective evaluation in Phase 1 

 
 

TABLE V.  COEFFICIENTS FOR  (9) 

p00 6.728 
p10 -0.241 
p01 -0.7999 
p11 0.04121 
p02 -0.01849 
p12 -0.001633 
p03 0.004354 

 
For the surface demonstrated on Fig. 8, the SSE goodness 

of fit value is 1.69. It means a better matching surface but 
also adds a significant amount of complexity to the 
calculation. 

G. More matched surfaces 
We calculated a number of matched surfaces of higher 

degree functions. Fig. 9 shows their matching efficiency 
using SSE goodness of fit versus the degree of functions. 
The list of calculated polynomials, their number of 
coefficients and their error values are listed in Table VI and 
Table VII. Some questions are raised at this point raised: Do 
higher degree polynomials lead to better correlation results? 
What is the optimal complexity-error trade-off for a real-time 
NR method? 

 
Figure 9.  SSE goodness of fit for surface matching using polynomial 

regression and second and higher degree functions for packet loss and jitter 
parameters 

 

TABLE VI.  NUMBER OF COEFFICIENTS  FOR DIFFERENT DEGREES OF 
LOSS AND JITTER VARIABLES 

Degree 
of x Degree of y 

 1 2 3 4 5 

1 3 5 7 9 11 

2 5 6 9 12 15 

3 7 9 10 14 18 

4 9 12 14 14 20 

5 11 15 18 20 21 
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TABLE VII.  SSE GOODNESS OF FIT VALUES  FOR  DIFFERENT DEGREES 
OF  LOSS AND JITTER VARIABLES 

Degree 
of x Degree of y 

 1 2 3 4 5 

1 16.2389 2.3363 1.6905 1.5559 1.5829 

2 14.1052 2.2895 1.7138 1.3088 1.362 

3 13.8641 2.3346 1.7445 1.353 1.3542 

4 13.9947 2.2665 1.4665 1.3375 1.2664 

5 13.7948 2.3008 1.4275 1.2668 1.2674 

VI. THIRD  PHASE OF THE INVESTIGATION: VALIDATION 
OF THE METHOD 

The primary aim of this last phase is to verify the 
generality of the correlation calculation based on the 
coefficients and polynomials determined in Phase 2. The 
measurement environment described in Phase 1 remained 
unchanged. 

The final goal of investigation is to construct a low 
degree evaluation function that inputs measured objective 
values and outputs the estimated value of QoE on the MOS 
scale. 

A. Source media contents 
We selected four voice clips from different sources. A 

female voice was present in two of the clips (clips A and B), 
and a male voice in the other two (clips C and D). Only 
native language was used. All clips were taken from audio 
books, being stored in standard CDDA resolution (44.1 kHz, 
16 bit, stereo), they were resampled to 48 kHz, 16 bit, mono 
at the source of the stream. All the audio clips were 60 
seconds long. 

B. Evaluating the goodness of QoS-QoE mapping 
The evaluations were executed in the same way as 

presented in Phase 1. In this phase, 10 volunteers were 
involved to the subjective assessment. Clip A containing a 
female voice got lower scores on the MOS scale than 
expected. This may be caused by the intonation of the 
person’s voice. We compared the uncompressed source 
material and the 64 kbps Opus-encoded audio without 
network errors. While no disturbing artifacts were 
experienced in the source material, the Opus codec made 
sometimes the woman’s voice raised in volume and this may 
be the root cause of the lower MOS scores. 

We made 3D surfaces of MOS scores in the inspected 
QoS parameter range for all of the audio clips. The surfaces 
are presented on Fig. 10. 

There is a quasi-linear correlation between MOS value 
ranging from 2 to 4 for Clip A. Over 4 ms of jitter, the 
experienced quality started to degrade. However, increasing 
packet loss did not degrade the scores dramatically. 

 

 
Figure 10.  MOS values for different packet loss and jitter parameters  

In Clip B also containing a female voice, the coding 
artifacts were not so significant. This resulted in higher MOS 
scores in general. The close-to-linear relation can be 
observed in the case of packet loss. Above the MOS value of 
2, this correlation with the jitter is also present. 

The correlation between MOS and jitter is still first-
degree above MOS value 2 in Clip C with the male voice, 
while correlation with packet loss got closer to a second-
degree function. 

The surface of Clip D is similar to Clip C but got lower 
scores in general. This may also be caused by the source 
material. 

Based on the surface analysis, we can conclude that there 
is a quasi-linear correlation between packet loss and MOS 
scores in the range of 2 to 4. This may enable good 
estimation of perceived quality. We assume that the most 
interesting range of the MOS scale is from 3 to 4. This range 
is where the customer will decide between continuing using 
the service and giving up. Around the MOS value of 4, there 
is a long-term acceptance-level of the service quality, while 
below 3, perceptive quality may become poor with annoying 
artifacts. 

We also experienced the Opus codec being very sensitive 
to the voice intonation in some cases. All of the source 
materials were high quality, but the encoding process at this 
bitrate introduced some artifacts that affected the 
experienced quality very dramatically when packet losses or 
higher jitter occurs. 

C. The results – Polynomial regression 
Based on the conclusion of Phase 2, we assume that 

constructing an estimator function using first or second 
degree function is possible. It would be beneficial for a 
hardware implementation of such an estimator function to 
use low calculation complexity 

The correlations of the objective and subjective MOS 
series, which is calculated from (1) are presented on Fig.11 
to 14. 
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where µ is the expected value of the random variable and a σ 
is its standard deviation. 
 

 
Figure 11.  Correlation using different degree polynomials for Clip A  

 
Poly(x,y) is the regression function, where packet loss is 

represented by x, and  jitter is described by y. 
 

 
Figure 12.  Correlation using different degree polynomials for Clip B 

 
In the case of Clip A depicted on Fig. 11, the purely 

linear functions for both QoS parameters result in good 
correlation only within the MOS score range of 2 to 2.5. 
When a second degree function is used for packet loss, 
correlation only increased a small amount, with mainly the 

bottom range of the MOS scale showing better correlation. 
Using a second degree function for jitter, the correlation is 
better not only for lower MOS scores but in the whole range. 
If both functions are second degree, the level of correlation is 
not changed significantly. 

Fig. 12 presents the analysis for Clip B. Linear functions 
only provide 92.21% correlation, and using a second degree 
packet loss function does not improve its accuracy 
perceptively. Second degree variable for jitter shows 
significant improvement in correlation, reaching 99%. In the 
MOS range from 2 to 4 it shows quasi-linear behavior in 
each case. 

 

 
Figure 13.  Correlation using different degree polynomials for Clip C  

 The male voice in Clip C led to similar results in 
general, but the uniformity in the aforementioned range is 
not as strong. The benefit of a second degree jitter variable in 
the function was also confirmed by this evaluation. This is 
demonstrated in Fig. 13. 

 

 
Figure 14.  Correlation using different degree polynomials for Clip D  
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Assessment of Clip D plotted in Fig. 14 resulted in rather 
uniform results almost through the whole MOS range. 

We calculated the overall correlation of first and second 
degree polynomials. The correlation values are summarized 
in Table VIII. 

TABLE VIII.  CORRELATION VALUES  FOR FIRST AND SECOND  DEGREE 
POLYNOMIAL  REGRESSION ANALYSIS. FIRST PARAMETER: DEGREE FOR 

PACKET LOSS, SECOND PARAMETER: DEGREE FOR JITTER 

 
Clip A Clip B Clip C Clip D 

poly(1,1) 0.9454 0.9221 0.9041 0.9361 

poly(1,2) 0.9861 0.9928 0.9817 0.9962 

poly(2,1) 0.9539 0.9324 0.9159 0.9469 

poly(2,2) 0.9856 0.9927 0.9828 0.9962 
 

Based on these calculations we decided to use poly(1,2) 
as an optimal choice for the prediction, since increasing the 
degree of the function would not improve the performance 
significantly. Fig. 15 plots poly(1,2) points for all the audio 
clips. 
 

 
Figure 15.  Correlation between subjective and estimated MOS values using 
first degree variable for packet loss, second degree variable for jitter in the 

estimator function 

VII. CONCLUSION AND FUTURE WORK 
We presented a three-phase investigation with the aim of 

constructing an NR-type objective method for estimating 
VoIP QoE based on the Opus audio codec. In the first phase 
of the investigation, we performed subjective QoE 
evaluations of voice content streamed through an emulated 
network environment with pre-defined QoS behavior. In the 
second phase, we determined the degree of relation between 
QoS parameters and QoE using polynomial regression. We 
also determined the coefficients for the specific degree of 
polynomials in the correlation analysis. In the third phase, 
we repeated the evaluation technique using four independent 
contents. We calculated the correlation for first and second 

degree functions in the polynomial regression. We concluded 
that using first degree functions a correlation of 90% is 
achievable in view of QoS parameters packet loss and jitter. 
If a second degree variable is used for the jitter, a correlation 
above 98% was observed. 

Using low degree polynomials, our new method can be 
the basis of a hardware-accelerated QoE estimation method 
for predicting perceptual quality in real-time by measuring 
QoS parameters (packet loss and jitter) and estimating the 
MOS score on-the-fly without using the original content. We 
have chosen the Opus audio codec as a reference but our 
model can also be applied to other audio codecs with a 
behavior similar to Opus. 
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Abstract—To increase the throughput of transmission systems,
MIMO-OFDM technology enables better transmission rate
and improves the reception. The synchronization between the
transmitter and the receiver has become a big challenge. A bad
timing synchronization causes the loss of a lot of information
in a MIMO-OFDM system. In this paper, a novel timing
synchronization method is proposed for a MIMO-OFDM
systems with Nt transmit antennas and Nr receive antennas.
The proposed method is based on transmit an orthogonal
CAZAC sequences over different transmit antennas [1].
Simulations results show that the proposed solution presents
a good performance at a low SNR (Signal to Noise Ratio) in
AWGN and multipath fading Rayleigh channels, where Doppler
Effect is not considered for current simulations. Furthermore,
this method can be implemented for MIMO-OFDM system up
to 8 × 8 as well. In the proposed method, the coarse and fine
timing synchronization are done at the same time at each receive
antenna due to the different training sequences transmitted over
different transmit antennas.

Keywords - MIMO-OFDM system, timing synchronization,
CAZAC sequences, compact preamble

I. INTRODUCTION

The world of wireless communications and mobile
communication is currently at a very important crossroads
in its evolution. This crossroads introduces a variety
of challenges such as multi-path signal reflections, and
interference. These can reduce the performance of a receiver.
To address these challenges, OFDM (Orthogonal Frequency
Division Multiplexing) modulation combined with MIMO
(Multiple Input-Multiple Output) is proposed in 802.11n [2].

The OFDM [3] divides a frequency bandwidth into several
(Nsc) orthogonal sub-carrier. To simply achieve orthogonal
frequency multiplex, Saltzberg and Weinstein [4] have
shown that the use of the FFT algorithm (Fast Fourier
Transform) can easily produce the OFDM symbol carried
by Nsc orthogonal subcarriers. The IFFT (Inverse Fast
Fourier Transform) algorithm is also used to demodulate the
message at the receiver. To maintain the orthogonality, the
sub-carrier spacing required is ∆f = 1

Ts
, where Ts is the

duration of OFDM symbol. Due to this orthogonality, OFDM
is more resistant to frequency selective fading than FDM
(Frequency Division Multiplexing) systems. The orthogonality
of frequencies is primordial to eliminate the ICI (Inter Carrier
Interference). On the other hand, it should be noted that the

most important disadvantage of OFDM is probably the PAPR
(Peak-to-Average Power Ratio), leading to replacing it on the
up-link in LTE (Long-Term Evolution).

Otherwise, to reduce the ISI (Inter Symbol Interference)
due to the multipath fading channel, OFDM technology uses
a technique that consists to insert a GI (Guard Interval) [5] or
CP (Cyclic Prefix) of duration Tg . The duration of CP should
be greater than or equal to the maximum spread of the channel
impulse response τmax. The CP is usually a copy of the last
portion of an OFDM symbol. Therefore, the useful part Ts
of each OFDM symbol will no longer be affected by the
ISI. The total duration of the OFDM symbol is Ttot = Ts+Tg .

Furthermore, MIMO is a wireless technology that uses
multiple transmit antennas (Nt) and multiple receive antennas
(Nr) to transmit data at the same time. Several applications,
based on MIMO technology, have been proposed in various
communication standards as WiFi (Wireless Fidelity), WiMax
(Worldwide Interoperability for Microwave Access), HSPA+
(evolved High-Speed Packet Access), 3rd and 4th generation
of mobile network and LTE. MIMO is based on two main
techniques [6], [7]: Spatial Multiplexing techniques (SM) and
Spatial Diversity techniques (SD).

1) Spatial Multiplexing technique (SM): The spatial mul-
tiplexing technique transmits independent data streams,
over different antennas, in order to increase the transmis-
sion data rates in a given frequency bandwidth. MIMO
systems are mainly used to increase the flow of wireless
communications. Foshini et al. [8] and Telatar [9] have
shown that the theoretical capacity of the MIMO channel,
with Nt transmit antennas and Nr receive antennas, in-
creases linearly with min(Nt, Nr). The channel capacity
of a MIMO system is defined by the equation (1) [8], [9]:

C = log2

[
det

(
INr

+
ρ

Nt
HH†

) ]
bps/Hz. (1)

with
• Nt : Number of transmit antennas.
• Nr : Number of receive antennas.
• INr

: Identity matrix Nr ×Nr.
• (.)† : Conjugate transpose.
• H : MIMO channel matrix Nt ×Nr.
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• ρ =
P

No.B
: Signal to noise ratio (SNR).

• P : Total transmitted power.
• N0 : Power Spectral Density (PSD).

2) Spatial Diversity technique (SD): Spatial diversity
technique consists of sending the same data stream
simultaneously on different transmit antennas. At the
receiver, several versions of the signal are received and
combined on each of the antennas. This combination
reduces the attenuation of the signal and compensates
the effect of fading channels. This diversity requires to
make use of STC (Space-Time Codes) such as Alamouti
codes [10] or trellis codes [11]. Spatial diversity has good
efficiency when the MIMO sub-channels are decorrelated
to each other. Furthermore, when the number of transmit
antennas increases, the power of the received signal
increases, thereby improving the detection of received
signal.

In this paper, we will focus on spatial diversity technique
using STBC (Space-Time Block Code) with Alamouti [10]
encoder.

One of the main challenges for MIMO-OFDM system is
the synchronization between transmitter and receiver. Two
types of synchronization are necessary, the frequency and
the timing synchronization. The frequency synchronization
is based on the detection of the frequency offset between
the transmitter and the local oscillator at the receiver [12].
The CFO (Carrier Frequency Offset) is presented due to
the Doppler effect or the difference between the frequency
between transmitter and receiver in MIMO-OFDM systems.
In the other hand, timing synchronization is divided into two
parts: the coarse timing synchronization detects the arrival
of the OFDM frame and the fine timing synchronization
is needed to detect the beginning of OFDM symbols on
each frame. The timing synchronization is very important
on each communication system and it is important to have
a robust algorithm to estimate the timing synchronization in
order to detect the start of each OFDM frame and symbol.
In this paper, we focus on the timing synchronization in
MIMO-OFDM systems.

In the literature, several synchronization approaches have
been proposed for OFDM and MIMO-OFDM systems [13]–
[17]. The main idea is the use of good synchronization
preamble, at the transmitter, in order to detect the packet
arrival, at the receiver.

In this paper, we propose a novel preamble structure
for timing synchronization in MIMO-OFDM systems
using CAZAC (Constant Amplitude Zero Auto-Correlation)
sequences. The CAZAC sequences [18] are a class of
complex-valued sequences with cyclic autocorrelation equal

to zero. The main characteristics of CAZAC sequences
are their zero auto-aorrelation; it means that a CAZAC
code is always orthogonal with its cyclic shifted versions.
Furthermore, they have a constant amplitude. The main
benefits of CAZAC sequences are the reduction of ISI and
they avoid interferences between multiple antennas. As a
result, CAZAC sequences are regarded as preamble for timing
synchronization in MIMO-OFDM systems.

This paper is organized as follows. Section II briefly de-
scribes the MIMO-OFDM system structure based on STBC
code. Related work are presented in Section III. Section IV
introduces the criteria to select a good synchronization se-
quences. The proposed method and preamble structure are
presented in Section V. Simulation results and conclusion are
given in Sections VI and VII, respectively.

II. SYSTEM MODEL

Like any telecommunications system, MIMO-OFDM sys-
tem consists of a transmitter, a channel, and a receiver. The
transmitter generates OFDM symbols which are modulated
using QAM (Quadrature Amplitude Modulation). The OFDM
symbols are transmitted over multiple antennas using space
time coding block (STBC) [10], [19]. The STBC is a technique
to transmit multiple copies of a data stream across Nt transmit
antennas in a MIMO system. It exploits the spatial diversity
and increases the reliability of transmission. This type of code
is divided into three main approaches [19]: OSTBC (Orthog-
onal Space-Time Block Codes), NOSTBC (Non-Orthogonal
Space-Time Block Codes) and QSTBC (Quasi-Orthogonal
Space-Time Block Codes). Our approach is based on the
STBC using Alamouti code [10].

A. MIMO-OFDM System

Figure 1 presents a MIMO-OFDM system with Nt transmit
antennas, Nr receive antennas and Nsc subcarriers per
transmit antenna. The data block is used in order to generate
the bitstream, then a serial/parallel (S-to-P) converter is
used to distribute the datastream to the QAM modulator
(Sub carrier mapping). This modulator maps the bit stream
according to the 32-QAM modulation. The QAM symbols
are then introduced into a STBC encoder. Then, we apply the
IFFT to generate the OFDM symbols. A cyclic prefix block
(Add CP) consist to insert a guard interval between successive
OFDM symbols, which the last TG seconds of each symbol
is appended to the beginning of each OFDM symbol. The CP
is used in order to minimize the ISI and it will be removed
at the receiver before to the FFT. The synchronization block
is used in order to insert the synchronization preamble at the
beginning of each OFDM frame. Two different approaches
are presented, the synchronization preamble is appended in
frequency domain or in time domain. In this paper, we focus
on the first approach. In [20], we proposed another method
that generates the synchronization preamble in time domain.
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Fig. 1: Transmission system MIMO-OFDM-STBC

The transmitted signal si on each transmit antenna Ti is
given by:

si(t) =
1√
Nsc

Nsc−1∑
k=0

<e
{
xke

j.2π.fk.t
}

(2)

where xk is the symbol on the frequency fk.

The second part of MIMO-OFDM system is the receiver.
The first block after the analog to digital converter (ADC) is
the timing synchronization block. After a good timing synchro-
nization, the cyclic prefix of each OFDM symbol is eliminated.
The signal returns back into frequency domain thanks to
FFT block. The equalization is used in order to fight the ISI
problem, which is created by multipath fading channels, taking
into account the channel estimation coefficients. The estimated
symbols are decoded and combined by the STBC decoder.
Then, a QAM demodulator is used to demodulate and recover
the binary information. The parallel/serial (P-to-S) converter
allows to reformatting the binary bit stream.

B. Channel Model

The transmitted signal reaches the receiver over different
paths due to the multipath channel. The channel between the
transmit antennas Ti and receive antenna Rj , i ∈ {1, Nt} and
j ∈ {1, Nr}, is given by:

H(t) =

L∑
l=1

Hlδ(t− τl) (3)

where Hl are the matrix coefficients of the lth path. This
matrix is Nt×Nr. δ is a pulse function and L is the maximum
number of multipaths. Hl is given by:

Hl =


hl1,1 hl1,2 . . . hl1,Nr

hl2,1 hl2,2 . . . hl2,Nr

...
...

. . .
...

hlNt,1
hlNt,2

. . . hlNt,Nr

 (4)

C. Received signal

The received signal rj on each receive antenna Rj is given
by:

rj(t) =

Nt∑
i=1

L∑
l=1

(
hlij(t).si(t)

)
+ wj(t) (5)

where si is the transmitted signal on the transmit antenna Ti,
wj is the additive white Gaussian noise (AWGN) and hlij
represents the corresponding channel between Ti and Rj .

The matrix representation of the received signal is given by:
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
r1
r2
...
rNr

 =


H1,1 . . . H1,Nr

H2,1 . . . H2,Nr

...
. . .

...
HNt,1 . . . HNt,Nr

×


s1
s2
...
sNt

+


w1

w2

...
wNr


(6)

III. RELATED WORK

In the literature, several synchronization approaches have
been proposed for OFDM and MIMO-OFDM as shown in
Section I. The most of the synchronization methods are
preamble based.

Authors in [21] provides a method for timing and frequency
synchronization for a MIMO-OFDM system using the LS
(Loosely Synchronous) codes to detect the beginning of each
received frame. LS codes have a good autocorrelation and
cross-correlation functions within certain vicinity of the zero
shifts. In this method, the synchronization process is divided
into four steps. The first step is to estimate the coarse timing
synchronization and, the second step is to estimate the coarse
frequency synchronization. The third step detects the OFDM
symbols and estimates the channel using the LS codes, the
fourth step is for the fine frequency estimation. Furthermore,
the structure of preambles used in the process is relatively
complex.

Authors in [22] proposed a timing synchronization
method based on OVSF (Orthogonal Variable Spreading
Factor). Simulations results are done using MISO (Multiple
Input-Single Output) systems 2 × 1. The length of each
OFDM symbol is 256, and the length of the CP is 32. A
synchronization preamble is appended at the beginning of
each OFDM frame, this preamble has the same length as the
CP. For MISO-OFDM systems 2 × 1, the timing acquisition
probability is 1 for SNR ≥ −5 dB. The synchronization
preamble for this method is appended in the time domain,
this is the main drawback of this method. With such
implementation, authors need an extra block to insert the
preamble, while, in frequency domain we do not need any
extra block thanks to IFFT.

Based on our proposed approach, a compact preamble
design for synchronization in distributed MIMO-OFDM
systems has been proposed in [23]. The authors have
designed training symbols based on exclusive subband,
where different adjacent subbands are spaced by guard
bands to reduce their mutual interference. In [23], authors
propose a compact preamble structure that has the same
length as an OFDM symbol. This preamble, based on
CAZAC sequences, is carried by a different subbands. The
simulation results shown that for a MISO-OFDM (3× 1), the
acquisition probability for timing synchronization is 70% for
an SNR = 5 dB. In this work, we compare the simulation
results of our proposed [1] with those of the method proposed

by Chin-Liang et al [23].

The proposed method in [23] has several limitations such
as the complexity of the structures to generate the synchro-
nization preambles for a large number of transmit antennas.
In [23], when the number of transmit antennas increases, the
size of sub-bands should be reduced to take into account all
transmit antennas. Therefore, at the receiver, the probability of
synchronization decreases due to the length of synchronization
sequence.

IV. SELECTION CRITERIA FOR SYNCHRONIZATION
SEQUENCES

Most of timing synchronization methods are based on
preamble approach. They consist in sending a synchronization
preamble at the beginning of each OFDM frame. The main
characteristic of synchronization preamble is to have good
autocorrelation and cross-correlation properties in order to
detect a correlation peak as closed as possible to a Dirac pulse.
On the other hand, the synchronization preambles should be
orthogonal to eliminate the interferences between preambles
at simultaneous transmissions in MIMO systems. The main
sequences used in the state of art are listed below.

A. Gold sequences

Gold sequences have been proposed by Robert Gold in
1967 [24]. These sequences are constructed by two PN (Pseu-
dorandom Noise) sequences of the same length. The XOR (⊕)
is the operation to generate Gold sequences. Let x and y be
two PN maximum length sequences of the length LC = 2l−1.
The set Sgold(x, y) of Gold sequences is given by:

Sgold(x, y) = {x, y, x⊕ y, x⊕ T−1y, . . . , x⊕ T−(LC−1)y}
(7)

where T−p is an operator of cyclic shifts of p values to the
left.

The cross-correlation peak of some periodic Gold sequences
take one of the three possible values −1, −t(l) or t(l) − 2,
where t(l) is given by:

t(l) =

{
2(l+2)/2 + 1 if l is even
2(l+1)/2 + 1 if l is odd

(8)

The disadvantage of Gold sequences is inter-code interfer-
ence due to high cross-correlation. In this paper, the syn-
chronization preamble is appended at the beginning of each
OFDM frame and is transmitted aperiodic. Therefore, the
autocorrelation and cross-correlation functions of aperiodic
Gold sequences are shown in Figure 2 where index represents
indices at which the correlation was estimated.

B. Walsh-Hadamard code

Walsh-Hadamard code are built recursively from a 2 × 2
Hadamard’s matrix [25]. These codes are orthogonal and
bipolar, where the Hadamard’s matrix is given by:
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Fig. 2: Autocorrelation and cross-correlation of Gold se-
quence, LC = 63

H2 =

[
1 1
1 −1

]
, . . . ,H2k =

[
H2k−1 H2k−1

H2k−1 −H2k−1

]
= H2 ⊗H2k−1for2 ≤ k ∈ N (9)

where ⊗ denotes the Kronecker product.
An Hadamard matrix Hn satisfies the following property:

Hn.H
T
n = nIn

where HT
n is the conjugate transpose of Hn and In is a n×

n identity matrix. The autocorrelation and cross-correlation
functions of Hadamard sequences are shown in Figure 3.

C. CAZAC sequences

The CAZAC (Constant Amplitude Zero Auto-Correlation)
sequences [26] are a class of complex-valued sequences with
cyclic autocorrelation equal to zero. CAZAC sequences are
characterized by their constant amplitude and their correlation
function. The cross-correlation function between two different
CAZAC sequences is near to zero and the autocorrelation
function is as δ. Let xu(k) be a CAZAC sequence of length
LC , xu(k) is given in equation (10):

C(k) =


e
j

πMk(k + 1)

LC


if LC is odd

e
j

πMk2

LC


if LC is even

(10)

where LC = 2n is the length of the CAZAC sequence, n ∈ N,
M ∈ N is a prime number with LC and k ∈ {0, LC − 1} is
the index of the sample.
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Fig. 3: Autocorrelation and cross-correlation of Hadamard
sequence, LC = 64

Let c(m) be the corresponding of C(k) in the time domain
after the IFFT. It should be noted that c(m) is also a CAZAC
sequence of length LC [27]. This sequence c(m) is given by
the equation (11):

c(m) =
1

LC

LC−1∑
k=0

C(k).e
j

(
2π

LC

)
mk

,m ∈ [0, LC − 1] (11)

The autocorrelation and cross-correlation functions of
CAZAC sequences are shown in Figure 4.
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D. Selection criteria

Both Gold and Hadamard sequences have good correlation
functions, but Gold sequences have a high value for their cross-
correlation function, while for some Hadamard sequences, the
autocorrelation function has secondary correlation peaks. In
the other hand, and as shown in Figure 4, CAZAC sequences
have a good autocorrelation and cross-correlation functions.
In this paper, our work was focused on the use of CAZAC
sequence as synchronization sequences in the synchronization
preamble with different structures.

V. PROPOSED METHOD FOR TIMING SYNCHRONIZATION

In this section, we present our timing synchronization
method based on CAZAC sequences. We define, in this
section, C as a CAZAC sequence of length LC , where:

LC = LFFT /2 (12)

LFFT is the size of the FFT and −C∗ is the minus
conjugate of C of length LC . This approach is based into
two structures.

A. First preamble structure

The proposed timing synchronization structure, in this
section, relies on sending a preamble structure performed in
the frequency domain, as shown in Figure 5.

࢏૙࡯ ࢏૚࡯ ∗࢏૙࡯−  ࢀࡲࡲࡸ࡯               ∗࢏૚࡯− 
૛ ି૚

࢏ ࢀࡲࡲࡸ࡯− 
૛ ି૚

∗࢏  

        …………………..      

 

Fig. 5: General preamble structure in frequency domain for
the first structure

In Figure 5, each preamble contains a CAZAC (C) sequence
mapped on the odd subcarrier, in frequency domain, and
the −C∗ is mapped on the even subcarrier. Let Xi

u(k) be
the preamble that appended at the beginning of each OFDM
frame in frequency domain on the ith transmit antenna. This
preamble can be given by the following equation:

Xi
u(k) =


Ci
(
k

2

)
if k mod 2 = 0

−Ci∗
(
k − 1

2

)
if k mod 2 6= 0

(13)

where k ∈ {0, LFFT − 1} and LFFT = 2.LC .

Figure 6 presents the real and the imaginary parts of the
synchronization preamble in time domain. The combination
of a CAZAC sequence C with −C∗ gives a time-domain
complex envelope form that have a good autocorrelation
and cross-correlation functions. This combination does not
destroy the orthogonality between subcarriers, and it retains

Fig. 6: Real and imaginary parts of the first preamble structure
in time domain

the orthogonality between different preambles over different
transmit antennas.

Figure 7 presents the autocorrelation and the cross-
correlation of the proposed preamble in time domain. This
preamble shows a good correlation function in order to detect
the timing synchronization peak.

Figure 8 represents different CAZAC sequences transmitted
over different transmit antennas. The term Cik is the sample
of the CAZAC sequence carried by the kth subcarrier and
transmitted by the transmitting antenna Ti. The proposed
method can be applied regardless of the number of transmit
or receive antennas.
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Fig. 7: Autocorrelation and cross-correlation functions of the first preamble structure (LFFT = 1024)
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B. Second preamble structure

The second preamble structure is based on the first preamble
structure, where the preamble is divided into two parts of

length LC each one. The first part contains a complete
CAZAC sequence C, where the second part contains the minus
conjugate of C denoted −C∗. Different CAZAC sequences
are transmitted over different transmit antennas. This preamble
structure is presented in Figure 9 in frequency domain.
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Fig. 9: General preamble structure in frequency domain for
the second structure

The autocorrelation and cross-correlation functions of this
preamble in time domain are presented in Figure 10. The
autocorrelation function of this preamble has a secondary
peak at 30% of the normalized autocorrelation peak.

Let Xi
u be the preamble sent on the ith transmit antenna,

the equation of this preamble in frequency domain is given
by:

Xi
u(k) =

C
i(k) if 0 ≤ k ≤ LC − 1

−Ci∗(k − LC) if LC ≤ k ≤ LFFT − 1
(14)
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Fig. 10: Autocorrelation and cross-correlation functions of the second preamble structure (LFFT = 1024)

VI. SIMULATIONS RESULTS

The simulations have been done, in both AWGN channel
and multipaths fading channel, to evaluate the performance of
our proposed preamble against previous proposed preamble.

A. Simulation parameters

A SISO-OFDM (Single Input-Single Output) and MIMO-
OFDM systems up to 8 × 8 transmit and receive antennas
were simulated. An OFDM system with 512 and 1024 sub-
carriers (LFFT = 512, LFFT = 1024 resp.) was considered
in Rayleigh multipath fading channel with 6 paths sample-
spaced with Ts (Sampling Time), suggested by the IEEE
802.11 Working Group [28]. The simulation parameters are
summarized in the following Tables I and II.

TABLE I: Simulation parameters

Simulation Parameters Value
MIMO up to 8× 8
FFT/IFFT Length 1024 & 512
Cyclic Prefix Length LFFT /4
Channel Type Multi-path Rayleigh and AWGN

channel
Sequences CAZAC
Length of orthogonal code LC LFFT /2
Number of synchronization symbol 1
Number of channel taps between
different antennas

6

SNR over all the OFDM Frame from 0dB to 25dB

TABLE II: The average power profile of the multipath Rayleigh channel model

Propagation delay between differ-
ent multipath

[0.Ts, 1.Ts, 2.Ts, 3.Ts, 4.Ts,
5.Ts]

The power of each multipath [0.8111, 0.1532, 0.0289, 0.0055,
0.0010, 0.0002]

B. Timing synchronization

In order to detect the timing synchronization peak, a correla-
tion functionRrj ,seqj between the received signal rj [equation
(5)] and the local sequence seqj at the receive antenna Rj is
applied in time domain. Due to the distribution of CAZAC se-
quence C and −C∗ in each preamble, the correlation between
received signal and the local sequence may give a high peak’s
value. The correlation function is calculated as:

Rrj ,seqj (n) =

L∑
n=1

[rj(n) ∗ seqj(n− τ)] (15)

where n is the index of the sample.

By correlating the received signal rj with a local sequence
seqj at each receive antenna Rj , a timing synchronization
estimate ( ˆindn) is given by:

ˆindn = argmax
n
{‖Rrj ,seqj (n)‖} (16)

The ˆindn is the timing estimate where n is considered as
the coarse timing synchronization point. By shifting the FFT
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window, we can find the fine timing synchronization or the
beginning of the OFDM symbols on each frame.

C. Simulation results for the first preamble structure

The first preamble structure, presented in Section V, were
simulated using the simulation parameters in Tables I and II.
The probability of successful timing frame synchronization
PSY NC is evaluated in Figures 11 and 12. They show
the acquisition probability for different OFDM systems
(SISO-OFDM, MIMO-OFDM up to 8 × 8), using CAZAC
sequences. The lengths of preamble are 1024 and 512,
respectively (LFFT = 1024, LFFT = 512 resp.).

Figure 11 shows that the system has achieved a
synchronization probability over 95% at an SNR = −5dB
for both SISO-OFDM and MIMO-OFDM 2 × 2 systems.
For a MIMO-OFDM 4 × 4 system the PSY NC > 97% at an
SNR = 0 dB. On the other hand, for MIMO-OFDM 8 × 8
system, the acquisition probability PSY NC reaches 90% at
an SNR = 0 dB.

In Figure 12 and for LFFT = 512, it should be mentioned
that the acquisition probability PSY NC is greater than 99%
for both SISO-OFDM and MIMO-OFDM 2 × 2 systems at
an SNR = −5 dB, and PSY NC > 90% for MIMO-OFDM
4 × 4 system at an SNR = 0 dB. For MIMO-OFDM 8 × 8
system the PSY NC reaches 80% at an SNR = 3 dB.

For MIMO-OFDM systems, the limitations of all timing
synchronization methods, are the number of transmit antennas
and the length of the synchronization preamble.
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Fig. 11: Timing synchronization performance of the first
proposed approach (LFFT = 1024)
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Fig. 12: Timing synchronization performance of the first
proposed approach (LFFT = 512)

The simulation results of our proposed method (Figure 11)
shows a good performance in terms of timing synchronization
acquisition probability for MIMO-OFDM system up to 8× 8,
with a preamble length equal to 1024. A degradation of
performances in term of PSY NC (Figure 12) is observed
when the length of preamble is smaller than the length
used in Figure 11. The degradations of PSY NC , for a large
number of transmit antennas, are due to the length of the
synchronization preamble. Otherwise, at the receiver, as the
length of the preamble is longer then the probability of timing
synchronization is higher.

In Figure 13, we compared the performance between our
proposed approach and the synchronization scheme in [23].
Based on simulation parameters presented in Tables I and
II, our proposed method has a good performance against
those obtained by [23]. Furthermore, this figure shows that
the acquisition probability PSY NC of our proposed method is
greater than 90% for a SNR > 3 dB for both MIMO-OFDM
2× 2 and 3× 3 systems, while the method proposed in [23],
shows that the acquisition probability is between 50% and
75% for a SNR > 3 dB. On the other hand, and for
both MIMO-OFDM 2 × 2 and 3 × 3 systems, our method
presents a perfect timing synchronization for a SNR > 10 dB.

D. Simulation results for the second preamble structure

This section presents the simulation results for the second
preamble structure presented in Section V. This simulation
are performed using the simulation parameters in Tables I
and II.
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Fig. 13: Comparisons between the first proposed approach and
subband-based preamble proposed in [23]

The timing acquisition probability PSY NC for different
size of FFT (LFFT = 1024 and LFFT = 512) is shown in
Figures 14 and 15, respectively.

Figure 14 shows that for a LFFT = 1024 and a
SNR ≥ −5 dB, the acquisition probability PSY NC is
greater than 95% for both SISO-OFDM and MIMO-OFDM
2 × 2 systems. Otherwise, the synchronization probability
is perfect from a SNR ≥ 5 dB for the sam systems. On
the other hand, for a MIMO-OFDM 4 × 4 system the
PSY NC is greater than 96% for a SNR ≥ 0 dB, and its
equal to 1 for a SNR ≥ 15 dB. Therefore, the acquisition
probability for MIMO-OFDM 8× 8 system, reaches 90% for
an SNR > 2 dB.

In Figure 15, the simulation results are performed with
an LFFT = 512. This figure shows that the acquisition
probability PSY NC is greater than 99% for both SISO-
OFDM and MIMO-OFDM 2×2 systems at an SNR = 0 dB,
and PSY NC > 90% for MIMO-OFDM 4 × 4 system at an
SNR = 0 dB. For MIMO-OFDM 8 × 8 system the PSY NC
reaches 90% at an SNR = 13 dB.

Other simulations are performed to compare our second
proposed approach with the method proposed in [23], using
the same simulation parameters of Tables I and II. Results are
shown in Figure 16. In this figure, the size of the preamble
is LFFT = 256. As shown in this figure, the timing synchro-
nization acquisition probability for our proposed approach is
better than the proposed method in [23].
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Fig. 14: Timing synchronization performance of the second
proposed approach (LFFT = 1024)
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Fig. 15: Timing synchronization performance of the second
proposed approach (LFFT = 512)

E. Performance of our proposed approach

In this section, we present a comparaison between our
proposed approach, in order to find the most efficient among
them. In the Figure 17, we obtained acquisition probability
of our proposed approaches for MIMO-OFDM system 4× 4,
and using the simulation parameters of Tables I and II.
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Fig. 16: Comparisons between the second proposed approach
and subband-based preamble proposed in [23]
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Fig. 17: Comparisons between the first and the second pro-
posed approach for MIMO-OFDM system 4× 4

The two approaches present a good timing synchronization
acquisition probability at a low SNR. On the other hand,
the acquisition probability of the first approach is perfect for
an SNR ≥ 10 dB, while its equal to 99% for the second
approach for the same SNR. Therefore, the first approach
presents a high performances versus the second approach. This
performance is due to the good correlation function of the

synchronization preamble.

VII. CONCLUSION

One of the main challenges in a MIMO-OFDM system
is the detection of the beginning of the received OFDM
frames, this step called timing synchronization. The most of
the timing synchronization methods are preamble based. In
this paper, we proposed a novel compact preamble structure,
in order to detect the timing frame synchronization. This
structure is divided into two approaches. At the transmitter,
a synchronization preamble is appended at the beginning
of each OFDM frame. This preamble is based on CAZAC
sequences, where those sequences have a good autocorrelation
and cross-correlation functions.

At the receiver, and due to this combination, the correlation
function between received signal and a local sequence
shows a good frame detection with a large number of
transmit antennas up to 8 × 8. In comparison to the subband
preamble based proposed by [23], our timing synchronization
approaches present a better timing frame synchronization
at a low SNR. Finally, we present the performance of
our approaches, we find a few degradation of performance
between our two approaches due to the correlation functions
of different preambles structure. Our approaches can be
implemented in MIMO-OFDM systems, with a large number
of transmit antennas.

Even though there is still a large number of open research
problems in the area of MIMO-OFDM systems. The proposed
methods in this paper are presented for timing synchronization
for such systems. Hence, it will be interesting to see the
performance of our approach for frequency synchronization.
Future work will assess, also, the performance of our approach
in other communications systems.
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Abstract—In amateur radio applications, voice activity detection
(VAD) algorithms enable hands-free, voice-operated transmis-
sions (VOX). In this paper, we first review a recent hybrid VAD
algorithm, which was developed by combining features from
two legacy speech detection algorithms long used in amateur
radio applications. We then propose a novel VAD algorithm
whose operating principles are not restricted to those of legacy
approaches. The new method employs two key features. The first
feature, called sub-band variance ratio, is the ratio of energies
calculated over a low-frequency region and over the rest of
the spectrum of the input audio signal. The second feature,
called temporal formant density, is a running N-frame sum of
the number of low-bandwidth formants over a low-frequency
region. Both features are shown to yield low values for non-speech
segments and relatively high values for speech segments. A two-
state decision logic that uses these two features is employed to
make frame-by-frame VAD decisions, which are then used in the
VOX function for amateur radio transmissions. The proposed
new method is compared against the hybrid method using
both a simple objective measure involving comparisons against
manually derived true VAD data and a subjective pairwise
comparison listening test, over audio signal data from amateur
radio transmissions at various signal-to-noise ratios. The results
from these comparison tests show that the new method provides a
better overall performance than the hybrid method. In summary,
a new VAD/VOX algorithm for amateur radio applications is
proposed that offers performance benefits over existing methods.

Keywords—voice activity detection; VAD; voice-activated
switch; voice-activated transmission; VOX.

I. INTRODUCTION

As technology has progressed, speech processing algorithms
have found ubiquitous deployment within consumer electron-
ics. In many of these algorithms, Voice Activity Detection
(VAD) plays an important role in increasing overall perfor-
mance and robustness to noise. Amateur radios, digital hearing
aid devices, speech recognition software, etc. are common
examples of speech processing applications that employ VAD
[1]–[3]. Precise discrimination between speech and non-speech
allows, for example, an algorithm to capture, characterize, and
update an accurate noise profile for adaptive noise cancellation
[4]. The integrity of silence compression in discontinuous
transmission schemes also relies upon the accuracy of VAD
algorithms. Speech coding, speaker recognition, and speech
enhancement are all examples of VAD applications [4]–[10].

VAD schemes with basic energy level detection can provide
satisfactory performance at high signal-to-noise ratios (SNRs),
but often perform poorly in noisy conditions. More robust
VAD methods have been developed, which consider statistical
features beyond average energy such as long-term spectral di-
vergence [3] or multiple-observation likelihood ratio tests [11].
In 2012, Gonzalez and McClellan [1] published a VAD scheme
that performs well in noisy environments while maintaining
low computational complexity. Their algorithm specifically
targets voice-activated transmission (VOX) applications.

A VOX is an amateur radio application that allows hands-
free switching between the operating modes of a transceiver. A
radio transceiver with a push-to-talk operating scheme requires
a physical ’transmit’ button to be pressed and held for the
duration of the transmission, whereas a VOX automatically
activates ’transmit’ mode upon detection of an operator’s
voice. It then disables ’transmit’ mode after observing a
sufficient interval of non-speech.

In designing the VAD algorithm, Gonzalez and McClellan
emulated a well-known legacy hardware approach to VOX,
and then rectified its deficiencies by incorporating ideas from
a complementary digital approach. The resulting hybrid al-
gorithm was then tested in the context of amateur radio
transmissions and was found to exhibit a higher robustness
to noise than its legacy constituents, without an increase in
computational cost.

Motivated by the success of the hybrid algorithm, this
research investigates the design of a new VOX/VAD algorithm
whose operating principles are not restricted to those of legacy
devices. Instead, features for speech detection in the new
algorithm are extracted from linear prediction coefficients
and spectral sub-band energy analysis. Both algorithms tar-
get amateur radio applications, and are therefore compared
to one another using audio stimuli captured from amateur
radio transmissions. Quantitative evaluations of their relative
performance were performed across multiple SNRs with both
objective and subjective methods. For the remainder of this
discussion, the algorithm by Gonzalez and McClellan will be
referred to as the “hybrid algorithm,” and the new algorithm
will be referred to simply as the “new algorithm.” Performance
comparisons show that the new algorithm has better overall
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performance than the hybrid algorithm.
It is worth emphasizing that our goal in this work has been

to develop a VAD algorithm specifically for use with VOX
transmission for amateur radio application. In this application,
a speech transmission decision is made only after a frame
has been declared as speech, and the decision to stop speech
transmission is made only after a sufficient number of frames
have been declared as non-speech. Therefore, for effective
VOX transmission, it is not necessary that VAD decisions are
made accurately every single frame. Because of the inherent
delay in switching from transmit to no-transmit decision mode,
occasional frame VAD errors are not significant and do not
impact the effectiveness of the VOX transmission system. For
this reason, the new algorithm is not compared to industry
standard VAD implementations.

In Section II, the theoretical backgrounds behind the hybrid
algorithm and the new algorithm are discussed. The legacy
VAD approaches used in designing the hybrid algorithm are
explained. The operating principles behind the new algo-
rithm are described mathematically and shown graphically.
In Section III, two methods used to compare the algorithms’
performances are explained. One method is comprised of an
objective performance measurement, and the other method is
a subjective listening test. The results of the comparisons
are given and discussed. The new algorithm was found to
achieve equal or better performance under the majority of
tested conditions. In Section IV, areas of further research are
presented.

II. THEORY OF OPERATION

In a VAD paradigm an input audio signal can be generalized
to fall into one of three categories at any given instant: noise
(Eq. (1)), noise and voiced speech (Eq. (2)), or noise and
unvoiced speech (Eq. (3)).

y(n) = q(n), (1)

y(n) = q(n) + v(n), (2)

y(n) = q(n) + u(n), (3)

where q(n) represents noise, v(n) is voiced speech, and u(n)
is unvoiced speech. Distinguishing audio signals best modeled
by Eq. (1) from those characterized by Eq. (2) or Eq. (3) is
the goal of VAD.

In a general sense, speech is a statistically non-stationary
signal. That is, its statistical description changes with time.
However, a finite number of speech samples observed over a
sufficiently short time period will exhibit wide-sense stationary
statistical behavior [12]. To exploit such behavior for speech
processing, an observed frame of audio samples must be short
enough for meaningful statistical analysis but long enough to
capture vocal features of interest. A detailed description of
the two VAD/VOX algorithms is presented in the following
subsections.

Figure 1. A high-level diagram of the MICOM algorithm, reprinted with
permission from [1].

A. Hybrid Algorithm

The hybrid algorithm’s operational theory proceeds from a
combination of techniques found in two legacy VAD schemes.
The first scheme is a hardware-driven approach developed by
Motorola in the 1970s [13]. This circuit, which we refer to
as the “MICOM” implementation, was popular with amateur
radio enthusiasts since it provided a simple and easily im-
plemented speech detection subsystem. The MICOM VOX
continuously monitors a specified channel, suppressing non-
speech noise in the idle channel while allowing detected
speech signals to activate transmission. MICOM-like circuits
exploit the syllabic rate of human speech (about 3 syllables
per second) and include a detector for short-term frequency
modulation, which is characteristic of voiced speech. The main
components of the MICOM implementation include a high
gain amplifier, a trigger circuit to produce constant width
pulses, a 3.25 Hz low-pass filter, comparators, and timing
circuitry to create hysteresis on the output “voicing” signal.

To implement MICOM features into the hybrid algorithm,
a SPICE variant (Multisim [14]) was used to analyze and ac-
curately decompose MICOM’s functional components. These
functional components were then duplicated using a simulation
package (Simulink [15]) to model the subsystems via signal
processing algorithms. Fig. 1 depicts a high-level block dia-
gram of the MICOM algorithm.

Detailed descriptions of the individual blocks in Fig. 1 are
given in [1], [13]. Briefly, the bandpass filter BPF extracts
the voiceband part of the input audio signal; the Limiter
and Trigger Circuit amplifies all non-zero samples to extreme
saturation levels as a means of zero-crossing detection and
generates a steady stream of uniform-width pulses, one per
zero-crossing; the LPF and Phase Splitter block uses a 3.25
Hz low-pass filter to extract the syllabic rate envelope and
a phase splitter to separate the signal into “top phase” and
“bottom phase” voltages; the Detectors declare a detection
event if either of these phase voltages is above a manually-
set threshold; and finally, the Output Switch causes a single
detection event to lead to a one-second holdover, using a
timing capacitor, thereby avoiding “drop-outs” in the middle
of active speech.

The second technique that influenced the design of the hy-



36

International Journal on Advances in Telecommunications, vol 7 no 1 & 2, year 2014, http://www.iariajournals.org/telecommunications/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Figure 2. A high-level diagram of the Harris algorithm, reprinted with
permission from [1].

brid algorithm is a software-driven single-lag-autocorrelation
process published by Harris Corp. in 1991 [16], which we
refer to as the “Harris” algorithm. The Harris algorithm has
several useful features for robust speech detection. However,
in a complete implementation it may be lacking key features
that are provided very effectively by aspects of the MICOM
system. A block diagram of the Harris system is shown in Fig.
2.

The system incorporates a fixed delay and a multiply oper-
ation, which essentially computes a running autocorrelation at
a single predetermined lag, according to Eq. (4).

ACF (l) =
∑
n

XnX̄n−l (4)

The output from this delay and multiply operation is fed
into a simple low-pass filter implemented as an accumulator.
The resulting low-frequency component of the running auto-
correlation is then compared to a threshold β to determine
the presence of speech. The effect of the Harris approach is
to detect strong, stable correlations around the predetermined
lag value, which is related to pitch frequency.

Although the MICOM and Harris systems have advantages,
they both also have shortcomings. The MICOM circuit is
robust and simple to implement in an analog system, but some
subtleties of modeling analog phenomena make it less stable
and more difficult to implement directly in a discrete time
system. The Harris algorithm performs well in detecting the
onset of speech, but is inconsistent during active speech seg-
ments. The detector output has many false negatives (namely,
non-speech) within active speech, and the resulting audio is
choppy and incomprehensible. When the threshold is lowered
to prevent these drop-outs, the same results occur during
silence intervals since the noise creates a high enough output
to repeatedly trigger a detect event.

The idea of detecting strong correlations around a prede-
termined lag value used in the Harris approach is valuable,
but by itself it does not provide a reliable system. The hybrid
implementation described here uses aspects of the MICOM
system to address these problems.

A high-level diagram of the hybrid algorithm is shown in
Fig. 3.

Each of the hybrid algorithm blocks is explained below:
• Bandpass Filter (300-700 Hz): The BPF provides the

same function as the BPF in the MICOM circuit but the

Figure 3. A high-level diagram of the hybrid algorithm, reprinted with
permission from [1].

voiceband is decreased so that processing is done on more
selective data.

• Delay and Multiply: Extracts short term periodicities in
filtered audio. The chosen delay of 50 samples at a sam-
pling frequency of 8000 Hz provides smooth operation
and sufficient sensitivity.

• MICOM Low-pass Filter: Instead of using a simple ac-
cumulator, the 3.25 Hz low-pass filter from the MICOM
circuit is used to extract syllabic rate information from
the delay and multiply block. This filter also provides
a much sharper cut-off, eliminating unwanted frequency
components that interfere with the estimation in the
Harris algorithm.

• Derivative and Absolute Value: The derivative converts
the slowly changing output of the LPF into a more
defined and faster changing waveform, which increases
the tolerance and sensitivity of the threshold. Since the
output of the LPF contains information about the changes
in syllabic rate, like the phase splitter subsection of the
MICOM circuit, both positive and negative deviations are
important. The absolute value allows a single threshold
to consider both deviations.

• Threshold Calculation: Removes the need for manual
setting of the threshold value. To accomplish this, when-
ever speech is not detected, the energy of the noise
is continuously calculated and the baseline threshold is
established according to this changing energy level. This
allows detection in varying noise floors.

• Modified MICOM Output Switch: Forces a holdover
period following a detection event. Instead of using a
1.0s holdover (as in the MICOM circuit) the hybrid
algorithm uses a 0.25s holdover, which minimizes drop-
outs during active speech without overly extending the
detection period.

The performance of the hybrid algorithm was compared
against the MICOM system and the Harris algorithm in [1].
The hybrid algorithm was shown to exceed the performances
of the Harris algorithm as well as the MICOM approach in
both stability and robustness to noise. Fig. 4 shows perfor-
mances of the Harris, MICOM, and hybrid VOX implemen-
tations in a low-noise condition. Although Fig. 4 seems to
display a fairly “clean” or lab quality original signal, the signal
is actually a speech utterance captured from an amateur radio
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transmission, and contains some objectionable, non-speech
noise. In the figure, several error conditions are labeled. Note
the highly erratic performance of the Harris approach in voiced
segments (“A”), but also the ability of the Harris approach to
reliably (albeit aggressively) determine non-speech segments
(“B”). Also note the inaccurate speech/non-speech decisions
of the MICOM approach (“C”). The hybrid approach typically
produces accurate voicing indicators with acceptable overhang,
and without aggressive penetration into non-speech segments.
There are a few exceptions (e.g., a missed onset at “D”).
However, this level of performance is quite acceptable for
real-time implementation, which avoids clipping, slow-attack,
and other behaviors that are objectionable to amateur radio
operators. For a more detailed discussion of the comparison
among the hybrid algorithm, the Harris algorithm, and the
MICOM implementation, the reader is referred to [1]. The
performance comparison results presented in [1] show that the
hybrid algorithm performs significantly better than the other
two algorithms and provides robust and stable speech detection
performance in realistic operational conditions.

B. New Algorithm
The operating principle behind the new algorithm relies on

the predictability of formant locations during voiced speech. A
spectral estimate of audio samples can be analyzed to exploit
this property. The frame length must be kept small enough to
minimize computational latency, but large enough to resolve
the temporal events of interest. A 30 millisecond buffer with
a 50% overlap was found to fall appropriately within this
envelope of efficiency and speed, yielding a new data set
every 15 milliseconds. Two features, or speech indicators, are
implemented in the new algorithm. Section II-B1 explains the
first feature, which is a ratio of energy levels at predetermined
spectral locations. A summary of the second feature, which
tracks formant activity, is given in Section II-B2. Finally,
the logic that determines speech presence given the available
feature data is discussed in Section II-B3.

1) Feature 1, Sub-band Variance Ratio: To analyze the
spectral energy, the 30 millisecond frame is multiplied by
a Hamming window and a 512 point fast Fourier transform
(FFT) is applied. The absolute value of the FFT can be seen in
Fig. 5, in which the shaded range (with width W, and distance
from the origin d) represents the test area for active speech
information.

To test for increased spectral activity in this range, the ratio
of the variance within the shaded region to the variance of
the remaining spectrum is compared to a threshold value. The
derivation of this ratio, Γvar can be seen in Eq. (5) - Eq. (7).

σ2
1 =

1

W − 1

W∑
k=1

(s1(k) − µs1)2, (5)

σ2
2 =

1

N −W − 1

N−W∑
k=1

(s2(k) − µs2)2, (6)

Γvar =
σ2

1

σ2
2

, (7)

where s1(k) is the shaded portion of the spectral estimate;
s2(k) is the spectrum with s1(k) removed and the remainder
concatenated together. µs1 and µs2 are the means of s1(k) and
s2(k), respectively.

To maximize the selectivity of the Γvar metric, the statistical
distance between distributions of Γvar values during speech
and during non-speech should be maximized. A script was
created, which adjusts the W and d values incrementally and
creates distributions of Γvar values for speech and non-speech
audio after each adjustment. It then calculates the statistical
distances between the distributions, using the well-known
Bhattacharyya distance measure, and stores them into a two-
dimensional array. By doing this many times, for many com-
binations of W and d values, a three-dimensional space can
be analyzed in which peaks represent W and d combinations
that yield high statistical separability of classes. Fig. 6 shows
the described three-dimensional space for a range of W and d
values obtained from processing test data from amateur radio
transmissions with varying SNRs.

Through this analysis, the determined values for the W and
d parameters were 781 Hz and 219 Hz, respectively. Fig. 7 dis-
plays the Γvar function (bottom graph) and the utterance from
which it was extracted (top graph). The utterance was sourced
from an amateur radio broadcast and is mostly clean speech.
Clearly, Γvar is relatively small for non-speech segments and
relatively large during speech segments.

2) Feature 2, Temporal Formant Density: The second fea-
ture of interest is also motivated by spectral distribution
analysis, but is realized in a different manner. As described
by Eq. (8), the coefficients (ai) of a 10th order forward linear
predictor (LPC) are calculated for each windowed frame of
time-domain data y(n). The general idea behind Eq. (8) is
that a given speech sample at time n can be approximated
as the linear combination of the past 10 samples (10th order)
weighted by their respective coefficients, ai.

y =

10∑
i=1

aiy(n− i) (8)

The predictor coefficients (ai) for each frame are computed
via autocorrelation and Levinson-Durbin recursion [12]. Once
these coefficients are found, they are treated as the coefficients
of a polynomial whose roots are then solved for. These
complex conjugate pairs of roots are expressed as r0e

±iφ0 ,
where i is the square root of -1, r0 is the root magnitude,
and φ0 is the root angle. From these roots, Eq. (9) and Eq.
(10) are used to estimate formant center frequencies (F) and
bandwidths (BW), respectively [12]; fs denotes the sampling
frequency in Eq. (9) and Eq. (10). These estimates are valid
for high Q formants [12], which is the case for our formant
analysis.

F =
fs
2π
φ0 (9)

BW =
−fs
π

ln(r0) (10)

For a more intuitive understanding of the formant estimation
process, Fig. 8 graphically summarizes the steps from raw
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Figure 4. Performance of all three voice detection algorithms in a low noise, natural environment. The utterance was captured from an amateur radio
transmission, and contains some non-speech noise. Annotations “A” through “D” indicate detection errors in each algorithm.

Figure 5. Spectral estimate of a 30 millisecond frame of audio data. The
variance of the signal within the gray area with width W, and distance from
origin d, is divided by the variance of the remaining spectrum. This quotient,
Γvar, signifies the level of spectral activity within the shaded area relative to
the remaining spectrum.

Figure 6. This plot shows the statistical distance between distributions of
Γvar values while processing speech audio versus non-speech audio for a
large combination of W and d values. The highest peak in this space, which
corresponds to a d value of 219 Hz and a W value of 781 Hz, represents a con-
figuration that yields the highest statistical separability between speech/non-
speech classes for the given test data.
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Figure 7. A recorded utterance sourced from an amateur radio transmission
(upper) and its resulting Γvar function (lower). The Γvar function is truncated
above an arbitrary value along the y-axis for clearer representation. The
graph shows that the Γvar feature yields relatively high values during speech
segments and relatively low values during segments of non-speech.

audio data to formant estimation via Eq. (8) and Eq. (9). First,
the raw audio data for a 30 millisecond frame (Fig. 8(A)) is
multiplied by a Hamming window. From the weighted data,
the autocorrelation and Levinson-Durbin recursion methods
are used to calculate an LPC model for the given frame, as
defined by Eq. (8). The LPC coefficients are treated as polyno-
mial coefficients whose roots are then extracted and are plotted
in polar form in Fig. 8(B). Eq. (9) is then used to translate root
angles to formant center frequencies. The resulting formant
estimations are plotted over the LPC spectrum in Fig. 8(C),
along with the raw audio spectrum overlaid for comparison.

By comparing each root in Fig. 8(B) (in order of increasing
angle) to their respective formant estimates in Fig. 8(C) (in
order of increasing frequency) it is clear that roots farther
from the origin correspond to estimated formants with smaller
bandwidths.

By analyzing the formant locations and their bandwidths,
an estimate of the spectral energy distribution can be made
for each frame of time-domain data. In Fig. 9 and Fig. 10,
two separate audio frames are displayed above scatter-plots of
their respective formant estimates.

In these scatter plots, the y-axis represents formant band-
width and the x-axis represents formant frequency. The shaded
rectangles represent a decision space, within which formants
will tend to lie when voiced speech is present. Adopting a
similar approach to that used for determining the W and d
values in the Γvar analysis of Section II-B1, we chose the
decision space dimensions to include formants with center
frequencies between 100 and 1000 Hz, and bandwidths under
100 Hz. In an LPC spectrum, these formants would manifest as

relatively lower frequency, pronounced spectral peaks. Notice
that two formants fall within the shaded region during the
particular speech frame displayed in Fig. 10 while no formants
do so in Fig. 9. The speech frame in Fig. 10 is extracted from
a voiced segment of the word ’principle,’ recorded over an
amateur radio transmission; the non-speech frame in Fig. 9 is
background noise extracted from the same transmission.

By monitoring the number of formants within the decision
space and computing a running sum of this number over
the last N frames (labeled ρf below), a temporal density of
formants is computed. That is, the number of formants that
have landed within the decision space over the last N frames
is computed to detect the presence of speech. By choosing N
= 10, some hysteresis is introduced into ρf . In Fig. 11, the
ρf feature is plotted above the utterance from which it was
extracted. Clearly, non-speech segments correspond to values
of ρf closer to zero while speech segments correspond to ρf
values closer to 10.

3) Two-State Logic: To combine the above-mentioned fea-
tures (Γvar and ρf ) into a speech detection scheme, decision
thresholds were chosen statistically. Histograms of feature
values during both speech and non-speech were calculated
over a variety of utterances and noise levels. Given some
overlap in these distributions, two thresholds for Γvar were
chosen to indicate a high or low likelihood of speech presence,
labeled T 1

Γ and T 0
Γ , respectively. This creates three possible

sample spaces for Γvar values at a given instance: likely
speech (Γvar >= T 1

Γ), likely non-speech (Γvar <= T 0
Γ), or

inconclusive (T 0
Γ < Γvar < T 1

Γ). Given the higher statistical
distances between distributions of ρf values during speech and
non-speech, only one threshold Tρ is used.

Finite-state logic is then employed to allow state changes
only when both features indicate that the current frame of
audio differs from the previous frame of audio. With three pos-
sible Γvar interpretations and two possible ρf interpretations,
six combinations of feature indications can be realized, but
only two merit a state change. The state logic is summarized
in the diagram of Fig. 12, where a represents detected speech
from both features, b represents detected non-speech from
both features. For hands-free VOX switching applications,
the transceiver would begin transmissions when the algorithm
moves to the “speech” state. It would then end transmissions
when the algorithm moves back to the “non-speech” state, and
remains there for a sufficient duration.

III. PERFORMANCE COMPARISON

A human subject’s perceptual evaluation of audio stimuli
is the outcome of a complex physiological process. In this
process, the quality aspects of the audio are considered along
with the subject’s expectations, mood, context, etc. When
assessing the quality of audio stimuli, the criteria upon which
opinions are formed are difficult to characterize, even for
the assessor. Forming a mathematically predictive model to
forecast such psychoacoustic assessments is therefore difficult.
In this research, a simple objective metric was designed to
estimate the relative performance of the algorithms. Although
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Figure 8. A graphical summary of the mathematical transition from raw audio to LPC formant estimates. A 30 millisecond sample of audio data is plotted in
(A). After computing the LPC coefficients from the weighted data, the LPC polynomial roots are extracted and plotted in polar form (B). The formant center
frequencies are estimated from the roots with Eq. (9) and plotted over the LPC spectrum in (C). The raw audio spectrum is also displayed in (C).

Figure 9. A 30 millisecond frame of non-speech audio (above) and its
corresponding formant estimates (below). The y-axis of the lower plot is
the estimated formant bandwidth, as defined by Eq. (10), and the x-axis is
frequency. The shaded area signifies the decision space for speech-data. Notice
that no formants lie within the shaded area.

Figure 10. A 30 millisecond frame of voiced speech data (above) and its
corresponding formant estimates (below). The y-axis of the lower plot is
the estimated formant bandwidth, as defined by Eq. (10), and the x-axis is
frequency. Notice two formants fall within the perimeter of the decision space,
indicating an increased likelihood of speech presence.
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Figure 11. A running temporal formant density (ρf ) (upper graph) extracted
from an amateur radio speech recording (lower graph). It is clear from the
graph that higher (ρf ) values correspond to speech segments and lower (ρf )
values correspond to non-speech segments.

Figure 12. Two-state logic used for making VAD decisions. The audio
is deemed either speech or non-speech by the algorithm depending on its
previous state and current inputs. Path a is taken if both features indicate
speech presence, path b is taken if both features indicate non-speech presence.
Path symbols ā and b̄ refer the logical complements of a and b.

this metric was not intended to predict subjective assessments,
it provided valuable feedback during algorithm design at little
cost.

In addition, a subjective evaluation using a paired com-
parison listening test was administered. Untrained subjects
were briefly informed on the purpose and scope of the VAD
algorithms, and then presented with a series of audio samples
to evaluate. The samples were organized into pairs, and the
subjects were asked to choose the preferred audio from each
pair. The following sections provide greater detail into these
test methods and their results.

A. Objective Comparison

To objectively evaluate a given VAD performance, its re-
sulting activity mask was first compared to a manually derived
true marker mask as seen in Fig. 13. In this figure, the audio
is plotted under the resulting VAD activity mask. The absolute
value of the difference between the VAD mask and the true
marker mask is shaded in gray. Taking the integral of the

Figure 13. Audio with VAD activity mask overlaid. Gray shaded areas
represent errors relative to true markers. The integral of the shaded area
divided by the audio sample length gives the error percentage.

shaded areas and normalizing by the audio sample length gives
a percentage error relative to the true markers, which was used
to gauge the VAD accuracy.

To employ this test metric, the algorithms first processed
relatively clean speech captured from radio transmissions and
were scored accordingly. Noise was then added systematically
to the speech files and the algorithms were graded objectively
over a variety of SNRs. Fig. 14 plots the quantitative results
from two radio speech transmissions processed at three differ-
ent SNRs (30 dB, 15 dB, and 0 dB). Admittedly, the database
used for evaluation was relatively small but was found to be
adequate for our purposes. In Section IV, we suggest test
methods that use a larger speech database.

In Fig. 14(a), both algorithms perform similarly. In Fig.
14(b) the hybrid algorithm fails in ’open’ mode during the
0 dB test while the new algorithm remains functional. That
is, the hybrid algorithm reports detected speech during the
entirety of the test. A closer analysis of the algorithms’
behavior during this particular test can be seen in Fig. 15.

The objective metric in Fig. 14 proves suitable for dis-
tinguishing between large performance disparities (such as
those seen in Fig. 15). However, small differences in VAD
performances may go unnoticed in this basic test paradigm.
To the human auditory system, these small differences may
exhibit high perceptual significance depending upon their
context within an utterance. Therefore, the objective metric
may be limited in its ability to accurately predict perceptual
evaluations. To investigate this possibility, a paired comparison
listening test was conducted.

B. Subjective Comparison

Although the objective metric described in Section III-A
offers a relative evaluation, its comparison proved inconclusive
for all but extreme disparities in algorithm performances. To
pursue the possibility of subtle differences in algorithm per-
formances (such as those in Fig. 14(a)) containing overlooked
perceptual significance, a paired comparison listening test was
designed and administered to 10 untrained participants.

Two utterances captured from radio transmissions were
used as test audio for the subjective evaluations. Gaussian



42

International Journal on Advances in Telecommunications, vol 7 no 1 & 2, year 2014, http://www.iariajournals.org/telecommunications/

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Figure 14. A comparison of algorithm performance swept over SNR. The raw test audio for the comparison in (a) was captured from a radio transmission
containing clean speech. In (b) the raw test audio was captured from a radio transmission containing mostly clean speech with occasional hand clapping
sounds. Noise was added systematically to both files to create the SNR sweep.

Figure 15. The noisy utterance used during the 0 dB objective measurement
from Fig. 14(b) along with the algorithms’ resulting VAD activity masks
and the utterance’s true marker mask. Here, the hybrid algorithm fails
’open,’ falsely indicating speech throughout the utterance. The new algorithm
maintains overall functionality.

white noise was added to produce three different SNRs per
utterance. Signal power measurements for SNR calculations
were taken only over the speech sections of the utterances,
as determined by manually derived true markers. The test
files were processed by the two VAD algorithms, which were
configured to zero (mute) the sections they deemed non-speech
and preserve the sections deemed speech. Eight pairs of the
resulting processed audio files were played to listening test
participants in the order presented in Table I.

Rows 6 and 8 in Table I contain pairs of audio samples with
significantly different SNRs, which we included for control
purposes. Test results from these pairs were used as a means

Figure 16. The format for each pair of audio stimuli administered in the paired
comparison listening test. The pair number is first announced, followed by
the two samples, which are separated by a cue tone for clarity.

to identify potentially unreliable listeners and to exclude their
scores from statistical analysis.

The untrained test participants were provided a brief de-
scription of the definition and purpose of VAD algorithms
before taking the test. An ordinal A/B multiple choice answer-
sheet comprised the response format. Each of the 8 pairs of
audio stimuli presented in Table I were played to the test
participants in the fashion depicted by Fig. 16. The ’number’
in Fig. 16 indicates which pair is about to be played; the ’cue’
tone serves to separate the samples in each pair.

The mean of the responses was calculated at each tested
SNR, and is plotted in Fig. 17. This data indicates that the new
algorithm was preferred over the hybrid algorithm at SNRs
above 4 dB. The hybrid algorithm was preferred slightly at
0 dB SNR. Thus, the new algorithm provides a better overall
performance than the hybrid algorithm.

IV. FUTURE RESEARCH DIRECTIONS

We suggest below a few areas for further research. The
first area is to investigate ways of reducing the computational
complexity of the proposed new VAD/VOX algorithm. Recall
that the temporal formant density feature used in the new
algorithm requires solving for the roots of the LPC polynomial
and calculating the number of low-bandwidth formants in the
designated low-frequency region (see Section II-B2). Solving
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TABLE I
LISTENING TEST DETAILS.

SAMPLE A SAMPLE B
ALGORITHM SNR UTTERANCE ALGORITHM SNR UTTERANCE

1 hybrid 30 dB 1 new 30 dB 1
2 new 0 dB 2 hybrid 0 dB 2
3 hybrid 15 dB 1 new 15 dB 2
4 new 15 dB 2 hybrid 15 dB 2
5 hybrid 30 dB 2 new 30 dB 2
6 hybrid 15 dB 1 new 0 dB 1
7 new 0 dB 1 hybrid 0 dB 1
8 new 30 dB 2 hybrid 15 dB 2

Figure 17. The averaged preference of test participants at different SNRs. The
two preference functions sum to 100%. The listening test results reported a
preference for the new algorithm when processing stimuli with SNRs over 4
dB. The hybrid algorithm was preferred at 0 dB.

for the polynomial roots is a computationally intensive task.
Reference [17] proposes a way of directly calculating the
number of formants in a given frequency range without first
solving for the roots of the polynomial and shows significant
computational savings. This approach may be modified to
directly calculate the number of formants with bandwidths
smaller than a specified value. The same paper also contains
a procedure for calculating the bandwidths of formants in a
specified frequency region.

We can also reduce the computational complexity of the
sub-band variance ratio feature used in the new algorithm.
Since the LPC analysis (used in the temporal formant density
feature) provides the zeroth autocorrelation coefficient R(0),
by Parseval’s theorem, R(0) equals the energy under the entire
power spectrum. By computing the power spectrum only over
the shaded region in Fig. 5 and by using R(0), we can compute
a ratio similar to the one given by Eq. (7). The approximation
involves not using the means in Eq. (5) and Eq. (6), yielding
an energy ratio rather than a variance ratio. The modest
computational savings here arise from not having to compute
the spectral values in the frequency range outside the shaded
region.

As described in Section II, both sub-band variance ratio and
temporal formant density features focus on the low-frequency
region and as such are effective in identifying voiced frames.

By the same token, the new method may likely misclassify un-
voiced speech frames as non-speech. While these errors should
not affect the effectiveness of our target VOX transmission
application, it may be desirable to minimize misclassification
of unvoiced speech as non-speech. To this end, a third feature
may be developed by focusing on energy ratio and/or formant
density in a designated high-frequency region; VAD decisions
are then made using all three features.

Although the focus of this work was on VOX transmission
for amateur radio application, it may be of interest to evaluate
the effectiveness of the proposed new algorithm by comparing
against industry standard VAD algorithms like the ones used
in the ITU standard G.729 or 3GPP Adaptive Multi-Rate
(AMR) standard [4]. The challenge here is to have access
to a speech database with known ground-truth VAD decision
data. We have identified one such database that is included
in a 1998 TIA standard called TIA/EIA/IS 727 [18]. This
database includes 5 male and 5 female clean speech sentences,
noise files in four noise environments (which can be used to
generate noisy speech files at different signal-to-noise ratios),
and ground-truth VAD decision data for the ten clean speech
files. Both objective and subjective tests may be performed
in comparing the new algorithm against widely used industry
standard VAD algorithms.

V. CONCLUSION

Motivated by the success of a hybrid VAD algorithm
described in [1], a new algorithm targeting amateur radio ap-
plications was developed. Unlike the hybrid algorithm, whose
design combines ideas from two well-known methods, the
new algorithm was designed without restricting its operating
principles to those of legacy approaches. The performance
of the new algorithm was compared to the hybrid algorithm,
both objectively and subjectively, in the context of amateur
radio transmission data. The objective evaluations, which
were computed by comparing the algorithm behavior to true
VAD markers as described in Section III-A, indicate that the
new algorithm achieves equal or higher performance than
the hybrid algorithm under the tested noise conditions. The
subjective evaluations, which were performed through the
listening test described in Section III-B, show that the new
algorithm was preferred over the hybrid algorithm by the
majority of listeners, particularly at higher SNRs. In Section
IV, future research ideas are suggested for (i) reducing the
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computational complexity of the new algorithm, (ii) preventing
the new algorithm from misclassifying unvoiced speech as
non-speech, and (iii) enlarging the performance testing by
using an industry standard speech database and by comparing
the new algorithm against well-known industry standard VAD
algorithms.
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