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Abstract— The level crossing rate, the outage probability, the
average time of fade duration and the bit error rate of the
Switch and Stay Combiner (SSC) output signal, in the presence
of Rice fading at the input, are determined in this paper. The
results are shown graphically for different variance values,
decision threshold values and signal and fading parameters
values.

Keywords- probability density function, level crossing rate,
outage probability, average fade duration, bit error rate, Switch
and Stay Combiner, Rice fading

I. INTRODUCTION

The most important obstruction in wireless
telecommunication systems is fading. When a received
signal experiences fading during transmission, its envelope
and phase both fluctuate over time. The fading appears
because of signals extending by more paths and shadow
effects. Last few years, with development of wireless and
mobile communication systems, this problem is considered
in the literature 2, 3.

Many of the wireless communication systems use some
form of diversity combining in order to reduce multupath
fading appeared in the channel. Upgrading transmission
reliability and increasing channel capacity without increasing
transmission power and bandwidth is the main goal of
diversity techniques.

The most useful are space diversity with two or more
branches. The receiver combines signals from different
antenna and makes the decision from combined signal on the
optimal manner. The most popular of them are maximal ratio
combining (MRC), equal gain combining (EGC), selection
combining (SC) and switch and stay combining (SSC).

Maximal-Ratio Combining (MRC) is one of the most
widely used diversity combining schemes whose SNR is the
sum of the SNR’s of each individual diversity branches.
MRC is the optimal combining scheme, but its price and

complexity are higher. Also, MRC requires cognition of all
channel parameters and admit in the same phase all input
signals, because it is the most complicated for realization
([4]-[6]).

Signal at the EGC diversity system output is equal to the
sum of its’ input signals. The input signals should be
admitted in the same phase, but it is not necessary to know
the channel parameters. Therefore, EGC provides
comparable performances to MRC technique, but has lower
implementation complexity, so it is an intermediate solution
[7].

Among the simpler diversity combining schemes,
selection combining (SC) and switch and stay combining
(SSC) are the two most popular. With SC receiver, the
processing is performed at only one of the diversity
branches, which is selectively chosen, and no channel
information is required. That is why SC is much simpler for
practical realization. In general, selection combining,
assuming that noise power is equally distributed over
branches, selects the branch with the highest signal-to-noise
ratio (SNR) that is the branch with the strongest signal ([7]-
[9]).

SSC is an attempt to simplify the complexity of the
system with loss in performance. In this case, rather than
continually connecting the antenna with the best fading
conditions, the receiver selects a particular antenna until its
quality drops below a predetermined threshold. When this
happens, the receiver switches to another antenna and stays
with it for the next time slot, regardless of whether or not
the channel quality of that antenna is above or below the
predetermined threshold.

The consideration of SSC systems in the literature has
been restricted to low-complexity mobile units where the
number of diversity antennas is typically limited to two
([10]-[12]). Furthermore, in all these publications, only
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predetection SSC has thus far been considered wherein the
switching of the receiver between the two receiving
antennas is based on a comparison of the instantaneous
signal to noise ratio (SNR) of the connected antenna with a
predetermined threshold. This results in a reduction of
complexity relative to SC in that the simultaneous and
continuous monitoring of both branches SNRs is no longer
necessary. In [13] the moment generating function (MGF)
of the signal power at the output of dual-branch switch and
stay selection diversity (SSC) combiners is derived.

The fading influence to the system performances is
considered in [2]. The most often Rayleigh, Rice,
Nakagami, Weibull and log-normal fading are considered.

The Rice fading is present very often in wireless
telecommunication systems with direct line of site. When
the fading appeared in the channel because of signal
propagation by more paths, and dominate component exists
because of optical visibility from transmitter to receiver,
signal amplitude is modeled by Rice distribution. Therefore,
Rice distribution is often used to model propagation paths
consisting of one strong direct LOS component and many
random weaker components.

Abu-Dayya and Beaulieu in [14] consider switched
diversity on microcellular Ricean channels.

The performances of the SSC combiner output signal in
the presence of Nakagami-m fading are assigned in [15] and
in the presence of log-normal fading in [16]. The level
crossing rate of the SSC combiner output signal in the
presence of Rayleigh fading is observed in [17].

The probability density function of dual branch SSC
combiner output signal and the joint probability density
function of this combiner output signal at two time instants
in the presence of Rice fading are settled in [18].

The level crossing rate of the SSC combiner output
signal in the presence of Rice fading is calculated and
presented in [19] and the outage probability and the average
time of fade duration of the SSC combiner output signal in
the presence of Rice fading at the input are determined in
[1].

Because the switch and stay combining (SSC) is very
popular combining model due to its simplicity, their
performances in the presence of Rice fading are summed up
in this paper. Whereas the level crossing rate, the outage
probability and the average fade duration for dual SSC
combiner are determined earlier, the bit error rate of the
SSC combiner output signal in the presence of Rice fading
for coherent BPSK modulation sheme will be determined in
this paper. The results will be shown graphically for
different signal and fading parameters values and the
decision threshold values.

The structure of the paper is as follows: after
Introduction in Section II the model of the SSC combiner is
given. Then, in Section III, the system performances are
derived. In Section IV the numerical results for all
performances are given in the case that BPSK modulation
scheme is considered. The last Section is Conclusion.

II. SYSTEM MODEL

With SSC combiner with great number of branches we
can minimize the bit error rate (BER). We will analyze in
this paper the SSC combiner with two inputs because the
gain is the greatest when instead of one-channel system at
least the dual SSC combiner is used. With the enlarging of
the number of inputs (branches) the gain becomes less.
Because of that it is more economic using dual SSC
combiner.

The model of the SSC combiner with two inputs,
considered in this paper, is shown in Figure 1.

The signals at the combiner input are r1 and r2, and r is
the combiner output signal. The predetection combining is
observed.

The probability of the event that the combiner first
examines the signal at the first input is P1, and for the second
input to be examined first it is P2.

SSC
r

r2

r1

Figure. 1. Model of the SSC combiner with two inputs

If the combiner examines first the signal at the first input
and if the value of the signal at the first input is above the
decision treshold, rT, SSC combiner forwards this signal to
the circuit for the decision. If the value of the signal at the
first input is below the decision treshold rT, SSC combiner
forwards the signal from the other input to the circuit for the
decision. If the SSC combiner first examines the signal from
the second combiner input it works in the similar way.

The decision threshold value can be selected so that one
of three parameters has to be minimal: the error probability,
fade duration or average signal value (or signal to
noise/interference ratio (SNR/SIR) when noise or
interference is significant) [2].

The average SNR at the SSC output can be obtained by
averaging  over pγSSC(γ ) as given by [2, Eq. 9.274], yielding

     
0 T

SSC Tp p d p d  



       

 

   

   
T

Tp p d 



    



  

Differentiating previous equation with respect to γT and

setting the result to zero, it can be easily shown that SSC is

maximized when the switching threshold is set to *
T  .

It can be shown that the MGF associated with
appropriate fading model is given by [2, Eq. 2.17], and the
moments are given by [2, Eq. (2.18)]
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where 1F1 (·, ·; ·) is the Kummer confluent hypergeometric
function and parameter k=1 for the presence of Rice fading.

III. SYSTEM PERFORMANCES

The determination of the probability density of the
combiner output signal is important for the receiver
performance determination.

The probability density functions (PDFs) of the
combiner input signals, r1 and r2 , in the presence of Rice
fading, are [20]:
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where i =1,2; A is the signal amplitude, 1 and 2 are
variances.

The cumulative probability densities (CDFs) are given
by [2]:
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T
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r

rTr 
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)()( (2)

where i =1,2 and rT is the decision treshold.
If we put the expression (1) into (2), we obtain the CDFs

in the presence of Rice fading as:
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for i =1,2. Q(a,b) is the Marcum Q function defined as [2]:
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The joint probability densities of the combiner input

signals, r1 and r2, and their derivatives 1r and 2r , in the

presence of Rice fading, are [3]:
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where andare variances.
The expression for the joint probability density function

of the SSC combiner output signal and its derivative will be

determined first for the case Trr  :

1 2 21( ) ( ) ( )rr r T r rp rr P F r p rr     

2 1 12 ( ) ( )r T r rP F r p rr     (6)

and then for Trr  :

1 2 21( ) ( ) ( )rr r T r rp rr P F r p rr     

1 1 2 21 2( ) ( )r r r rP rr P rr      

2 1 12 ( ) ( )r T r rP F r p rr     (7)

The expressions for the obtainment of the probabilities
P1 and P2 are [19]:

  )()(1
21 211 TrTr rFPrFPP  (8)

  )()(1
12 122 TrTr rFPrFPP  (9)

Then, after arrangement, the probabilities P1 and P2 are:
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After changing (3) into (10), i.e. (11), it is valid 16:
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The expression for the joint probability density function
(pdf) of the SSC combiner output signal and its derivative,
in the presence of Rice fading, after substitutions of the

expressions (3), (12) and (13) into (6) for the case Trr  is:
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For Trr  the joint pdf of the SSC combiner output

signal and its derivative, in the presence of Rice fading,
after substitutions of the expressions (3), (12) and (13) into
(7), is:
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For the channels with identical parameters:

and ,and for Trr  the joint

probability density function of the SSC combiner output
signal and its derivative is:
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and for Trr  the joint pdf is:
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The level crossing rate is 2:

rdrrprrN thrrth
 




0

),()( (19)

After some calculations the expressions for the level
crossing rate are obtained in 16. These expressions for the

channels with identical parameters are, for
Tth rr  :
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and for
Tth rr  :

     /,/2)( Tth rAQrN








220
2

2

2

22












 Ar

Ie
r th

Ar

th
th

(21)

The probability density function is used for the system
error probability and for the outage probability
determination. The probability density functions of the
output signal is, for Trr  :

1 21( ) ( ) ( )r r T rp r P F r p r   

2 12 ( ) ( )r T rP F r p r   (22)

and for Trr  the pdf is:

 )()()()(
211 11 rprFPrpPrp rTrrr

)()()(
122 22 rprFPrpP rTrr  (23)

After some substitutions of the expressions (3), (12) and
(13) into (22), i.e. (23), the pdf, for Trr  , is:
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where B is defined in (15).
For Trr  the pdf is:
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P1 and P2 are given by (12) and (13).
The outage probability Pout is standard performance

criterion of communication systems operating over fading
channels. This performance measure is commonly used to
control the noise or co-channel interference level, helping
the designers of wireless communication systems to meet
the quality-of-service (QoS) and grade of service (GoS)
demands.

The outage probability Pout is defined as the probability that
the combiner output SNR falls below a given threshold γth and is
therefore obtained by replacing γ with γth in the CDF expressions
given previously.

The outage probability )( thout rP is defined as [2]:


thr

rthout drrprP
0

)()( (26)

After appropriate substitutions the outage probabilities

are, for
Tth rr  [1]:

   11 /,/1)(  ththout rAQBrP

  22 /,/1  thrAQB  (27)

and for
Tth rr  :

     11111 /,//,/)(  thTthout rAQrAQPrP
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     22222 /,//,/  thT rAQrAQP

   22 /,/1  thrAQB (28)

For the channels with identical parameters it is valid, for

Tth rr  :

      /,/1/,/1)( thTthout rAQrAQrP 

(29)

and for
Tth rr  :

       /,/1/,/1)( thTthout rAQrAQrP
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The average time of fade duration can be obtained from
the expression [2]:
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Substituting (20) and (27) in (31), the average fade

duration T(rth) can be obtained for
Tth rr  as:
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Substituting (21) and (28) in (31), the average fade duration

T(rth) is, for
Tth rr  :
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   22 /,/1  thrAQB (33)

The bit error rate (BER) is given by [2]:
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(34)

where, Pb(e/r) is conditional BER and p(r) is the pdf of the
combiner output signal r [2]

  gQePb 2)/( 
(35)

and Q is the one-dimensional Gaussian Q-function [2]
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Gaussian Q-function can be defined using alternative
form as [2, 21]:
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After putting (35) and (37) in (34), Pb(e) is obtained as
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For coherent BPSK parameter g is determined as g=1
[22] and Pb(e) is given by
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For SSC combiner output signal in the presence of Rice
fading, BER is:
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IV. NUMERICAL RESULTS

The joint probability density functions (PDFs) of the

SSC combiner output signal and its derivative ),( rrp rr  are

shown in Figures 2. and 3.
The parameters of curves are some diferent values of the

decision threshold rT , variances  and  and the signal
amplitude A.

The probability density functions are used for the system
error probability and for the outage probability
determination.

Figure 2. The joint PDF of the SSC combiner output signal and its
derivative for rT =1, =2, A=0.5 and  =0.2

Figure 3. The joint PDF of the SSC combiner output signal and its
derivative for rT =1, =1, A=0.5 and  =0.1
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Figure 4. The level crossing rate N(rth) for
rT =0.5; 1; 2; 3,  =1, A =0.5 and  =0.2

Figure 5. The level crossing rate N(rth) for
rT =1,  =0.5; 1; 2; 4, A =0.5 and  =0.2

Figure 6. The level crossing rate N(rth) for
rT =1,  =2, A =0.2; 0.5; 1; 2 and  =0.2

Figure 7. The level crossing rate N(rth) for
rT =1,  =2, A =0.5 and  =0.1; 0.2; 0.5; 1

The level crossing rate curves N(rth) versus decision
threshold value are given in Figures 4. to 7. for diferent
values of variances  and , threshold value rT and
amplitude A.

We can notice from the Figures 4. to 7, that all
represented curves have the same shape, but there is
discontinuities on the level crossing rate curves versus
threshold. Numerical values of the threshold determine the
discontinuity moment appearance.

The outage probability curves, POUT(rth), versus the
threshold, are shown for some parameter values in Figures
8. and 9. The outage probability curves, versus the
threshold, given in Figure 8, are with the parameter of
curves rT. The parameter of the curves from Figure 9. is the
variance .

Figure 8. The outage probability POUT(rth) for
rT =0.5;1;2;3,  =1, A =0.5
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From Figure 8. can be seen that the outage probability
increases with rising of the threshold. The represented
curves have similar shape, but there is discontinuities on
them versus the threshold value. Numerical values of the
threshold determine the discontinuity moment appearance.

Figure 9. The outage probability POUT(rth) for
rT =1,  =0.5; 1; 2; 4, A =0.5

From Figure 9. can be seen that the outage probability
increases with rising of the threshold. The represented
curves have similar shape, but there is also discontinuities
on them versus the threshold value. The curves are steeper

when variance  is less.

Figure 10. The fade duration T(rth) for
rT =0.5; 1; 2; 3,  =1, A =0.5 and  =0.2

The fade duration curves, T(rth), are shown in Figures
10. to 13. versus the decision threshold, for different
parameter values.

Figure 11. The fade duration T(rth) for
rT =1,  =0.5; 1; 2; 4, A =0.5 and  =0.2

Figure 12. The fade duration T(rth) for
rT =1,  =2, A =0.2; 0.5; 1; 2 and  =0.2

Figure 13. The fade duration T(rth) for
rT =1,  =2, A =0.5 and  =0.1; 0.2; 0.5; 1
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We can compare these figures now. It can be observed
that all curves, T(rth) versus decision threshold, have similar
shape, but threshold numerical value influence to the
discontinuity moment appearance. Larger rise of fade
duration corresponds to larger threshold values and to less
variances  and  , and signal amplitude A.

The bit error rate curves, Pb(e), for different parameters,
are illustrated in Figures 14. to 17.

Figure 14. The bit error rate Pb(e) versus the threshold
for  =0.5; 1; 2; 4, A =1

Figure 15. The bit error rate Pb(e) versus the threshold
for  =1, A =0.2; 0.5; 1; 2

The bit error rate curves versus the threshold are given
in Figures 14. and 15. It is evident from these Figures that
bit error rate is less for bigger signal amplitude and variance
 , what is in good coincidence with theoretical recognition.

Figure 16. The bit error rate Pb(e) versus variance  for
rT =0.5; 1; 2; 3, A =0.5

The bit error rate curves versus variance , for diferent
values of the threshold, are given in Figure 16. The bit error
rate becomes bigger for less values of the threshold when
the variances  is growing up.

Figure 17. The bit error rate Pb(e) versus signal amplitude A
for rT =1,  =0.5; 1; 2; 4

The bit error rate curves versus signal amplitude A, for
diferent values of the variance , are given in Figure 17.
The bit error rate is bigger for less values of the signal

amplitude A when the variances  is less. The curves
become wider when variance  is growing up, and the bit
error rate is reduced.
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V. CONCLUSION

It is known that the level crossing rate, the outage
probability, the average time of fade duration and the bit
error rate of combiner output signal are important system
performances. In this paper these performances for the dual
branch SSC combiner output signal in the presence of Rice
fading are integrated and results are shown graphically for
different decision threshold values, variances and signal
amplitudes. Also, the analysis of the parameters influence on
the system performances is done.

In the future work the number of branches could be
enlarge and an analysis could be done. Also, the
performances of the SSC combiner output signal in the
presence of Weibull and Hoyt fading could be determined.
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Abstract—A novel dynamic power and bit allocation scheme
for spectral efficiency maximization in the Cognitive Ultra
Wideband radio system is presented in this paper. A new bit
error rate expression is derived based on approximating a sum of
independent log-normal random variables as a single log-normal
random variable using the Fenton-Wilkinson method in order to
analyze the spectral efficiency in the UWB multipath channel.
A series of M -ary quadrature amplitude modulation zones
can be generated over each UWB subcarrier by manipulating
the BER expression. The total transmitted power is optimally
distributed among the UWB subcarriers for the use of those
zones with a maximumM on each subcarrier. The power and
bit allocation is divided into primary allocation and advanced
allocation for efficient implementation. The performance of the
dynamic allocation algorithm is analyzed over different UWB
fading channels. The results show that the spectral efficiency of
the system is significantly improved by an optimal power and bit
allocation techniques.

Keywords-Ultra Wideband; Multiband Orthogonal Frequency
Division Multiplexing; Bit Error Rate; Cognitive Radio.

I. I NTRODUCTION

Radio spectrum is a scarce resource, both dynamic power
allocation and adaptive spectrum sharing through cognitive
radios can significantly enhance the spectrum utilization in
a wireless network [1][2]. The principle behind cognitive
radio consists of defining and developing technologies that
can enable a radio device to sense the states of the frequency
bands and adapt its internal states to statistical variations in
the incoming RF stimuli by making corresponding changes
in certain operation parameters in real-time. Thus, a cogni-
tive (unlicensed/secondary) system can detect and access the
temporarily-unused spectrum very rapidly without interfering
with the primary (licensed) systems (e.g., WiMAX).

Several physical-layer radio platforms have been suggested
for cognitive radio networks, one of the leading candidates is
Multiband Orthogonal Frequency Division Multiplexing (MB-
OFDM) Ultra Wideband (UWB) system [3][4]. UWB systems
use signals with a fractional bandwidth greater than 0.20
or occupy a minimum of 500 MHz (-10 dB) bandwidth in

the 3.1–10.6 GHz frequency band with a maximum mean
Power Spectral Density (PSD) of -41.3dBm/MHz [5]. The
UWB bandwidth is subdivided into a number of orthogonal
subcarriers (subchannels) with bandwidth of each less than
the channel coherence bandwidth. Hence, the Intersymbol
Interference (ISI) caused by multipath fading is minimized
when the information is transmitted over different subcarriers.
Furthermore, the MB-OFDM scheme can significantly en-
hance the flexibility and ease of dynamically allocating unused
spectrum in cognitive UWB radio systems [4].

A novel dynamic power and bit allocation scheme for
spectral efficiency maximization in the cognitive MB-OFDM
UWB radio systems in a multipath fading channel is presented
in this paper. This work in based on our previous work [1]
which did not integrate the cognitive radio technology into the
UWB systems. Furthermore, for an in-depth spectral efficiency
analysis of UWB multipath channel, a new Bit Error Rate
(BER) expression is derived based on approximating a sum
of independent log-normal random variables as another log-
normal random variable using the Fenton-Wilkinson method
[6]. The optimization of the spectral efficiency is under the
constraints in probability of detection and false alarm, trans-
mission PSD and BER. The objective is to maximize the
number of the information bits loaded in the UWB subcarriers
(each with different levels of fading [7]) by optimally allocat-
ing the available total transmitted power while guaranteeing a
sufficient protection to the primary users.

By exploiting the channel conditions, a cognitive UWB
system can opportunistically access the temporarily-unused
spectrums and implement the optimal power and bit allocation
schemes. The fraction of time for UWB data transmission is
constrained by the spectrum sensing period and the probability
that the primary user is transmitting or receiving within
the spectrum of the UWB subcarriers. It is assumed that
this probability follows a Poisson process. The information
bits assigned in each subcarrier are modulated usingM -
ary Quadrature Amplitude Modulation (M-QAM) modulation.
Thus, it is required to use the modulation scheme with the
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maximum M in the subcarrier to maximize the spectral
efficiency.

The paper is organized as follows. In Section II, a literature
review of the spectral efficiency optimization in cognitive
multicarrier systems is presented. Next, the system model is
discussed in Section III, including the discussion of the UWB
multipath propagation, the multiband OFDM scheme and the
cognitive UWB radio systems. In Section IV, a new in-depth
BER performance analysis is carried out. On the basis of the
BER analysis, the system spectral efficiency is analyzed in
Section V. Then, the design of the dynamic power and bit
allocation algorithm is provided in Section VI. The analysis
of the simulation results is carried out in Section VII. Finally,
conclusions are presented in Section VIII.

II. L ITERATURE REVIEW

The discussion of the UWB cognitive radio systems op-
timization with respect to spectrum sensing and dynamic
spectrum sharing has been treated extensively in the literature
dedicated to wireless systems and theory [3][8][9][10]. As an
optimization problem in multicarrier transmission systems, the
spectral efficiency maximization problem (in terms of how
to optimally allocate bits and power to UWB subcarriers)
is originally a non-convex integer-programming optimization
problem which is generally NP-hard [9]. The common solution
is either to relax this non-convex optimization problem into
a convex optimization problem or to use some metaheuristic
algorithm such as greedy algorithm to approximate the optimal
solution [9][11].

The theoretical capacities achieved by the cognitive Impulse
Radio (IR) UWB systems with constraints in outage proba-
bility of the primary users were studied in [3]. The authors
in [4] proposed a power allocation scheme using Lagrange
formulation to maximize the total transmission capacity of
the OFDM-based cognitive users. In [12], the effects of the
multipath fading channel on the choice of the transmitted
power level were taken into account for the design of the
cognitive power control strategies for system ergodic capacity
maximization. These addressed the fundamental channel rate
limits of the cognitive radio systems from a information theory
perspective.

Furthermore, in the derivation of the MB-OFDM UWB
BER expression in [13][14], the authors assumed that the
multipath gain coefficients of the UWB channel model have
a statistically independent Gaussian distribution with zero
mean and variances. Authors in [15] made similar assumptions
and approximated the UWB channel frequency response to a
Rayleigh fading channel. In this paper, a more accurate BER
expression is derived based on the log-normal distribution
of the UWB multipath gain coefficient. The UWB channel
measurement studies [5][16][17][18][19] have suggested that
the log-normal distribution can more accurately reflect the
measurement data.

III. SYSTEM MODEL

This section provides a review of the MB-OFDM UWB
systems and cognitive UWB radio systems, and specifically
focuses on the introduction of the MB-OFDM schemes.

A. UWB Signal

The MB-OFDM UWB transmitted signal of the nodeu is
represented by

x(u)(t) =
+∞∑

i=−∞

1
TS

NF F T−1∑
n=0

cn,ig(t− iT
′

S)e
j2πn(t−iT

′
S)

TS , (1)

where TS is the duration of the useful OFDM symbol and
NFFT is the number of subcarriers and also the number
of points of the Inverse Discrete Fourier Transform (IDFT).
The total duration of the OFDM symbol is computed as
T
′

S = TS + Tcp + TG where Tcp is the duration of the
cyclic prefix for ISI mitigation andTG is the duration of
the guard interval that ensures a smooth transition between
two consecutive OFDM symbols. The data sequence in (1) is
expressed asc = c0,i, c1,i, .., cn,i, .., cN−1,i beingi the OFDM
symbol index andn the subcarrier index. Finally, the function
g(t) represents the unitary rectangular pulse of durationTS . In
this work, it is assumed that each data symbol is normalized
to have unit energy.

B. UWB Channel

In this work, the UWB multipath channel is modeled by
using the Saleh-Valenzuela (S-V) model which captured the
clustering phenomenon through practical channel measure-
ments [5]. This UWB channel model is assumed to be linear
time-invariant during the transmission of a data packet. The
impulse response of the UWB multipath channel withJ
multipath components is expressed as

h(t) =
J∑

j=0

αjδ(t− Tj), (2)

whereαj are the multipath gain coefficients which denotes the
amplitude of multipath components subjected to log-normal
distribution [16].

The multipath gain coefficientsαj are given by:

αj = pjξj , (3)

wherepj is equiprobable±1 to account for signal inversion
due to reflections,ξj reflects the log-normal fading associated
with the jth multipath component. This log-normal variable
can be expressed in terms of Gaussian random variable as:

ξj = 10
xj
20 , (4)

where xj is a normal random variable with meanµj and
varianceσ2. The µj is given by:

µj =
10ln(Ω0)− 10Tj

Γ

ln(10)
− (σ2)ln(10)

20
, (5)
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Fig. 1. Impulse Response over CM3

where Ω0 is the mean energy of the first arrived multipath
component, andΓ is the signal decay factor.

The order ofL = J is determined byL = Td/Ts, whereTd

is the maximum delay spread of the UWB channel, andTs is
the M-QAM symbol period. Hence, it is assumed that the delay
between the multipath components isT = τ = Ts for the rea-
sons of both analytical convenience and sampling processing
at the receiver [20]. This assumption is well suited to dense
scattering environments. The discrete time version ofh(t) can
be expressed ash = h(t)|t=lTs = {h(0), h(1), ..., h(L− 1)},
whereh(l) (l ∈ [0, L− 1]) is the impulse response of thelth
path.

There are four types of UWB Channel Models (CMs)
defined based on the practical measurements of the key
channel parameters such as mean excess delay and Root Mean
Square (RMS) delay spread [5]. A channel impulse response
realization for CM3 is represented in Figure 1.

C. Multiband-OFDM Scheme

In MB-OFDM scheme [5], the 3.1–10.6 GHz UWB band-
width is divided into fourteen sub-bands, each with 528 MHz.
An OFDM symbol is transmitted within one sub-band. In each
sub-band, a total number of 128 orthogonal subcarriers are
used for data transmission.

In a UWB transmitter, the outgoing data packet is first
encoded using punctured convolutional code. Then, the coded
data is interleaved and modulated into a series of complex
M-QAM symbols Sn = [Sn(0), Sn(1), ..., Sn(N − 1)]T of
length N = 128, where column vectorSn represents the
nth transmitted OFDM symbol, andSn(i) (i ∈ [0, N − 1])
stands for a single M-QAM symbol. Note that the system
performance is not addressed with the Forward Error Cor-
rection (FEC) coding in this paper. It is assumed that the
data packet transmitted is not encoded. The discreteN -
point Inverse Fast Fourier Transform (IFFT) is employed
to perform the subcarrier modulation. Thus, the frequency
domain signalSn is transformed into a real-valued time
domain signalsn = FSn = [sn(0), sn(1), ..., sn(N − 1)]T ,
where F is a square IFFT matrix with(i, k)th entry as

F(i, k) = 1√
N

ej2πik/N (i, k ∈ [0, N − 1]). Since the subcarri-
ers are orthogonal to each other, there will be no Inter-Carrier-
Interference (ICI) between thesi modulated subcarriers. Note
that the transmission channel modeled as a linear time invari-
ant channel during the transmission of a data packet.

The ith received time domain sequenceri =
[ri(0), ri(1), ..., ri(N − 1)]T is the result of the linear convo-
lution betweenh(l) andsi = [si(0), si(1), ..., si(N − 1)]T

ri(n) =
L−1∑
l=0

si(l)h(n− l) + η(n). (6)

Thus, theith received frameri can be expressed as

ri = hsi + ηi, (7)

whereh is a N × N Toeplitz matrix which can transfer the
above convolution operation into a matrix multiplication [7],
i.e.

h =



h(0) 0 0 . . . 0

h(1) h(0) 0 . . . 0
...

...
...

...
...

h(L− 1) h(L− 2) . . . . . . 0
...

...
...

...
...

0 0 h(L− 1) . . . h(0)


. (8)

However, if theith framesi is transmitted immediately after
the i − 1th framesi−1, the firstL − 1 symbols ofsi will be
corrupted by the delayed version of the lastL symbols ofsi−1.
When the(N − L + 1)th symbolsi−1(N − L + 1) of si−1

is transmitted at time(N −L + 1)Ts, the delayed component
of si−1(N − L + 1) will last (L− 1)Ts and corrupt with the
first symbol ofsi at timeLTs. Thus, the delayed component
of the last symbolsi−1(N −1) transmitted at time(N −1)Ts

will corrupt with the first(L−1)th symbol ofsi. This type of
corruption is so-called Inter-Frame-Interference (IFI) or Inter-
Block-Interference (IBI).

Hence, the received frame is expressed as

ri = hsi + hdsi−1 + ηi, (9)

wherehd is also aN ×N Toeplitz matrix

hd =



0 . . . h(L− 1) . . . h(1)

0 . . . 0 . . . 0
...

...
...

...
...

0 . . . 0 . . . h(L− 1)
...

...
...

...
...

0 . . . 0 . . . 0


. (10)

To eliminate the corruption between received frames, the
time domain sequencesn is tail attached by a zero-padded
suffix (ZPS) of lengthL [5]. More importantly, appending
the ZPS can manipulate the linear convolution betweensn

and the UWB channel impulse responseh(t) into a circu-
lar convolution by implementing the time-domain aliasing
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[21]. Thus, theith received frequency domain signal,Rn =
[Rn(0), Rn(1), ..., Rn(N − 1)]T , can be expressed as

Rn = F−1H̃FSn + ηn, (11)

whereηn is the noise figure, and̃H = RhZ is aN×N circu-
lant matrix with its(i, l)th entry given byh((i− l) mod N),
whereR andZ are the ZPS attaching and removing matrix [7].
The expressionF−1H̃F = H = diag[H(0),H(1), ...,H(N −
1)] is aN×N diagonal matrix. By taking the fourier transform
of h(t), the transfer function of theith MB-OFDM UWB
subcarrierH(i) (i ∈ [0, N − 1]) can be obtained.H(i) is
specified as

H(i) = H(2πi/N) =
L−1∑
l=0

h(l)e−j2πil/N , (12)

It is assumed thatH(i) is known at the receiver. Figure 2
shows an example of channel frequency response for CM3.

D. Cognitive MB-OFDM UWB Systems

In this paper, it is considered that the cognitive UWB
systems can only access the spectrum of the subcarrier when
the spectrum is not occupied by any primary user. Thus, the
spectrum sensing process determines the probability that a
subcarrier is utilized by the cognitive UWB system. The key
parameters for evaluating the performance of sensing are the
probability of a false alarmPf and the probability of detection
Pd [22]. An energy detection method is adopted in this work,
since energy detection does not need any information of the
signal to be detected and is robust to unknown dispersed
channel and fading [23].

The amount of time needed for a successful spectrum
sensing is denoted as a sensing periodτs. The fraction of
time for data transmission is limited by the value ofτs as
α = Ttxop−τs

Ttxop
, where Ttxop is a pre-defined transmission

period in the UWB MAC layer for different Access Categories
(ACs) [24], called Transmission Opportunity (TXOP). An
application withTtxop = 512 µs (ACs) is chosen in this work
to be activated in the cognitive UWB system.

For an energy detector, the required sensing periodτsi

according to the target probability of false alarm̃Pf and
probability of detectionP̃d can be determined as

τsi
=

2
γ2

pfs
(Q−1(P̃f )−Q−1(P̃d))2, (13)

whereQ(z) =
∫∞

z
1√
2π

e−y2/2dy is the complementary distri-
bution function of the standard Gaussian,γp is the received
Signal-To-Noise Ratio (SNR) of the primary user signals
(SNRp) at the cognitive UWB user, andfs is the UWB
receiver sampling frequency [23].

IV. BER PERFORMANCEANALYSIS

The averaged probability of error of MB-OFDM UWB
system is computed by integrating the error probability in
Additive White Gaussian Noise (AWGN) channel over the
UWB fading distribution. In (11), it is demonstrated that the
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Fig. 2. Frequency response over CM3

amplitude variations in the received signal are due to the
characteristics of the UWB multipath channel. Sinceαj in
(2) is modeled as a series of independent (uncorrelated) log-
normal random process, the distribution of the|H(i)| at the
ith subcarrier can be derived from the manipulating the sum
of independent log-normal variablesαj . Although an exact
closed-form expression for the probability density function
(PDF) of a sum of independent log-normal random variables
does not exist, the superposition of log-normal variables can
be well approximated by a new log-normal distribution using
Fenton-Wilkinson method [6].

It is illustrated in (4) that thejth random variablex has the
Gaussian distribution

pX(x) =
1√

2πσx

e
− (x−µx)2

2σ2
x , (14)

where[µx, σx] are the mean and standard deviation ofx. Then,
the probability distribution ofξj = 10xj/20 can be expressed
as a log-normal distribution:

pξ(ε) =
20/ln10
εσx

√
2π

e
− (20log10ε−µx)2

2σ2
x . (15)

The received signal amplitude|H(i)| = r on the ith sub-
carrier has the distribution of the sum of log-normal random
variablesαj . There is a general consensus that the sum of
independent log-normal random variables can be approximated
by another log-normal random variable with appropriately
chosen parameters [25][26]. Therefore,

p(r) =
J∑

j=1

10ξj/20 = 10Z/20 = ˆp(r), (16)

where Z is a Gaussian random variable with meanµz and
varianceσ2

z .
In Fenton-Wilkinson method, the value ofµz and σ2

z can
be calculated by

µz = ξ−1(
σ2

ξ̂
− σ2

ẑ

2
+ ln(

J∑
j=1

eµ̂j )), (17)

σ2
z = ξ−2(ln((eσ2

ξ̂ − 1)

∑J
j=1 e2µ̂j

(
∑J

j=1 eµ̂j )2
+ 1)), (18)
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whereξ = ln10/20, σ2
ξ̂

= ξ2σ2, and µ̂j = ξµj .
Therefore, the distribution of the received signal amplitude

r can be expressed as

p(r) =
20/ln10
rσz

√
2π

e
− (20log(r)−µz)2

2σ2
z . (19)

From (19), the distribution of the received SNR per symbol
pγs

(γ) can be expressed as

pγs
(γ) =

10/ln10
γσz

√
2π

e
− (10log(γN0/Es)−µz)2

2σ2
z . (20)

For more convenient calculation ofpγs
(γ), the parameter

N0/Es can be replaced withE(r2)γ/γ̄s in the equation above
since the average SNR per symbolγ̄s = E(r2) Es

N0
, where

E(r2) is the mean value of the signal power distribution. The
expression ofE(r2) can be easily derived by manipulating
(19) and expressed as

E(r2) = E(R) = e
µz

10/ln10+
σ2

z
2∗(10/ln10)2 . (21)

The averaged probability of symbol error and bit error in
UWB multipath fading channel can be computed by averaging
the error probability in AWGNPs(γ) over the UWB fading
distributionpγs

(γ) [27]:

P̄s =
∫ ∞

0

Ps(γ)pγs(γ)dγ. (22)

In arriving at the error rate results in equations, it is assumed
that timing and frequency synchronization is perfect. In such
a case, the expressions in equations should be viewed as
representing the best achievable performance in the presence
of log-normal fading.

For rectangular M-ary QAM modulation with coherence
detection, the BER calculation in AWGN channel is expressed
as

Pb(γ) =
4(
√

M − 1)√
Mlog2M

Q(

√
3γ̄blog2M

M − 1
), (23)

whereQ(x) = 1√
2π

∫∞
x

e−t2/2dt, x ≤ 0.
By replacing the (23) into (22), the BER performance for

different M-QAM modulations in CM1 and for QPSK in
different UWB channel models is shown in Figure 3 and
Figure 4, respectively. For comparison purposes, the BER
curves in AWGN channel and Rayleigh fading channel are
also provided. It is observed from the figures that the BER
performance for QPSK in UWB fading channel is better
than that in Rayleigh fading channels. Furthermore, the BER
performance is better in the UWB channel models with less
severe multipath fading [5][28].

V. SPECTRAL EFFICIENCY ANALYSIS

On the basis of the analysis of the BER performance in MB-
OFDM UWB systems, the spectral efficiency with equal power
allocation and equal bit allocation is analyzed in this section.
The objective of this section is to demonstrate the motivation
of proposing a dynamic power and bit allocation algorithm.
The performance analyzed in this section will be compared
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with the performance of the proposed allocation algorithm in
the next section.

In the MB-OFDM UWB system, the total available trans-
mitted power can be denoted asPav. Since the maximum
mean PSD for UWB system is limited to -41.3dBm/MHz, the
average maximum allowable transmitted power of the system
Pmax can be approximated as

Pmax (dB) = −41.3 dBm/MHz+ 10log10(fH − fL), (24)

wherefH and fL denote the higher and lower frequency of
the operating bandwidth in MHz [5]. When the total available
transmitted power isPav = Pmax, it is intuitively clear that to
maximize the total number of bits which can be allocated into
a subband under the power and BER constraints, the optimal
strategy should be to equally allocate the transmitted power
Pt(i) = P̃max = Pav/N to each subcarrier [27]. The spectral
efficiency performance with equal power allocation is analyzed
when the available powerPav < Pmax.
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The data bits are dynamically allocated in the OFDM
UWB transmitter when the total transmitted power is equally
allocated, as illustrated in Figure 5. In this figure, it is observed
that there are more bits being allocated to the subcarriers
with higher channel gain (less channel multipath fading).
Furthermore, the performance of the spectral efficiency in
CM1 to CM3 as a function of the total transmitted power per
OFDM symbol is illustrated in Figure 6. It can be seen that the
spectral efficiency is increased exponentially as the transmitted
power increases. The allocation algorithm discussed in the next
section can significantly increase the spectral efficiency under
the constraints from the primary users while keep the number
of iterations to convergence small.

VI. DYNAMIC POWER AND BIT ALLOCATION SCHEME

In this section, the proposed dynamic power and bit allo-
cation algorithm is presented. The spectral efficiency maxi-
mization algorithm is divided into four sections. These are:
spectrum sensing, M-QAM zones generation, primary power
and bit allocation and advanced power and bit allocation.

TABLE I
SPECTRAL EFFICIENCY MAXIMIZATION ALGORITHM

Step Operations
Step 1 Sense the operating channel, and access the available sub-

carriers of which the target̃Pf and P̃d are achieved for
M-QAM zones generation in step 2.

Step 2 Generate a series of M-QAM zones in each available
subcarrier by determining the minimum required transmitted
power Pk(i) of the ith subcarrier for reliable reception of
the kth order M-QAM symbol.

Step 3 Equally allocate the total available powerPav among all
the N subcarriers in a sub-band, and specify the order of
the M-QAM to use in each subcarrier by identifying the
M-QAM zonesZk(i) wherePt(i) falls in.

Step 4 Collect the excessively allocated power in step 3, and iter-
atively allocate the collected power using greedy algorithm
to the subcarrier that requires the least additional power for
using a higher order M-QAM whilePt(i) < P̃max.

In the proposed algorithm, the steps of spectral efficiency
maximization are summarized in Table I and described in
detail as follows.

A. Optimization Problem Formulation

The optimization problem is formulated as follows:

arg maxPt(i)

N∑
i=1

B(i), B(i) ⊆ Z, (25)

subject to
pe ≤ p̃e (26)

0 ≤ Pav ≤ Pmax (27)

0 ≤ Pt(i) ≤ P̃max (28)

P̃d ≤ Pd ≤ 1, 0 ≤ Pf ≤ P̃f , (29)

where in (25), the parameterPt(i) is the power allocated to
the ith subcarrier for data transmission,N is the total number
of the UWB subcarriers, andB(i) is an integer number of the
loaded information bits in theith subcarrier under conditions.
In (26), pe is the BER of the system, and̃pe is the required
BER of the MB-OFDM UWB system.

It is observed from (25) to (29) that the spectral efficiency
maximization problem in MB-OFDM UWB systems is a non-
convex optimization problem which is NP-hard [29], since the
variableB(i) in the objective function (25) is limited to some
integer value. To effectively solve this optimization problem,
the heuristic greedy algorithm [11] is adopted in this paper.

B. Spectrum Sensing

The spectrum sensing procedure determines the probability
that a subcarrier is utilized by the cognitive UWB system. The
procedure also determines the fraction of time for UWB data
transmissionαi in the ith subcarrier. Thus, the number of the
loaded information bits in theith subcarrier under conditions
B(i) in (25) can be expressed as

B(i) = B(i)αi(1− Pf )(1− P (H1i
)), (30)

where B(i) is the bits loaded in theith subcarrier, and
P (H1i

) is the probability that the primary user is transmitting
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or receiving within the spectrum of theith subcarrier. It is
assumed that the value ofP (H1i

) follow a Poisson process
with intensity set toλ = 1, which represents the average
number of transmissions per1ms from the primary users.
Hence,P (H1i

) = p(1;λTtxopi
), wherep(x;λt) = e−λt(λt)x

x! .
For simplicity, the parameterPf in (30) is approximated by
Pf = P̃f .

C. M-ary QAM Zones Generation

The M-QAM modulation constellation sizeMk(i) is re-
stricted toMk(i) = 2k, (k = 1, 2, 3, ...,K). The rectangular
QAM is assumed whenk > 1 due to energy efficiency
and ease of implementation [21]. It is considered that the
cognitive UWB users can gather the instantaneous channel
state information (CSI) of all links [27]. Thus, the minimum
required transmitted powerPk(i) in the ith subcarrier for
reliable reception of thekth order M-QAM symbol can be
determined as discussed in Section IV.

Then, a series of M-QAM zonesZk(i), (k =
0, 1, 2, 3, ...,K) are generated by assigning

Zk(i) = [Pk(i), Pk+1(i)) k > 0 (31)

Z0(i) = [P0(i), P1(i)) k = 0, (32)

where[·) represents a half-open interval, andP0(i) = 0 means
that no transmission power is required. Thekth order M-QAM
will be used in theith subcarrier when the allocated power
Pt(i) ∈ Zk(i). Figure 7 shows the M-QAM zone generation.
Five M-QAM zones are generated for each subcarrier. For ex-
ample, the required transmitted powerPk(3)(k = {1, 2, 3, 4})
in the subcarrier-3 is lower thanPk(2) in the subcarrier-2 for
eachkth order M-QAM due to the higher channel gain of the
subcarrier-3.

D. Primary Power and Bit Allocation

In the step 3 of the algorithm, the transmitter initially splits
Pav equally among all theN subcarriers in a sub-band as
Pt(i) = P̄t(i) = Pav/N . Therefore, the constellation size
B(i) allocated to theith subcarrier can be determined as

B(i) = log2(Mk)α(i), (33)

where α(i) = {0, 1} is the allocation coefficient, and is
expressed as

α(i) =

{
1 Pt(i) ∈ Zk(i)
0 Pt(i) ∈ Z0(i).

(34)

An example is shown in Figure 7, where zero bit is assigned
to subcarrier-1 sincēPt(i) falls into the zone-0 of subcarrier-
1, while 2 bits are assigned to subcarrier-2 for 4-QAM since
P̄t(i) falls into the zone-2 of subcarrier-2.

E. Advanced Power and Bit Allocation

It is noticeable in Figure 7 that̄Pt(i) of each subcarrier
exceeds the required transmitted powerPk(i). Hence, at the
beginning of step 4, the transmitter decreases the allocated
power Pt(i) = P̄t(i) to Pt(i) = Pk(i)α(i). The excessive
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Fig. 7. M-ary QAM zone generation over CM3

allocated powerPm is collected for the advanced allocation,
and is given by

Pm = Pav −
N−1∑
i=0

Pt(i). (35)

Then, Pm is optimally distributed to the subcarriers by
using the greedy algorithm to maximize the number of bits to
be carried by each subcarrier [11]. Therefore, the additional
power∆Pt = {∆Pt(i), (i ∈ [0, N − 1])} needed to promote
the order of the M-QAM in each subcarrier is determined by

∆Pt(i) = Pk+1(i)− Pk(i). (36)

Next, the ith subcarrier with the minimum∆Pt(i) =
min(∆Pt) is chosen to be promoted to use a higher order
M-QAM by assigning more power and bits to this subcarrier
when∆Pt(i) ≤ Pm. Thus,Pt(i) andB(i) allocated to theith
subcarrier are increased to

Pt(i) = Pt(i) + ∆Pt(i) (37)

B(i) = B(i) + ∆B(i), (38)

where∆B(i) = log2(Mk+1)− log2(Mk)α(i).
After each iteration,Pm is decreased to

Pm = Pm −
J∑
j

min(∆Pt(j)), 0 ≤ j ≤ J ≤ N − 1, (39)

where j denotes thejth iteration, andJ stands for the
advanced power and bit allocation. The process will be ter-
minated whenPm < ∆Pt(i) = min(∆Pt).

Finally, the expression
∑N

i=1 B(i) is maximized by imple-
menting the advanced allocation. The order-of-growth of the
proposed algorithm is(

∑N
i=1 B(i) −K)NlogN , whereK is

the total number of bit allocated in the primary power and
bit allocation process. In the low-SNR regime such as UWB
systems, the primary power and bit allocation can significantly
lower the total number of algorithm iterations [30].
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VII. S IMULATION RESULTS

In the simulation, a scenario of a point-to-point communi-
cation between two cognitive UWB systems is investigated in
Matlab. It is assumed that the average number of transmissions
per 1ms from the primary users within the communication
ranges of the UWB systems follow a Poisson process. In
the analysis, the spectral efficiency is used as a performance
indicator of the spectral efficiency optimization algorithm. It is
derived from normalizing the data rate

∑N
i=1 B(i)/Ts respect

to the operating bandwidthW .
First, an implementation of the primary and advanced

allocation schemes is examined over CM3. Subsequently,
the spectral efficiency comparison between the primary and
advanced allocation is made under different SNR conditions.
Then, the optimized spectral efficiency versus target BER
p̃e over different channel models is analyzed. Finally, the
optimized spectral efficiency versus the number of the M-
QAM zones is discussed. The parameters of the UWB channel
model are listed in [5], and the other parameters used to obtain
the simulation results are summarized in Table II.

Furthermore, an application withTtxop = 512 µs (ACs)
is chosen to be activated in the cognitive UWB system.
All the results assume a system with a subcarrier spacing
of 4.125MHz, N=128 subcarriers, and a Nyquist filter with
0% roll-off and bandwidth 528MHz. The receiver structure
employed in this work is based on a coherent detection that
assumes perfect channel estimation and no synchronization
errors. It is composed of a Discrete Fourier Transform (DFT)
demodulator block and parallel to serial converter.

Figure 8 and Figure 9 illustrate the primary and advanced
allocation over CM3 withp̃e =1e-5, respectively. It is ob-
served in Figure 8 that subcarrier-69 is allocated with zero
power and bit in primary allocation due to a low corresponding
channel gain of -38 dB. During the advanced allocation, as
shown in Figure 9,Pm is iteratively assigned to a subcarrier
with the minimum∆Pt(i) to allow the subcarrier to use the
higher level of M-QAM modulation. For example, subcarrier-
74 is promoted from 8-QAM to 16-QAM by increasing the
transmitted power from -48 dB to -42 dB. Each subcarrier is
allocated with the maximum possible order M-QAM until the
available powerPav is efficiently employed.

Furthermore, the spectral efficiency comparison between the
primary and advanced allocation over CM3 with the number
of M-QAM levels set toM = 4 is depicted in Figure 10. It
is also setp̃e ∈[1e-7, 1e-5] and SNRp = γp to -20 dB and
-10 dB. The spectral efficiency is significantly improved by
at least 25% when the advanced allocation is applied under
both SNRp conditions. Also, it is observed that the optimized
spectral efficiency is improved when the value of SNRp is
higher. This result is analyzed in Figure 11 in more detail.

It is illustrated in Figure 11 that the values of the optimized
spectral efficiency increase exponentially as the estimated
SNRp value is higher. It is observed that the improvement
in spectral efficiency is significant when the SNRp increases
from -20 to -10 dB over CM3, and is minor when the value

TABLE II
SIMULATION PARAMETERS

Parameter Value
Pav <-14.1 dBm
P̃f 0.1

Pmax -35.1 dBm
P̃d 0.9
fs 528 MHz
γp [-20, -18, ..., 0] dB

Subcarrier No. 128
p̃e 1e-5∼1e-7
W 4.125 MHz

M -QAM [2,3,4,8,16]
Ttxopi 512 µs

λ 1/ms
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of SNRp increases further. This is due to the fact that the
required sensing periodτs decreases exponentially when SNRp

increase, as expressed in (13).
The choice of the number of M-QAM levels depends on

how fast the channel is changing as well as on the hardware
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constraints [31]. It is shown in Figure 12 that the improvement
in spectral efficiency is significant when the number of M-
QAM zones increases from 1 to 4 over CM3, and is minor
when the number of M-QAM zones increases further. This
is due to the fact that the required transmitted powerPk(i)
for a high order M-QAM generally exceeds the maximum
allowable transmitted power̃Pmax in a subcarrier under the
BER requirement̃pe. Thus, to use a large number of M-QAM
levels is necessary only whenmax(Pk(i)) < P̃max.

VIII. C ONCLUSION AND FUTURE WORK

This paper presents a novel dynamic power and bit alloca-
tion scheme for spectral efficiency maximization in the cogni-
tive MB-OFDM UWB radio system. A new BER expression
is derived for an in-depth spectral efficiency analysis of UWB
multipath channel. The derivation is based on approximating
a sum of independent log-normal random variables as an-
other log-normal random variable using the Fenton-Wilkinson
method. Then, the performance of the spectral efficiency of
the UWB system with equal power allocation is analyzed.
This analysis demonstrates the motivation of the design of the
dynamic allocation algorithm. To optimize the spectral effi-
ciency and facilitate the convergence of the dynamic allocation
algorithm within a small number of iterations, the optimization
algorithm is divided into four sections. The results show that
the spectral efficiency of the UWB systems is significantly
improved when the advanced allocation is applied. The value
of the optimized spectral efficiency is significantly improved
with the increase of the received SNRp value and the number
of the M-QAM zones. However, this improvement becomes
minor when the SNRp value and the number of the M-QAM
zones are large.

The uncoded BER expression derived in this work provides
a foundation for further study of the coded BER expression
with primary user and multiuser interference. More compre-
hensive analysis of the MB-OFDM UWB time and frequency
diversity can be conducted in time variant channel model.
Then, a new cognitive power and bit allocation algorithm can
be further explored and implemented.

−20 −18 −16 −14 −12 −10 −8 −6 −4 −2 0
1

1.2

1.4

1.6

1.8

2

SNRp (dB)

S
pe

ct
ra

l E
ffi

ci
en

cy
 (

bp
s/

H
z)

Spectral Efficiency of Different SNRp Values over CM3

 

 

BER = 1e−5
BER = 1e−6
BER = 1e−7

Fig. 11. Optimal Spectral efficiency over CM3 with four-point QAM

1 2 3 4 5 6 7
0.4

0.6

0.8

1

1.2

1.4

Number of MQAM Modulation Levels

S
pe

ct
ra

l E
ffi

ci
en

cy
 (

bp
s/

H
z)

Spectral Efficiency of Different Number of Modulation Levels over CM3

 

 

BER = 1e−5
BER = 1e−6
BER = 1e−7

Fig. 12. Optimal Spectral efficiency of different number of modulation levels
over CM3, SNRp = −20 dB

ACKNOWLEDGMENT

The authors wish to thank Michael Barry for his insight and
inspiration for the work.

Liaoyuan Zeng’s work on this paper is funded through
Irish Research Council for Science, Engineering & Technology
(IRCSET) Scholarship.

REFERENCES

[1] L. Zeng, S. McGrath, and E. Cano, “Rate maximization for Multiband
OFDM Ultra Wideband systems using adaptive power and bit loading al-
gorithm,” Proceedings of the 5th International Conference on Advanced
Telecommunications and Systems, pp. 369–374, May 2009.

[2] I. J. Mitola and G. Q. Maguire, “Cognitive radio: making software radios
more personal,”IEEE Magzine on Personal Communications, vol. 6,
no. 4, pp. 13–18, Aug. 1999.

[3] D. Zhang, Z. Tian, and G. Wei, “Spatial capacity of narrowband
vs. Ultra-Wideband cognitive radio systems,”IEEE Transactions on
Wireless Communications, vol. 7, no. 11, pp. 4670–4680, Nov. 2008.

[4] G. Bansal, M. J. Hossain, and V. K. Bhargava, “Optimal and suboptimal
power allocation schemes for OFDM-based cognitive radio systems,”
IEEE Transactions on Wireless Communications, vol. 7, no. 11, pp.
4710–4718, Nov. 2008.

[5] A. Batra, J. Balakrishnan, G. Aiello, J. Foerster, and A. Dabak, “Design
of a Multiband OFDM system for realistic UWB channel environments,”
IEEE Transactions on Microwave Theory Techconology, vol. 52, no. 9,
pp. 2123–2138, September 2004.

[6] N. Beaulieu, A. Abu-Dayya, and P. Mclane, “Estimating the distribution
of a sum of independent lognormal random variable,”IEEE Transactions
on Communications, vol. 43, pp. 2869–2873, December 1995.

129

International Journal on Advances in Telecommunications, vol 2 no 4, year 2009, http://www.iariajournals.org/telecommunications/



[7] Z. Wang and G. Giannakis, “Wireless multicarrier communications
where Fourier meets Shannon,”IEEE Signal Processing Magzine,
vol. 17, no. 3, pp. 29–48, May 2000.

[8] A. Skelton and S. Fu, “An improved conditional maximum-likelihood
detector for noncoherent UWB communication,”IEEE Communications
Letters, vol. 13, no. 1, pp. 7–9, Jan. 2009.

[9] E. Hossain and V. Bhargava,Cognitive Wireless Communication Net-
works. New York, USA: Springer Science+Business Media, LLC, 2007.

[10] B. T. Ahmed and M. C. Ramon, “On the impact of Ultra-Wideband
(UWB) on macrocell downlink of umts and CDMA-450 systems,”IEEE
Transactions on Electromagnetic Compatibility, vol. 50, no. 2, pp. 406–
412, May 2008.

[11] T. Cormen, C. Leiserson, R. Rivest, and C. Stein,Introduction to
Algorithms, 2nd ed. Boston, USA: The MIT Press, 2001.

[12] Y. Chen, G. Yu, Z. Zhang, H. H. Chen, and P. Qiu, “On cognitive radio
networks with opportunistic power control strategies in fading channels,”
IEEE Transactions on Wireless Communications, vol. 7, no. 7, pp. 2752–
2760, 2008.

[13] W. Siriwongpairat, W. Su, and K. Liu, “Performance characterization of
Multiband UWB communication systems using poisson cluster arriving
fading paths,” IEEE Journal on Selected Areas in Communications,
vol. 24, no. 4, pp. 745–751, April 2006.

[14] H. Lai, W. Siriwongpairat, and K. Liu, “Performance analysis of
Multiband OFDM UWB systems with imperfect synchronization and
intersymbol interference,”IEEE Journal of Selected Topics in Signal
Processing, vol. 1, no. 3, pp. 521–534, October 2007.

[15] C. Snow, L. Lampe, and R. Schober, “Performance analysis of Multiband
OFDM for UWB communication,”Proceedings of IEEE International
Conference on Communications, pp. 127–130, October 2008.

[16] “UWB channel modeling contribution from intel,” IEEE P802.15-
02/279-SG3a., Tech. Rep., 2002.

[17] S. Ghassemzadeh, R. Jana, C. Rice, W. Turin, and V. Tarokh, “Mea-
surement and modeling of an Ultra-Wide Bandwidth indoor channel,”
IEEE Transactions on Communications, vol. 52, no. 10, pp. 1786–1796,
October 2004.

[18] D. Cassioli, M. Win, and A. Molisch, “The Ultra-Wide Bandwidth
indoor channel: From statistical model to simulations,”IEEE Journal
on Selected Areas in Communications, vol. 20, no. 6, pp. 1247–1257,
August 2002.

[19] A. Molisch, “Ultrawideband propagation channels-theory, measurement,
and modeling,”IEEE Transactions on Vehicular Technology, vol. 54,
no. 5, pp. 1528–1545, September 2005.

[20] F. Zheng and T. Kaiser, “On the evaluation of channel capacity of UWB
indoor wireless systems,”IEEE Transactions on Signal Processing,
vol. 56, no. 12, pp. 6106–6113, Nov. 2008.

[21] J. G. Proakis,Digital Communications, 4th ed. New York, USA:
McGraw-Hill, 2001.

[22] H. L. V. Trees,Detection, Estimation, and Modulation Theory. New
York, USA: John Wiley and Sons, 1968.

[23] Y. Zeng and Y. C. Liang, “Spectrum sensing algorithms for cognitive
radio based on statistical covariances,”IEEE Transactions on Vehicular
Technology, vol. 58, no. 4, pp. 1804–1815, May 2009.

[24] “High rate Ultra Wideband phy and mac standard,” ECMA International,
Geneva, Tech. Rep., 2005.

[25] G. L. Stuber,Principles of Mobile Communication, 2nd ed. New York,
USA: Kluwer Academic Publishers, 2002.

[26] W. H. Tranter, S. K. Sam, T. S. Rappaport, and K. L. Kosbar,Princi-
ples of Communication Systems Simulation with Wireless Applications.
United States of America: Prentice Hall, 2004.

[27] A. Goldsmith,Wireless Communications. New York, USA: Cambridge
University Press, 2005.

[28] J. Montojo and L. Milstein, “Effects of imperfections on the performance
of OFDM systems,”IEEE Transactions on Communications, vol. 57,
no. 7, pp. 2060–2070, July 2009.

[29] S. Boyd and L. Vandenberghe,Convex Optimization. Cambridge,
United Kingdom: Cambridge University Press, 2004.

[30] G. D. J. Forney and G. Ungerboeck, “Modulation and coding for linear
Gaussian channels,”IEEE Transactions on Information Theory, vol. 44,
no. 6, pp. 2384–2415, October 1998.

[31] A. J. Goldsmith and S. G. Chua, “Variable-rate variable-power MQAM
for fading channels,”IEEE Transactions on Communications, vol. 45,
no. 10, pp. 1218–1230, Oct. 1997.

130

International Journal on Advances in Telecommunications, vol 2 no 4, year 2009, http://www.iariajournals.org/telecommunications/



Adaptive MCS Selection with Dynamic and Fixed
Sub-channelling for Frequency-Coherent OFDM

Channels
Muayad S. Al-Janabi, Charalampos C. Tsimenidis, Member, IEEE, Bayan S. Sharif, Senior Member, IEEE
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Abstract—This paper presents two strategies for joint adaptive
modulation and coding (AMC) techniques. The first strategy
is based on the fixed sub-channel (FS)-AMC allocation, which
exploits the coherence bandwidth of the wireless channel to
divide the transmitted frame into independent sub-channels
that correspond to the channel coherence bandwidth as well
as selecting the optimal modulation and coding scheme (MCS)
for each individually. The second strategy is based on dynamic
sub-channel (DS)-AMC allocation, reduces the size of pilot
sub-carriers for the stable sub-channel profiles; where the
redundant pilots are replaced with additional data sub-carriers,
which enhance the total system throughput. These strategies
are implemented for orthogonal frequency division multiplexing
(OFDM) systems with channel state information (CSI) feedback.
Low density parity check (LDPC) codes are utilized for encoding
by employing signal-to noise ratio (SNR) dependent coding rates,
as well as distinct modulation schemes to achieve adaptivity
to time-varying channel conditions. The performance of the
proposed system was tested on Rayleigh fading channels that
exhibit frequency coherent bands. Numerical results obtained
via simulation demonstrate that the throughput and bit error
rate (BER) performances of both proposed systems are better
than previously suggested approaches. Additionally, there is
a significant improvement in the throughput performance of
the dynamic sub-channel allocation strategy over the fixed
sub-channel allocation method.

Index Terms—Frequency channel coherent, sub-channelling,
OFDM, AMC, MCS.

I. INTRODUCTION

Recently, the requirements for achieving high performance
in wireless communications systems have increased dramati-
cally. These requirements have focused on the schemes that
increase the transmission of data as well as minimizing the
BER at the receiver. OFDM for single user and orthogonal
frequency division multiple access (OFDMA) for multiuser
are examples of such powerful systems. The above two sys-
tems have been adopted by many standards including Fixed
WiMAX IEEE 802.16 and Mobile WIMAX IEEE 802.16e.
They demonstrate high ability to tackle the degradations
introduced by multipath channels that cause inter symbol
interference (ISI) at low computational complexities. However,
the transmitted waveforms of these systems exhibit high peak-
to-average power ratio (PAPR) and are sensitive to Doppler
shifts, which produce inter carrier interference (ICI) [1]-[8].

OFDM and OFDMA systems are implemented in practice
using error correcting schemes, such as convolutional, turbo

and LDPC codes. In this paper, we adopt LDPC codes since
they exhibit lower computational complexity. LDPC codes
were invented by Gallager in 1963 as a class of linear
codes. Their main feature is a sparse generator matrix which
comprises a low density of ones. Nowadays, LDPC codes
are widely employed in AMC strategies to select suitable
modulation and coding rates for OFDM and OFDMA sub-
carriers based on returned CSI. The aim is to avoid the addi-
tional iterative processing, which is impractical with real-time
systems, since LPDC decoding already incorporates iterations
inside its decoder [9]-[11].

Most research studies so far have focused on AMC for
OFDM systems without any consideration of the frequency
coherence of the underlying wireless channel. In [12], AMC
for OFDM schemes was presented, which divided the OFDM
frame into fixed clusters, with each cluster exhibiting inde-
pendent modulation and coding schemes according to CSI that
was returned from the receiver. In [13] and [14], the implemen-
tation of adaptive bit-interleaved coded modulation (BICM)
with OFDM was introduced depending on the returned CSI
obtained from the estimated BER. However, they considered
the OFDM frame as a one part with same MCS for all symbols.
In [15], a novel two-step channel prediction technique has been
proposed that considered the time-varying nature of a channel
over the duration of interest that produced the required CSI to
the transmitter to achieve adaptivity.

Reliable transmission of the information stream was en-
sured by utilising the lowest and fixed MCS levels in [16].
Moreover, this method was also very efficient for a large
number of sharing users per transmitted frame. To increase the
system performance, two strategies were used; the first strategy
enhanced the system throughput by employing the AMC
technique to exploit the capacity of the channel; the second
strategy adopted the link-layer auto repeat request (LARQ) and
hybrid auto repeat request (HARQ) to increase the transmitted
packet error rate and to reduce the convolutional code gain in
order to detect the error of the received data packet.

In [17], the AMC technique was used in a wideband code
division multiple access (WCDMA) downlink to enhance the
scheduling performance; at the same time, a fast cell selection
(FCS) strategy was adopted. In this work, the Round Robin
(RR), the simplified proportional fair (PF), the maximum car-
rier to interference ratio(C/I), and the conventional PF schemes
were investigated and compared as scheduling techniques.
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Moreover, the authors tried to maximise the user throughput
in a cellular network by proposing an optimal selection of
the MCS options. The system was based on the Chase Com-
bining and Incremental Redundancy schemes for the HARQ
mechanism. The optimal MCS selection was dependent on the
number of transmissions and successful decoding probability
in the HARQ operation.

The authors of [18] adopted the SNR-based and buffer-
assisted AMC technique strategies of selection to analyse the
channel packet transmission and re-transmission system. In
this work, the size and status of the transmit buffers have been
considered during the design and analysis of the performance,
efficiency, and complexity measurements.

The impact for the estimated channel errors in a CDMA
system, which used the AMC strategy with multi-codes, was
presented in [19]. Moreover, the communication channel was
modelled utilising Simple Moving Average (SMA) and Hidden
Markov Model (HMM) filters. In [20], a link adaptation algo-
rithm with Packet Error Rate (PER) was presented. The PER
performance was predicted for the coded multiple-antenna
OFDM system based on the detected error of the channel
estimation.

In [21], a comparison of the throughput performance be-
tween Single-Carrier transmission with Frequency-Domain
Equalisation (SCFDE) and OFDM over the non-linear fading
channels was presented. The transmitted power was used as
a metric with the AMC criteria to overcome the transmission
drawbacks. On the other hand, an efficient Medium Access
Control (MAC) technique based on AMC strategy was pre-
sented in [22]. The packet format was varied based on the
channel state to achieve a high performance system and an
optimal analytical model was proposed for the non-stationary
transmission link. In addition, a comparison between the
analytical evaluations and simulation results was presented
to show the outperformance of the proposed system. Addi-
tionally, in [23], a cross-layer design over the data link and
physical layer was derived, the optimal system performance
was achieved by exploiting the truncated ARQ protocol ability
to correct the transmission errors as well as the using AMC
strategy features.

Issues concerning the distribution methods of the pilot
along the OFDM frame have been widely addressed in recent
research work. The two main prevailing approaches are the
block and comb pilot distribution methods [24]-[26].

The first key contribution of our paper is to produce an FS-
AMC-OFDM scheme that exploits the frequency coherence of
the channel by dividing the OFDM frame into sub-channels
that correspond to the detected channel coherence bands at the
receiver. Subsequently, each individual sub-channel is assigned
its own independent MCS. The second contribution is to
present a DS-AMC-OFDM system, which reduces the number
of pilot sub-carriers within the individual stable profile sub-
channels and replaces the unused sub-carriers by additional
information streams. This reduction is dependent on the SNR
fluctuation values of the sub-channels, and the sub-channels’
minimum SNR values. Moreover, in order to achieve an
optimum channel estimate, pilots are inserted and interleaved
across the frame data using the comb method [24]-[25]. The

proposed AMC strategy is established on six adapting options
that support the flexibility of switching between MCS schemes
in real time to reach the required performance.

The remainder of the paper is organized as follows.
In Section II, the description of the proposed system is
presented. Section III outlines the LDPC decoding algorithm,
while the proposed transmission techniques is introduced in
Section IV. Section V demonstrates the performance of the
proposed systems via simulation results. Finally, conclusions
are drawn in Section VI.

II. SYSTEM MODEL DESCRIPTION

This section outlines the proposed FS-AMC-OFDM and
DS-AMC-OFDM systems. In these schemes, LDPC codes are
considered with three different coding rates in conjunction
with two modulation schemes, i.e. 16 quadrature amplitude
modulation (16-QAM) and quadrature phase shift keying
(QPSK) modulation. These two modulation types combined
with three coding rates produce six individual MCSs.

The transmitted OFDM frame of the proposed system
contains N sub-carriers, which are divided into Np pilots,
Nd data, and NG guard sub-carriers. The pilots are distributed
uniformly into groups corresponding to the number of detected
frequency coherence bands Ncoh of the channel.

For the FS-AMC-OFDM system, each sub-channel adopts
a distinct MCS and contains αd(i) = Nd/Ncoh data and
αp(i) = Np/Ncoh pilot sub-carriers, where i = {1, ..., Ncoh}
is the index of the sub-channels. The number of the selected
MCS for each group of symbols is sent to the transmitter via
the returned CSI, instead of estimating the channel and SNR
values in order to reduce the size of the feedback information
required. On the other hand, the size of data αd(i) and pilot
αp(i) sub-carriers, within sub-channels can be changed for
DS-AMC-OFDM system according to the returned channel
conditions. The CSI is assumed to be returned using time
division duplex (TDD) link without any feedback delay due
to the short transmission distance.

The proposed systems are applicable in many transmission
environments and they require identical implementation
complexity to the related conventional AMC based
transmission schemes that utilize same MCSs. The proposed
systems are described in detail in the following sub-sections.

A. FS-AMC-OFDM system

The investigated FS-AMC-OFDM system can be divided
into the following three parts.

1. Transmitter: The transmitter comprises three main blocks
as shown in Fig. 1. The first block generates, from the
binary data, different coded and modulated symbol groups
that are assigned to different sub-channels. The second block
assembles the OFDM signalling frame from the modulated
data and the pilots, which are inserted at uniform positions
using a comb approach. The final part of the transmitter
implements the inverse fast Fourier transform (IFFT) and CP
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insertion operations. The transmitted OFDM frame can be
mathematically represented as:

x(k) =
1√

NFFT

NFFT∑
n=1

X(n)e
j2πkn
NFFT , (1)

where x(k) are the transmitted OFDM waveform samples
in time-domain, X(n) denotes the OFDM symbols
assigned to each data sub-carrier, NFFT is the FFT size
and k = {1, . . . , NFFT} and n = {1, . . . , NFFT} are the time
and frequency domain indices, respectively.

and MUX

Pilot Insertion

Data

CSI

IFFT
and CP

insertion

Adaptive Mod.

LDPC Encod.

Fig. 1. Transmitter block diagram of the proposed FS-AMC-OFDM system.

2. Channel Model: It is known that there are many types of
coherent channels, such as time variant and invariant channels
for both fast and slow fading. The frequency response of
these channels can be more or less selective in terms of
the selected sub-carriers. This selectivity may decrease the
coherence bandwidth, which in turns increases the utilized
sub-channels in our proposed system.

In this paper, a wireless Rayleigh fading communication
channel is considered in this paper. A key assumption is that
the channel exhibits coherence frequency bands, thus, the total
system bandwidth is divided into sub-channels that are time-
varying but flat in terms of attenuation for all sub-carriers
within the same band. The individual sub-channel values are
assumed to be correlated between subsequent symbols. The
impulse response of the channel is given as:

h(k) =
L−1∑

l=0

hl(k)δ(τl), (2)

where L is the number of taps, τl is the time delay associated
with the l-th tap and hl(k) is the complex-valued channel
fading coefficient of the l-th tap for the time index k. The
coherence bandwidth Bcoh, which represents the frequency
correlation between channel gains, is given for values above
0.9 as:

Bcoh =
1

50στ
, (3)

where στ is the root mean square (rms) of the multipath delay
spread in the time domain, given as:

στ =

√√√√
∑L−1

l=0 |hl(k)|2τl∑L−1
l=0 |hl(τl)|2

. (4)

Fig. 2 demonstrates an example of the system channel with
20 MHz bandwidth suited to propagate one OFDM frame. This
model is based on the Rayleigh channel properties and exhibits

15 taps. In this figure, part (a) represents the the channel time
impulse response, while (b) is the channel frequency response
in dB.
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Fig. 2. Channel model.

3. Receiver Description: The receiver structure is illustrated
in Fig. 3. After the cyclic prefix has been removed, the received
OFDM frame can be represented as:

y(k) = r(k) + w(k) = x(k)⊗ h(k) + w(k), (5)

where y(k) are the received samples, h(k) refers to the channel
coefficients, w(k) represents the additive white Gaussian noise
(AWGN) samples, ⊗ denotes the circular convolution opera-
tion. The result of the circular convolution, r(k), between the
transmitted OFDM samples and the channel values is defined
as:

r(k) =
L−1∑

l=0

h(l)x((k − l))N , k = 0, . . . , N − 1. (6)

After the FFT operation is applied to the entire OFDM
frame, the received signal samples can be expressed as:

Y (n) = X(n)H(n) + W (n). (7)

Following the FFT operation, the pilots and the data are
extracted from the received OFDM frame. The pilots are
utilized in the channel estimation algorithm and CSI unit,
which produces the estimated channel and SNR values, as
well as, the decision of suitable MCS for each sub-channel.
Finally, the data are demodulated and decoded in the same
selected transmitted MCSs. In this paper, a Mobile WiMAX
IEEE 802.16e system is considered with the parameters listed
in Table I. The performance of the investigated FS-AMC-
OFDM system is effected by many utilized parameters, such as
the data and pilot sub-carriers number as well as the employed
bandwidth.
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Fig. 3. Receiver block diagram of the proposed FS-AMC-OFDM system.

TABLE I
SYSTEM PARAMETERS

No Parameter Value

1 Bandwidth 20 MHz

2 Number of FFT 2048

3 Number of data carrier 1440

4 Number of pilot carrier 240

5 Number of guard sub-carrier 368

6 Cyclic perfix 1/4

7 Coherence bandwidth 4 MHz

B. DS-AMC-OFDM system

This section considers the developments applied to the FS-
AMC-OFDM system structure in order to produce an efficient
scheme, which uses dynamic allocation for the data and
pilot sub-carriers across the distinct sub-channels instead of
a fixed allocation strategy. The transmitter block diagram of
the proposed DS-AMC-OFDM system is similar to FS-AMC-
OFDM, where the first block (Adaptive Mod. and LDPC
Encod.) decides the size of the transmitted information bit
stream for each sub-channel according to the returned CSI.
At the same time, the pilot generator can reduce or increase
the pilot stream size for each coherence bands based on the
corresponding returned pilot size.

The selectivity of the utilized channel frequency response
can effect the performance of the DS-AMC-OFDM system
particularly for the narrow coherence bandwidth channels. For
these channels, the proposed system uses all the employed
pilots for channel estimation. We use the same channel model
of the FS-AMC-OFDM system, while the receiver adds
another block to adjust the size of the data and pilot symbols
for each sub-channel individually as explained in the next
section.

1. Reciever: Fig. 4 illustrates the DS-AMC-OFDM system
receiver. From this figure, the size of the pilot and data for each
sub-channel is adjusted in the additional, Size Adjustment,
block. The main function of the new block is to decide a
suitable size for the data and pilot across the sub-channels
individually, while the other receiver’s blocks have the same
functions of the FS-AMC-OFDM system receiver. For stable
channel conditions, the pilots’ size is reduced and the available
size from this reduction is filled with additional data symbols
at the transmitter to increase the total transmission throughput.
The selected sizes of the pilots of each sub-channel is included

in the returned CSI.

Size Adjustment

FFT and

CP removing

Channel
estimation
and CSI

Data
DeMUX

Adaptive Demod.
and LDPC

Decod.

Pilot

Return CSI

CSI

SNR

Pilot

Fig. 4. Receiver block diagram of the proposed DS-AMC-OFDM system.

III. LDPC DECODING

As the proposed systems follow the Mobile WiMAX
standard, we employ LDPC as one of the recommended error
correction methods. The LDPC codes that have been adopted
in this paper are irregular repeat accumulate codes which
have a high ability to detect and correct the receiving errors
depending on the error probability density function (pdf).
The LDPC encoding and decoding processes are explained
as follows.

A. LDPC encoder

LDPC encoding is performed by generating a parity check
matrix, which must be a sparse matrix with a specified
number of columns and rows according to the codeword size
and employed code rate respectively. To obtain the encoded
data sequence, the entire binary data vector is multiplied by
a generator matrix, which is derived from the parity check
matrix [27]. Fig. 5 shows the LDPC encoding process block
diagram.

Matrix

Stream

Data Bit 

Parity Check

Matrix

Generator

Code Word

Fig. 5. LDPC encoder block diagram.

B. LDPC decoder

The algorithms performing the LDPC decoding process
produce efficient and iterative methods to decode the received
data bits. In this paper the message passed algorithm
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is adopted. This algorithm is also known as the belief
propagation algorithm, and sum-product algorithm. The
message passed algorithm is based on decoding the coded
bits in iterative manner as a message between the bit and
check nodes shown in Fig. 6 illustrating the Tanner graph. It
is implemented using four processing steps, i.e. initialization,
check node update, bit node update and hard decision. We
now proceed with the description of the individual steps [27].

1. Initialization: Set the loop iteration, l = 0,

η[0]
m,n = 0, ∀ (m, n) with A(m,n) = 1, (8)

λ[0]
n = Lcrn. (9)

where A is the parity check matrix, Lc is the channel reliabil-
ity, λ and η are the messages from bit nodes to check nodes,
and check to bit nodes, respectively.

2. Check node update:

l = l + 1. (10)

η[l]
m,n = −2 tanh−1(Πj∈Nm,n tanh(−λ

[l−1]
j − η

l−1]
m,j

2
). (11)

3. Bit node update:

λl
n = Lcrn +

∑

m∈Mn

η[l]
m,n. (12)

4. Hard decision:

cn =
{

1, if λn > 0
0, otherwise

}
(13)

if (Ac′ = 0) , then stop;
else if (l < L) go to check node update;
otherwise exit;
Here, cn are the decoded data bits, L is the maximum number
of iterations, and c′ is the vector containing the decoded bits
at the end of the final iteration.

Message

Check nodes

Bit nodes

Check−to−variable
Message

Bit−to−Check

Fig. 6. LDPC decoding algorithm Tanner graph.

IV. PROPOSED AMC-LDPC-OFDM TRANSMISSION
TECHNIQUES

The LDPC encoder encodes the entire data sequence
using one of the three possible code rates (1/2, 2/3 or 3/4).
Furthermore, two modulation schemes are available for sub-
channels in order to satisfy their selected MCSs, i.e. QPSK
and 16-QAM. In this section, the proposed transmission
strategies of both systems are described separately.

A. FS-AMC-OFDM strategy

The novelty of this system is the introduction of distinct
MCSs that correspond to the detected frequency coherent
sub-channels. The Np pilots are modulated using BPSK to
guarantee insensitivity to channel effects at both low and high
SNR levels. Additionally, they are distributed across the data
symbols according to the comb-method by allocating one pilot
carrier for every six data symbols, as illustrated in Fig. 7.

1

Data

sub−channel sub−channel sub−channel

one two Ncoh

OFDM symbol

1 1680

1680/Ncoh

Pilot

Fig. 7. AMC-LDPC-OFDM transmitted block frame.

At the receiver, channel and SNR estimation, as well as
the decision on MCS selection for each sub-channel are
performed. The channel estimation was implemented using the
least square (LS) method [28]:

Ĥp(i,m) = D[Xp(i,m)]−1Yp(i,m), m = 0 . . . αp(i)− 1,
(14)

where Ĥp(i,m) are the estimated pilot channel values,
D[Xp(i, m)] is a diagonal matrix constructed using the known
transmitted pilot symbols, and Yp(i,m) are the received pilot
symbols after the FFT operation. In this paper, the channel
estimation error is not considered. It is caused by imperfect
synchronization, feedback delay and channel estimation. The
channel estimation error can be added as a noise to the
received signal as Y (n) = X(n)Ĥ(n)+X(n)[H(n)−Ĥ(n)]+
W (n). Furthermore, the channel estimation error effects the
computed value of the corresponding SNR, where Ĥ(n)
denotes the estimated channel coefficients. The channel values
that relevant to the data sub-carrier are obtained by averaging
neighbour pilots instead of using interpolation methods to
reduce the complexity. A two-sample average was utilized
based on the assumption that the channel will remain constant
throughout the duration of an OFDM block, i.e.

Ĥd(i, z) =
1
2

[
Ĥp(i,m) + Ĥp(i,m + 1)

]
, (15)

m = mod(z, Np), z = 0 . . . (αd(i)/αp(i))− 1, (16)

where Ĥd(i, z) represents the z-th data sub-carriers between
two pilots for each sub-channel, and m denotes the index of
corresponding pilot.

Furthermore, the SNR is estimated for each symbol in the
OFDM frame and the minimum value for each sub-channel
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γi,min is selected to guarantee that the required performance
is maintained:

SNRd(i, v) =
E{|Ĥd(i, v)|2|X(i, v)|2}

E{|W (i, v)|2} (17)

=
E{|Ĥd(i, v)|2}E{|X(i, v)|2}

E{|W (i, v)|2} (18)

= Es
E{|Ĥd(i, v)|2}

σ2
W (i, v)

(19)

where σ2
W (i, v) is the AWGN variance, Es = E{|X(i, v)|2} is

the average sub-channel symbol energy, which is 1 for QPSK
and 10d2 for 16-QAM, where d is the minimum distance
between constellation points. In practice, we can replace
E{|Ĥd(i, v)|2} with the estimated channel values |Ĥd(i, v)|2,
where v = {1, ..., αd(i)} is the sub-channel data symbols
index. The minimum SNR is then obtained as:

γi,min = min[SNRd(i, v)] = min

{
Es
|Ĥd(i, v)|2
σ2

W (i, v)

}
(20)

The selection of suitable MCS for each sub-channel is
based on the estimated SNR of the corresponding sub-channel
according to Table II, which considers the threshold SNR
values for a BER of 10−3 [12]. The diversity of MCSs

TABLE II
SNR THRESHOLD VALUES FOR MCS

Modulation type Code rate Threshold dB

QPSK 1/2 4.5

QPSK 2/3 5.6

QPSK 3/4 8.2

16-QAM 1/2 10.5

16-QAM 2/3 11.9

16-QAM 3/4 > 11.9

for symbol groups that are included in the same OFDM
frame improves the system throughput µ by increasing the
transmitted throughput ψav(i), which depends on the sub-
channel symbol coding rate Rc(i) and the modulation order
M(i), and is given as [12]:

ψ(i, v) = log2[M(i)]Rc(i). (21)

In terms of the probability of the MCS selection, the system
throughput can be mathematically expressed as:

µ =
NMCS∑

i=1

Pr{MCS(i)}ψav(i)(1− SER), (22)

where Pr{MCS(i)} denotes the probability of choosing
each MCS, ψav(i) = E{ψ(i, n)} is the average transmitted
throughput in bit/symbol, SER is symbol error rate and NMCS
is the number of MCSs. Additionally, the decrease of SER,
which depends on selection of the optimum MCS for the
channel type (Pr{MCS(i)}), leads to an increase in the
system throughput as shown in Eq. (22).

On the other hand, the system throughput can be expressed
in terms of the size of the transmitted data of each sub-channel,
αd(i), the average transmitted throughput, ψav(i), and the
average sub-channel bit error rate, Pe(i), as follows:

µ =
Ncoh∑

i=1

αd(i)ψav(i)[1− Pe(i)]. (23)

From Eq. (23), the throughput, which is the successful
received bits, is based mainly on the size of the transmitted
data symbols. This leads to the ability of enhancing the
proposed system throughput performance by increasing the
transmitted data size as explained in the next section.

B. DS-AMC-OFDM strategy

The proposed DS-AMC-OFDM system exploits the scal-
ability of OFDM systems such as Mobile WiMAX, which
endorses the reduction in pilots, to improve the throughput by
replacing the unnecessary pilots within a channel coherence
band with information data streams; and hence increase the
total transmitted throughput. This reduction in the number
of pilots for each sub-channel individually depends on the
variance of the sub-channel SNR fluctuation values, Γvar(i),
and the sub-channel γi,min. The range of the pilot reduction
λ(i) can be varied between zero and αp − 2.

To measure the coherence bandwidth, which is required to
obtained the number of the sub-channels, a correlation process
between the channel coefficients is adopted in the frequency
domain. It assumes that the correlation between the channel
coefficients frequency response depends only on the Bcoh. The
correlation value of the channel can be achieved as:

βBcoh
=

E{[Ĥ(f)− ηĤ(f)][Ĥ(f)(f + Bcoh)− ηĤ(f+Bcoh)]
∗}

E{|Ĥ(f)|2} ,

(24)
where, ηĤ(f) and ηĤ(f+Bcoh) are the mean values of the
channel frequency responses, and f is the frequency index.
The uniform distribution of the phase of the Rayleigh channels
leads to ηĤ(f) and ηĤ(f+Bcoh) values to be zero, thus Eq. (24)
can be rewritten as:

βBcoh
=

E{[Ĥ(f)][Ĥ(f)(f + Bcoh)]∗}
E{|Ĥ(f)|2}

=
E{[Ĥ(f)][Ĥ(f)(f + Bcoh)]∗}

σ2
Ĥ(f)

, (25)

where σ2
Ĥ(f)

is the channel variance. By varying the Bcoh,
which is the correlation lag, in an iterative method and keeping
the correlation value over 0.9, we can obtain the coherence
bandwidth, where the channel responses for frequencies sep-
arated by Bcoh or less, are nearly equal. As a result, Ncoh

is calculated based on the total system bandwidth (BW) as
Ncoh = BW

Bcoh
.

136

International Journal on Advances in Telecommunications, vol 2 no 4, year 2009, http://www.iariajournals.org/telecommunications/



The SNR fluctuation of the channel coefficients within each
coherence band is evaluated depending on the estimated SNR
values as:

Γ(i, n) = SNRd(i, v)− %(i), (26)

where %(i) = E{SNR(i, v)} is the average SNR value for
each sub-channel. The Γvar(i) value can be calculated as:

Γvar(i) = E{|Γ(i, n)|2}. (27)

Based on the detected coherence bandwidth, the number
of pilots and data for each sub-channel is set. Moreover, the
number of required pilots for the channel estimation is mainly
dependent on the fluctuation values between the neighbouring
pilots. The SNR values of each sub-channel γi,min are further
used to measure the stability of the channel state in terms of
the noise. The equations describing the dynamic adjustment
of pilots and data streams can be written as:

ϑp(i) = αp(i)− λ(i), (28)

ϑd(i) = αd(i)− λ(i), (29)

λ(i) = ξ(i)
γi,min

Γvar(i)
, (30)

where ϑp(i) and ϑd(i) designate the new number of pilots and
data for each sub-channel, respectively, and ξ(i) is a variable
chosen to satisfy the condition, mod[ϑd(i)/ϑp(i)] = 0 , that
guarantees a uniform distribution of pilots and data within
each sub-channel. The size of the pilot subcarriers of each
sub-channel is included in the CSI to permit the transmitter to
adjust the transmission sizes. The resulting system throughput,
µ, in Eq. (23) can be mathematically rewritten as:

µ =
Ncoh∑

i=1

ϑd(i)ρav(i)[1− Pe(i)]. (31)

Evidently, the increase in the transmitted data stream size
is expected to increase the system throughput performance.
At the same time, the optimal selection of the suitable MCS
for the sub-channels can decrease the BER, which leads to
increase the throughput. To measure the effect of the pilot
reduction on the channel estimation process, the mean square
error (MSE) of the estimated channel value in comparison with
the perfect channel H(i, n) and is calculated as:

MSE(i) = E{|Ĥ(i, n)−H(i, n)|2} (32)

and the total MSE is evaluated as TMSE = E{MSE(i)}.

V. SIMULATION RESULTS

The performance of the proposed FS-AMC-OFDM and
DS-AMC-OFDM systems are investigated in Rayleigh fading
channels exhibiting five frequency coherence bands. The
parameters of the Mobile WiMAX standard listed in Table I
have been utilized for the simulation. The performance of the
investigated systems depends on the utilized parameters for
each transmitted OFDM frame. However, both systems still
outperform the conventional scheme for the same considered
parameters as shown in the next sub-sections. The simulation
results of the proposed systems are divided into two parts as
follows.

A. FS-AMC-OFDM system

This section demonstrates and discusses the simulation
performance of FS-AMC-OFDM system. Fig. 8 shows the
throughput comparison between two systems; a conventional
adaptive system which adopts the same MCS for the whole
OFDM frame, and the proposed adaptive system. It is
observed that the proposed scheme provides a throughput
related performance gain between 0.1-1.2 Mbit over the
conventional adaptive system for a SNR range between
5 and 35 dB. The enhancement in performance is due to
the fact that the proposed strategy exploits the channel
conditions to construct the transmitted OFDM frame, which
contains different types of modulation and coding rates that
are related to the coherence bandwidth of the underlying
channel. Moreover, the suggested approach benefits from the
fading diversity on sub-channels to increase the transmitted
throughput, which in turn improves system performance by
increasing the coding rate and modulation level as indicated
in Eq. (21) and (22). It is worth observing that at high SNR
levels above 35 dB the performance of the adaptive systems
approximately converges to the same value because they
select the same MCS for all sub-channels.

Fig. 9 demonstrates the difference in transmitted throughput
between the conventional adaptive and proposed approaches.
It is apparent that the performance of proposed system
achieves 0.1-0.6 bit/symbol better than the conventional over
a SNR range between 5 and 35 dB.

Fig. 10 illustrates the average BER performance as a
function of the SNR for the two investigated systems.
After 10 dB of SNR, the plot shows clearly the performance
advantage of the proposed adaptive scheme. The improvement
is due to the optimal MCS selection for each sub-channel,
which in turn, enhances the BER performance. However,
for high SNR values, the difference in performance between
the two adaptive schemes is approximately the same, since
their constructed transmitted OFDM frames become nearly
identical.

Fig. 11 displays the behaviour of the proposed AMC-LDPC
based OFDM system in terms of selecting the maximum
reliable data size, which is computed by averaging each
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Fig. 8. Throughput of the conventional and proposed FS-AMC-OFDM
system.
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Fig. 9. Transmitted throughput of the conventional and proposed FS-AMC-
OFDM system.

sub-channel. It should be highlighted that individual points
in this graph may contain different types of coding rates
and modulation levels. From the diagram, it is apparent that
the proposed scheme outperforms the conventional adaptive
system. Moreover, it should be noted that at 35 dB of SNR,
the data size is chosen to be maximum, indicating that all
sub-channels have same modulation type (16-QAM) and
coding rate (R=3/4).

B. DS-AMC-OFDM system

The simulation results related to the performance of the
DS-AMC-OFDM system are presented in this section. The
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Fig. 10. BER of the conventional and proposed FS-AMC-OFDM system.
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Fig. 11. Transmitted data size of the conventional and proposed FS-AMC-
OFDM system.

size of the pilot and data sub-carriers for each sub-channel
are adjusted the distinct criteria listed in Table III.

Fig. 12 demonstrates the throughput performance of
the conventional, the proposed FS-AMC-OFDM, and the
proposed DS-AMC-OFDM systems. It is important to
notice that the throughput of proposed DS-AMC-OFDM
system outperforms the FS-AMC-OFDM scheme by 0.1-0.7
Mbps over an SNR range of between 5 and 35 dB. At
the same time, the investigated DS-AMC-OFDM system
can achieve 0.1-1.7 Mbps gains over the conventional
adaptive transmission system across the same SNR range.
The enhancement of the proposed dynamic sub-channel
allocation strategy over the fixed strategy is due mainly to
the increase in the transmitted data size according to Eq.

138

International Journal on Advances in Telecommunications, vol 2 no 4, year 2009, http://www.iariajournals.org/telecommunications/



TABLE III
DYNAMIC NUMBER OF THE PILOT AND DATA SYMBOLS FOR EACH

SUB-CHANNEL.

ϑp(i) ϑd(i) λ(i) Γvar(i) γi,min(i) dB)

48 288 0 otherwise

28 308 20 0.5 ≥ Γvar(i) > 0.3 10 ≤ γi,min(i) < 20

8 328 40 0.3 ≥ Γvar(i) > 0.2 20 ≤ γi,min(i) < 25

4 332 44 0.2 ≥ Γvar(i) > 0.1 25 ≤ γi,min(i) < 30

2 334 46 Γvar(i) ≤ 0.1 γi,min(i) ≥ 30

(31). The pilots number is reduced for the stable sub-channel
profiles individually, followed by replacing the unused
pilot symbols with additional data symbols based on Eq.
(28)-(30). On the other hand, the DS-AMC-OFDM scheme
throughput improvement in comparison with the conventional
AMC method is achieved by the optimal MCS selection for
each sub-channel as explained in the previous section. It is
observed from the plots that the pilots number reduction
has not influenced the performance of the system significantly.
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Fig. 12. Throughput of the proposed conventional, FS-AMC-OFDM, and
DS-AMC-OFDM systems.

Fig. 13 illustrates the BER performance of the investigated
systems. It can be seen that the BER plot for the DS-
AMC-OFDM system is approximately converging to the
FS-AMC-OFDM scheme. Although there is an increase in
the transmitted data size of the DS-AMC-OFDM system, the
BER performance is similar to the FS-AMC-OFDM system.
It is highlighted that the performance similarity proves that
the reduction in pilot size across the sub-channel has not
influenced the data recovery, which is based on the channel
estimation, at the receiver. Both proposed strategies perform
better than the conventional adaptive transmission method,
particularly between SNR values of 10 to 25 dB. Meanwhile
all compared systems’ plots are converging together for high

SNR values due to the similarity of selection the highest MCS
for all sub-channels. The BER enhancement of both proposed
systems is due to the independent selection of suitable MCS
for each sub-channel independently.
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Fig. 13. BER of the conventional, FS-AMC-OFDM, and DS-AMC-OFDM
systems.

The comparison of the transmitted data size in bits between
the conventional AMC, proposed FS-AMC-OFDM, and
proposed DS-AMC-OFDM schemes is presented in Fig.
14. It is observed that the size of the transmitted data for
the proposed system based on the dynamic sub-channel
allocation strategy is significantly larger by 0.1-0.7 Mbit in
comparison with the FS-AMC-OFDM system. Moreover,
the DS-AMC-OFDM scheme outperforms the conventional
AMC in terms of transmitted data size by 0.1-1.7 Mbit over
the SNR range between 5 and 35 dB. The increase in the
transmitted data size of the DS-AMC-OFDM system over
the other investigated systems is achieved by reducing the
number of pilots without affecting the channel estimation
performance. Meanwhile, the redundant pilots are replaced by
additional data symbols for each sub-channel individually. As
mentioned earlier, the reduction in pilot number is restricted
by two main metrics; the sub-channel minimum SNR value,
and the variance of the sub-channel SNR fluctuation values
as expressed in Eq. (30).

In order to monitor the effects of pilot number reduction for
each sub-channel independently, the MSE for the estimated
channel is evaluated as shown in Fig. 15. The figure shows
that the reduction in the number of pilots for the sub-channels
with stable profile affects the estimation accuracy after 10 dB.
However, the degradation in terms of data recovery errors is
acceptable as demonstrated in Fig. 12 in the system throughput
performance. The MSE values for both the proposed systems
channel estimation is calculated according to Eq. (29).
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Fig. 14. Transmitted data of the conventional, FS-AMC-OFDM and DS-
AMC-OFDM systems.

As a result, the proposed FS-AMC-OFDM and DS-AMC-
OFDM systems outperform the conventional approach for
different values of SNR. The proposed FS-AMC-OFDM
system can perform similar to the conventional scheme over
flat fading channels due to the same selection of the MCS
level for all sub-channels.
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Fig. 15. MSE of the estimated channel for the FS-AMC-OFDM, and DS-
AMC-OFDM systems.

VI. CONCLUSIONS

In this paper, we have proposed FS-AMC-OFDM and
DS-AMC-OFDM schemes and their performance has been
investigated in Rayleigh fading channels. In order to improve
the throughput and BER performance of the proposed FS-
AMC-OFDM scheme, the detected coherence bandwidth of
the channel has been employed as an important indicator
for dividing the OFDM frame into distinct sub-channels and
subsequently assigning individual modulation schemes and
coding rates suited to the corresponding channel conditions.
The throughput is improved in the FS-AMC-OFDM system by
exploiting the fading diversity of the channel, which results
in increased coding rate and modulation orders, which are
utilized for sub-channels with stable fading profiles. Moreover,
the optimal MCS selection for each sub-channel increases the
aggregate system throughput by decreasing the BER due to the
optimal utilization of the channel state for each sub-channel
at the transmitter.

On the other hand, the throughput performance of the inves-
tigated DS-AMC-OFDM system is improved in comparison
with the conventional and FS-AMC-OFDM schemes due to
the increase in the transmitted data size, achieved by replacing
the redundant pilots with data symbols. The redundant pilots
result from the pilot reduction across the stable sub-channel
profiles, based on the individual sub-channel minimum SNR
value, and the variance of the sub-channel fluctuation values.
In order to measure the effects of the pilot reduction on the
channel estimation process, the MSE value of the estimated
channel was evaluated.

Simulation results have demonstrated that both the system
throughput and BER of the DS-AMC-OFDM system are
improved compared to the FS-AMC-OFDM scheme and con-
ventional adaptive approach. At the same time, the proposed
FS-AMC-OFDM scheme also outperforms the conventional
system.

Future work will be focused on enhancing the channel
estimation methods to further improve in the BER and
throughput performances of the proposed strategies. Moreover,
it is worth to investigate the ability of implementing the
proposed techniques for long term evolution 3rd generation
(LTE-3G) systems and discrete multi-tone modulation (DMT)
transmission strategies used in digital subscriber lines (DSL),
and the implementation restrictions in terms of the utilized
system parameters.
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