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Foreword

Finally, we did it! It was a long exercise to have this inaugural number of the journal featuring extended

versions of selected papers from the IARIA conferences.

With this 2008, Vol. 1 No.1, we open a long series of hopefully interesting and useful articles on

advanced topics covering both industrial tendencies and academic trends. The publication is by-

invitation-only and implies a second round of reviews, following the first round of reviews during the

paper selection for the conferences.

Starting with 2009, quarterly issues are scheduled, so the outstanding papers presented in IARIA

conferences can be enhanced and presented to a large scientific community. Their content is freely

distributed from the www.iariajournals.org and will be indefinitely hosted and accessible to everybody

from anywhere, with no password, membership, or other restrictive access.

We are grateful to the members of the Editorial Board that will take full responsibility starting with the

2009, Vol 2, No1. We thank all volunteers that contributed to review and validate the contributions for

the very first issue, while the Board was getting born. Starting with 2009 issues, the Editor-in Chief will

take this editorial role and handle through the Editorial Board the process of publishing the best

selected papers.

Some issues may cover specific areas across many IARIA conferences or dedicated to a particular

conference. The target is to offer a chance that an extended version of outstanding papers to be

published in the journal. Additional efforts are assumed from the authors, as invitation doesn’t

necessarily imply immediate acceptance.

This particular issue covers papers invited from those presented in 2007 and early 2008 conferences.

The papers cover a quite heterogeneous spectrum. One topic is referring to multicast transmission cost

scheme. A related one is treating traffic streams and traffic engineering for modeling systems and

services in enterprise and carrier networks. The third topic is covering open platforms and J2ME

development experiences for DVB-H.3G and HTTP over Bluetooth, respectively.

We hope in a successful launching and expect your contributions via our events.

First Issue Coordinators,

Jaime Lloret, Universidad Politécnica de Valencia, Spain

Pascal Lorenz, Université de Haute Alsace, France

Petre Dini, Cisco Systems, Inc., USA / Concordia University, Canada
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Fair Allocation of Multicast Transmission Costs

Patrik Österberg and Tingting Zhang
Department of Information Technology and Media

Mid Sweden University
SE-851 70 Sundsvall, Sweden

patrik.osterberg@miun.se, tingting.zhang@miun.se

Abstract

In scenarios where many receivers simultaneously are
interested in the same data, multicast transmission is more
bandwidth efficient than unicast. The reason is that the re-
ceivers of a multicast session share the resources through a
common transmission tree. Since the resources are shared
between the receivers, it is reasonable that the costs corre-
sponding to these resources should be shared as well.

This paper deals with fair cost sharing among multicast
receivers, and the work is based upon the assumption that
costs should be shared according to the resource usage.
However, it is not for certain that an optimally fair cost al-
location is most beneficial for the receivers; receivers that
cannot cover their fair share of the costs may nevertheless
be able to contribute to the cost sharing to some extent. We
propose a cost-allocation mechanism that strives to allocate
the costs fairly, but gives discount to poor receivers who at
least manage to cover the additional cost of providing them
with the service.

Keywords: multicast, fairness, cost allocation

1. Introduction

Video-streaming services are rapidly gaining in popular-
ity, and the quality of these services is also increasing. Inter-
net video already has attracted a large crowd, but the quality
leaves more to wish for. Internet protocol television (IPTV)
is being deployed on a wider extent and the transition to
high definition television (HDTV) resolution is ongoing. In
the longer run, 3D video and free-viewpoint video (FVV)
services will also be offered. This development produces
challenges for computer networks of all sizes, from small
LANs to the whole Internet.

The employment of multicast transmission can reduce
the resource demands of services where some content is si-
multaneously transmitted to a number of users. The rea-
son is that the receivers of a multicast session share the re-

sources through a common transmission tree, where data
are only transmitted once along each branch. Nevertheless,
multicast transmission is not deployed to its full extent.

In [13], we therefore aimed at creating an incentive for
the use of multicast transmission. The proposal was a gen-
eral definition of how the bandwidth should be distributed
fairly between competing multicast and unicast sessions. In
short, the definition takes the number of receivers into con-
sideration, which is beneficial for multicast sessions.

If the transmission costs for multicast sessions also were
favorable when compared to those of unicast, this would
create another incentive for the employment of multicast. In
this paper, we therefore study how the transmission costs of
multicast sessions should be allocated to achieve this goal.
This work is an extension of that presented at the IARIA
ICDT 2007 conference [15] and in [14].

Henceforth, costs always refers to the costs associated
with the actual transmission, i.e. costs for network re-
sources such as links and routers, or in reality, the fees that
the Internet service providers (ISPs) are charging. The cost
of the delivered content is strictly excluded throughout this
work.

To begin with, we adopt the fundamental assumption
made by Herzog et al. in [8], that the cost of a multicast tree
should be assigned to the receivers and not to the source.
The reason is that multicast transmission is receiver initi-
ated and that the service primarily is of use to the receivers,
since the sources typically are streaming servers. The three
basic requirements; no positive transfers, voluntary partici-
pation, and consumer sovereignty, are also sustained.

Further, we believe that fair cost allocation should be
based on resource usage. This is likely to make the resource
utilization more effective. With a flat-rate policy, there are
no incentives for limiting the resource usage, as long as it is
maintained within the postulated limit.

As an example, in everyday life, the expectation is that
a train ticket will cost less than an air ticket. In addition,
short domestic flights are expected to cost less than longer
international flights. Furthermore, a shared cab is cheaper
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per capita than a private one. The higher costs involved
in more exclusive services together with a limited budget,
probably accounts for the most common reason why peo-
ple do not travel more, further, and faster, etc. A season
ticket or the like, i.e. a flat rate policy, works against this
incentive. Although, there might exist other motives, such
as environmental awareness etc.

For data transmission over computer networks, the two
major resource-related factors, which might differ between
receivers, also relate to distance and quality. Namely the
transmission path and the quality of service (QoS) require-
ments. As an example, choosing a server that is geograph-
ically close and settling for a low quality service would re-
duce the resource usage. This also holds for multicast re-
ceivers, but here the “shared-cab” aspect comes into play as
well. Connecting to a multicast tree with many receivers in
the vicinity will also save resources.

In Section 2 and 3 we describe existing cost-allocation
mechanisms for multicast traffic. These mechanisms are
then studied in Section 4, and the finding is that none
take all of the aforementioned factors into consideration.
A terminology for cost-allocation mechanisms that targets
multi-rate multicast sessions is then introduced in Section 5,
whereupon two new cost-allocation mechanisms are pro-
posed in Section 6. The conclusions are presented in Sec-
tion 7 together with some possible future research topics.

2. Existing cost-allocation mechanisms

In this section, a number of cost-allocation mechanisms
for cost sharing among multicast receivers are outlined.
These are a selection of existing mechanisms, other propos-
als for example include [5] and [3]. However, some of the
terminology associated with cost sharing among multicast
receivers is firstly introduced.

2.1. Terminology for multicast cost sharing

This section outlines the notations for cost sharing
among multicast receivers, originally introduced in [8].

The number of receivers upstream and downstream re-
spectively for a particular link are denoted by nu and nd.
The receivers downstream of a link are those receivers
whose transmission paths from the source traverse that link.
The receivers upstream of a link are somewhat less intu-
itively defined as the receivers who are not located down-
stream of that link. In the multicast tree of Figure 1, where t
is the transmitter, receivers r1, r2 and r3 are located down-
stream of link l, whereas receivers r4 through r7 are up-
stream of link l. The part of the cost of the link allo-
cated to the upstream receivers is described by the function
Fu(nu, nd), whereas Fd(nu, nd) represents the part of the
cost that is allocated to the downstream receivers.

Figure 1. A multicast transmission tree with
seven receivers.

Multicast sessions that support multiple quality of ser-
vice (QoS) levels are also covered in [8]. The shares of
the total cost allocated to the upstream and downstream re-
ceivers requesting QoS level i, are denoted by Fi

u(zu, zd)
and Fi

d(zu, zd) respectively. However, the terms zu and zd

are not defined.

2.2. The edge-pricing paradigm

Pricing and cost allocation in computer networks are
treated extensively by Shenker et al. in [12]. They initi-
ate their discussion with pricing based on estimated conges-
tion conditions. The reason being the high complexity as-
sociated with the computation of the actual prevailing con-
gestion conditions and the consequence is basically QoS-
sensitive time-of-day pricing. They then claim that differen-
tiated pricing based on estimated congestion conditions can
be exchanged for differentially priced QoS classes. When
the estimated congestion probability is low, even cheaper
QoS classes will perform well. Users can therefore adapt
their costs by monitoring and changing QoS classes.

Shenker et al. further propose that the pricing, aside
from the QoS class, only should depend on the locations
of the source and destination. The costs of the actual trans-
mission path are approximated using the costs of the ex-
pected path. Consequently, the prices are based upon the
estimated congestion conditions along the expected trans-
mission path from the source to the destination. If informa-
tion about congestion conditions is gathered at the edges of
the network of an ISP, it should be possible to determine the
price of a session at the access point. For connections that
traverse the borders between different ISPs, the ISPs must
purchase the service from each other in the same manner
that regular users purchase service. This solution is called
the edge-pricing paradigm.

Multicast traffic causes a challenge for the edge-pricing
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paradigm, because a multicast destination address is merely
a logical name and does not identify the individual receivers
of the multicast group. The only information about multi-
cast sessions that is present in a router node is regarding the
next hop(s). It is therefore impossible to estimate the multi-
cast tree at the access points. Shenker et al. propose control
messages to be sent when new receivers join a multicast
group. These messages should be forwarded along the re-
verse multicast tree to the access point of the source, where
the cost of the tree may be approximated. The ISPs would
process the control messages at the edges of their network
and thereby extract adequate information. An alternative
solution is to record the cost of each link within the control
messages.

Shenker et al. also have a general discussion relating to
cost sharing among multicast receivers. However, they do
not propose any cost-allocation mechanism.

2.3. Single QoS cost allocation

In [8], Herzog et al. present an extensive work regarding
how the costs of multicast trees should be split among the
receivers. They present a number of cost-allocation mech-
anisms, of which the equal tree split (ETS) and equal link
split downstream (ELSD) mechanisms are given the most
attention.

The ELSD cost-allocation mechanism splits the cost of
each link in the tree evenly between the downstream re-
ceivers. Using the notations introduced in subsection 2.1,
the part of the cost of the link allocated to the upstream re-
ceivers can be described as

Fu(nu, nd) = 0, (1)

whereas the part of the cost allocated to each downstream
receivers becomes

Fd(nu, nd) =
1
nd

. (2)

The ETS cost-allocation mechanism splits the cost of the
entire transmission tree uniformly amongst all the receivers.
Using the same notations, we obtain

Fu(nu, nd) = Fd(nu, nd) =
1

nu + nd
. (3)

2.4. QoS-based cost allocation

If the transmitted data are hierarchically encoded and
marked and the router nodes employ priority dropping,
users may choose to subscribe to a service although they
cannot utilize the entire data rate transmitted by the source.
The most obvious reason behind such limitations are net-
work connections with low capacity. When the transmit-
ted content is real-time video, another limiting factor might

be the rendering capacity of the receiving device. In either
case, these users do not utilize the entire bandwidth allo-
cated to a multicast session, at least not on all of the links
along their transmission path.

In [8], Herzog et al. observe that this should affect the
cost allocation of multicast sessions, but they do not pro-
pose any specific cost-allocation mechanism for these sce-
narios. Using the terminology of subsection 2.1, they do
however point out that if the cost-allocation functions fulfill
the following condition,

I∑

i=1

(
zi
u · Fi

u(zu, zd) + zi
d · Fi

d(zu, zd)
)

= 1, (4)

the costs associated with the link in question are fully allo-
cated among the receivers.

Liu et al. study usage-based pricing and cost sharing
of multicast traffic in [9]. They propose a cost-allocation
mechanism, whose cost sharing they state “is proportional
to individual members resource requirements, should a uni-
cast service be used”. The receivers are divided into cate-
gories depending on their requested QoS level. The costs
associated with a particular category are then aggregated
over the entire multicast tree, but only split among re-
ceivers obtaining that QoS level or higher, in an ETS fash-
ion. Henceforth, this cost-allocation mechanism is therefore
referred to as QoS-dependent ETS (QoS-D ETS).

3. Game-theoretic cost-allocation mechanisms

Many researchers have considered the bandwidth-
allocation and pricing process from a game-theoretic per-
spective. Somewhat simplified, this implies that potential
users place bids which reflect what the service is worth to
them. The ISP then allocates the resources according to
these bids. Some basic notions of game theory that are in-
troduced in [11] are outlined in 3.1, followed by two game-
theoretic cost-allocation mechanisms. Other works on the
same subject are [4] and [2].

3.1. Game-theoretic notions

A cost-allocation mechanism in which the costs allo-
cated to the users exactly match the cost of the service, is
called budget balanced. A user’s welfare can be described
as the satisfaction after obtaining a service for a certain cost.
An efficient cost-allocation mechanism chooses to serve the
set of users that maximizes the aggregated welfare of all the
users.

Assume that a user is part of a user set that is a subset of
a larger set of users. Then a cost-allocation mechanism is
cross-monotonic if for all such user sets, the cost allocated
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to the user when the larger set is served, is lower or equal in
comparison to when the smaller set is served.

It is reasonable to assume that users are selfish and place
bids that maximize their probable welfare. A cost-sharing
mechanism is strategyproof if users maximize their welfare
by placing bids that truthfully correspond to how much the
service is worth to them. Group strategyproof is a harder
criterion that requires the cost-allocation mechanism to be
resistant against groups of users who jointly place their bids
in an attempt to increase their welfares.

Another contribution of [11], is the establishing of the
following three basic requirements:

• no positive transfers – no user is paid to obtain a ser-
vice

• voluntary participation – no user is forced to obtain a
service

• consumer sovereignty – no user is refused a service if
their bid is sufficiently high

According to [6], there are two cost-allocation mechanisms
that are naturally strategyproof and adhere to these basic
requirements, the marginal-cost (MC) and Shapley-value
(SH) mechanisms. Further, it is stated that these are the
two most appropriate mechanisms for cost sharing among
multicast receivers.

3.2. The Shapley-value mechanism

The SH cost-allocation mechanism is the game-
theoretical equivalent to ELSD. It splits the cost of a net-
work link equally between all receivers that are located
downstream [6]. The SH mechanism is group strategyproof
and budget balanced. However, it is not efficient but has
the smallest maximum loss of welfare among the budget-
balanced mechanisms.

3.3. The marginal-cost mechanism

As described in [11], the MC mechanism essentially
charges the marginal cost to the users, that is the cost of
providing the service to all users minus the cost of provid-
ing the service to all but the user in question. It therefore has
the characteristic that it treats equals equally, that is if two
receivers give rise to the same marginal cost and place iden-
tical bids, they are allocated the same amount of resources
and are charged the same cost. Further, the MC mechanism
is efficient but not budget balanced nor group strategyproof.

In [1], the MC mechanism is applied to multicast ses-
sions that support multiple rates. The split session and lay-
ered paradigms are studied, but only the layered paradigm
is somewhat relevant here, since a split session basically im-
plies separate transmissions of different QoS levels, i.e. the

problem associated with multiple QoS levels is divided into
a number of problems, each with a single QoS level.

The layered paradigm, thoroughly described in [10], uti-
lizes hierarchically encoded data, which is divided into QoS
layers that are transmitted to individual multicast groups.
The receivers consequently join multicast groups with QoS
layers that can be combined into the desired QoS level. The
layered paradigm therefore inherently implies that costs are
separated according to QoS requirements.

3.4. Comparison of SH and MC mechanisms

In [7], both the SH and MC cost-allocation mechanisms
are implemented and experiments are carried out. The MC
is shown to generate a smaller revenue, which is not surpris-
ing since it is not budget balanced. On the other hand, the
MC mechanism is faster than the SH mechanism.

In [6], it is observed that the MC mechanism only re-
quires two messages per link in the multicast tree, whereas
the number of messages required for the SH mechanism is
of the order of the square of the number of links.

4. Evaluation of existing mechanisms

In this section, the cost-allocation mechanisms outlined
in Section 2 and 3 are evaluated based on their attractiveness
to the receivers. Important parameters are the magnitude of
the costs and how fairly the costs are distributed.

4.1. The edge-pricing paradigm

The edge-pricing paradigm [12], briefly described in
subsection 2.2, possesses some attractive properties, and it
appears to be based upon sound approximations. However,
the authors do not specify the pricing policy to be used. This
decision is left to the individual ISPs. There are two main
classes of pricing policies; usage-based policies where users
are charged based on their actual usage, and capacity-based
or flat-rate policies, where the users pay for the desired ca-
pacity. The choice, in this case, was to focus on usage-based
pricing policies, since they are more favorable to multicast
sessions and also might be considered to be fairer.

4.2. Single QoS cost allocation

For usage-based pricing policies, the cost of a multicast
session should be divided among the receivers. The re-
ceivers in a multicast group have unique transmission paths
per definition, otherwise they would have been positioned
at the same location. As outlined in subsection 2.3, Her-
zog et al. propose a couple of cost-allocation mechanisms
that are based upon the individual receivers’ transmission
paths [8]. However, there is a second factor that might affect
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the amount of resources that are utilized by the individual
receivers, namely the QoS requirements.

4.3. QoS-based cost allocation

As stated in subsection 2.4, users may choose to sub-
scribe to a service although they cannot utilize the entire
data rate transmitted by the source. These users do not use
the entire bandwidth allocated to a multicast session, and
should therefore, from a usage-based pricing perspective,
be allocated a smaller share of the costs.

Although the work of Herzog et al. presented in [8] is
extensive, the case involving individual receivers of a mul-
ticast group requesting different levels of QoS is covered on
less than half a page. The discussion is very general and
no specific cost-allocation mechanism is proposed for these
scenarios.

The QoS-D ETS cost-allocation mechanism described
by Liu et al. in [9] does however represent this approach.
The costs corresponding to each QoS level are aggregated
over the entire multicast tree, and divided uniformly among
the receivers obtaining that level or higher. Thus, the
lengths of the individual transmission paths are not taken
into consideration. The statement in [9] concerning the cost
sharing being proportional to the individual receivers’ re-
source requirements, if unicast had been used, is therefore
not strictly true.

4.4. Game-theoretic approaches

In game-theoretic approaches, the bandwidth allocation
is incorporated with the pricing procedure. However, we
aim for a cost-allocation mechanism that can fairly dis-
tribute the costs of any bandwidth allocation. The game-
theoretic mechanisms are therefore ruled out.

4.5. Section summary

The game-theoretic approaches do not support cost-
allocation of arbitrary bandwidth allocations, and none of
the pure cost-allocation mechanisms takes both the trans-
mission path and the QoS requirements into consideration.
Hence, the mechanisms do not fully reflect the resource us-
age, and consequently there is room for improvements.

5. Terminology for multicast cost sharing

As mentioned in subsection 2.4, the notations for cost-
allocation functions targeting multicast sessions with dif-
ferentiated QoS levels, introduced by Herzog et al. in [8]
and outlined in subsection 2.1, are not well defined. Thus,
the decision was made to interpret and extend the terminol-
ogy, in order to better suit multicast sessions that provide

multiple QoS levels. This will prove to be useful in the fol-
lowing section, where two new cost-allocation mechanisms
are proposed.

We define nq
u and nq

d to be the number of upstream and
downstream receivers of the qth QoS level (QoSq), and let
zq
u and zq

d denote the total number of upstream and down-
stream receivers utilizing the information corresponding to
QoSq . That is,

zq
u =

Q∑
x=q

nx
u

and

zq
d =

Q∑
x=q

nx
d ,

given that there are Q available QoS levels. We also define
the vectors

zu =
{
z1
u, z2

u, . . . , zQ
u

}

and
zd =

{
z1
d, z2

d, . . . , zQ
d

}
.

Further, Herzog et al. not only allow the cost-allocation
functions to control the division of the costs between re-
ceivers requesting the same QoS level, but also the distri-
bution of the total cost among the different QoS levels. On
the contrary, our opinion is that the cost-allocation functions
should be general and not influence the distribution of the
cost among the QoS levels. This distribution should instead
fully reflect the resource requirements of each QoS level
and the corresponding pricing made by the ISP in question.

Consequently, the cost vector

c =
{
c1, c2, . . . , cQ

}

is introduced, where the additional costs for supporting
QoSq on a particular link during a specific period of time,
when compared to those of QoSq−1, are denoted by cq .
These costs should reasonably be split among the receivers
requiring QoSq or higher, and two cost-allocation subfunc-
tions, fq

u(zq
u, zq

d) and fq
d(zq

u, zq
d), are introduced for this pur-

pose. These subfunctions describe the shares of the addi-
tional costs, for supporting QoSq level, that should be al-
located to the receivers of QoSq or higher, both upstream
and downstream of the link in question. The total cost that
is to be allocated to the upstream and downstream receivers
of QoSq may now be written as

Cq
u(zu, zd, c) =

q∑
x=1

fx
u(zx

u, zx
d )cx (5)

and

Cq
d(zu, zd, c) =

q∑
x=1

fx
d (zx

u, zx
d )cx, (6)
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respectively.
The two cost-allocation functions Cq

u(zu, zd, c) and
Cq

d(zu, zd, c) represent the actual cost, whereas the origi-
nal cost-allocation functions Fu(zu, zd) and Fd(zu, zd) de-
scribed the fraction of the total cost to be allocated to the
users. The condition (4), regarding full cost allocation, is
therefore no longer valid. Instead, for the costs correspond-
ing to each QoS level to be fully allocated, the following
equation

zq
u· fq

u(zq
u, zq

d) + zq
d· fq

d(zq
u, zq

d) ≥ 1, (7)

must be fulfilled for all integers q between one and Q, where
Q is the highest QoS level with a receiver downstream of the
link in question.

If equation (7) is an equality for all integers q between
one and Q, this guarantees that the sum of all allocated
costs equals the sum of the costs according to equation (8),
which means that the cost-allocation mechanism is budget
balanced.

As an example, consider the QoS-D ETS cost-allocation
mechanism described in subsection 2.4. Using the termi-
nology introduced in this section, it is represented by cost-
allocation subfunctions corresponding to the cost-allocation
functions of the ETS mechanism (3)

fq
u(zq

u, zq
d) = fq

d(zq
u, zq

d) =
1

zq
u + zq

d

.

Consequently

zq
u· fq

u(zq
u, zq

d) + zq
d· fq

d(zq
u, zq

d)

= zq
u

1
zq
u + zq

d

+ zq
d

1
zq
u + zq

d

=
zq
u + zq

d

zq
u + zq

d

= 1,

and the QoS-D ETS mechanism is therefore budget bal-
anced according to equation (8).

6. Fair cost-allocation strategies

The evaluation of existing cost-allocation mechanisms in
Section 4 was concluded with the realization that none of
them were satisfactorily fair. The reason was that, at most,
they consider one of the two main factors affecting the re-
source usage, i.e. the transmission path and the QoS require-
ments. Using the terminology introduced in Section 5, a
new cost-allocation mechanism, which takes both these fac-
tors into consideration, is proposed in subsection 6.1.

Although the aim of this mechanism is to achieve op-
timum fairness, it might have one, possibly severe, short-
coming: Optimum fairness may not be the primary interest
of the receivers, if it occurs at the expense of higher costs.
If poor and greedy receivers get a discount on the service,
it may actually become cheaper for the rest of the receivers.
An alternative mechanism is therefore proposed in subsec-
tion 6.2.

6.1. QoS-differentiated link split down-
stream

The first proposal is designed to perform perfectly fair
cost allocations, taking into consideration both the trans-
mission path and the QoS requirements. It builds on the
ELSD cost-allocation mechanism, presented by Herzog
et al. in [8], but is enhanced to support differentiated QoS
levels.

The cost-allocation subfunctions therefore correspond to
equations (1) and (2), and become

fq
u(zq

u, zq
d) = 0 (9)

and

fq
d(zq

u, zq
d) =

1
zq
d

, (10)

respectively. This gives that

zq
u· fq

u(zq
u, zq

d) + zq
d· fq

d(zq
u, zq

d) = zq
u· 0 + zq

d

1
zq
d

=
zq
d

zq
d

= 1,

and the cost-allocation mechanism is consequently budget
balanced according to equation (8).

Substituting equations (9) and (10) into (5) and (6), the
main cost-allocation functions for receivers of QoSq be-
come

Cq
u(zu, zd, c) = 0 (11)

and

Cq
d(zu, zd, c) =

q∑
x=1

cx

zx
d

. (12)

We call the cost-allocation mechanism described by equa-
tions (11) and (12), the QoS-differentiated link split down-
stream (QoS-D LSD) mechanism.

6.1.1. Bandwidth-differentiated link split downstream.
As observed in [8], in the extreme case, each receiver will
have a QoS level of its own. This can be taken one step
further, by assuming the bandwidth to be the predominant
cost factor and considering the bandwidth consumption as a
direct function of the QoS level. Let us also assume that the
bandwidth is uniformly priced and costs c monetary units
(MU) per bitrate unit (BU) and time unit (TU).

Let b be a vector whose first element b[0] is 0 and the nd

following elements are the receiving rates of the receivers
downstream of the link in question, sorted in ascending or-
der. The total cost per TU, allocated to the downstream re-
ceiver obtaining the qth smallest bandwidth, may now be
rewritten as

Cq
d(nd,b) = c

q∑
x=1

b[x]− b[x− 1]
nd − x + 1

. (13)
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Q∑
q=1

(
nq

u·Cq
u(zu, zd, c) + nq

d·Cq
d(zu, zd, c)

)

=
Q∑

q=1

(
nq

u·
q∑

x=1

fx
u(zx

u, zx
d )cx + nq

d·
q∑

x=1

fx
d (zx

u, zx
d )cx

)

=
(
n1

u· f1u(z1
u, z1

d)c1 + n1
d· f1d(z1

u, z1
d)c1

)

+
(
n2

u·
(
f1u(z1

u, z1
d)c1 + f2u(z2

u, z2
d)c2

)
+ n2

d·
(
f1d(z1

u, z1
d)c1 + f2d(z2

u, z2
d)c2

))
+ · · ·

· · ·+
(
nQ

u ·
(
f1u(z1

u, z1
d)c1 + f2u(z2

u, z2
d)c2 + · · ·+ fQ

u (zQ
u , zQ

d )cQ
)

+ nQ
d ·

(
f1d(z1

u, z1
d)c1 + f2d(z2

u, z2
d)c2 + · · ·+ fQ

d (zQ
u , zQ

d )cQ
))

=
(
f1u(z1

u, z1
d)c1· (n1

u + n2
u + · · ·+ nQ

u

)
+ f1d(z1

u, z1
d)c1· (n1

d + n2
d + · · ·+ nQ

d

))

+
(
f2u(z2

u, z2
d)c2· (n2

u + n3
u + · · ·+ nQ

u

)
+ f2d(z2

u, z2
d)c2· (n2

d + n3
d + · · ·+ nQ

d

))
+ · · ·

· · ·+
(
fQ
u (zQ

u , zQ
d )cQ·nQ

u + fQ
d (zQ

u , zQ
d )cQ·nQ

d

)

=
Q∑

q=1

(
fq
u(zq

u, zq
d)cq·

Q∑
x=q

nx
u + fq

d(zq
u, zq

d)cq·
Q∑

x=q

nx
d

)

=
Q∑

q=1

cq· (zq
u· fq

u(zq
u, zq

d) + zq
d· fq

d(zq
u, zq

d)
)

=
Q∑

q=1

cq

(8)

The bandwidth-differentiated link split downstream cost al-
location performed by equation (13) is only a special case
of the QoS-D LSD mechanism.

6.1.2. A cost-allocation example. As a small example of
the QoS-D LSD mechanism, let us study how equation (13)
allocates the cost of link l in Figure 1, where t is the trans-
mitter and r1 through r7 are the receivers. For simplicity,
we assume that receiver ri obtains i BU for one TU, and
that the bandwidth on link l costs one MU per BU and TU.
Now we have

c = 1
nd = 3
b = {0, 1, 2, 3},

which when substituted into equation (13) give the cost of
link l being allocated to receiver r1, r2, and r3 as follows,

C1
d(nd,b) =

1∑
x=1

b[x]− b[x− 1]
4− x

= 1
3 MU,

C2
d(nd,b) =

2∑
x=1

b[x]− b[x− 1]
4− x

= 1
3 + 1

2 = 5
6 MU,

and

C3
d(nd,b) =

3∑
x=1

b[x]− b[x− 1]
4− x

= 1
3 + 1

2 + 1
1

= 11
6 MU.

If we, similarly, calculate the total costs allocated to re-
ceiver r1, r2, and r3, link by link from the source, they be-

come (
1
4

)
+

(
1
3

)
+

(
1
1

)
= 19

12 MU,

(
1
4 + 1

3

)
+

(
1
3 + 1

2

)
+

(
2
2

)
+

(
2
1

)
= 53

12 MU,

and (
1
4 + 1

3 + 1
2

)
+

(
1
3 + 1

2 + 1
1

)
+

(
2
2 + 1

1

)
+

(
3
1

)

= 95
12 MU,

respectively. To make the calculations easier to follow, the
costs are presented for every bandwidth interval, and costs
arising from the same link are grouped together by paren-
theses.

The costs allocated to all the seven receivers in the mul-
ticast tree are presented in Table 1, together with the cor-
responding costs produced by the ETS, ELSD, and QoS-D
ETS cost-allocation mechanisms.

The ETS and ELSD mechanisms were not designed with
differentiated QoS demands in mind. Both these mecha-
nisms will therefore generally allocate disproportionately
large parts of the cost to receivers with low QoS demands.
The ETS mechanism simply splits the aggregated cost of
the entire multicast tree equally among all the receivers, and
is therefore also unfair towards receivers with short trans-
mission paths. The ELSD mechanism only splits the link
costs among downstream receivers, and the receivers that
are treated most unfairly are consequently those with low
QoS demands, compared to the receivers with whom they
share the links. Examples of such mistreated receivers are
consequently r1, r2, and r5.



8

International Journal On Advances in Telecommunications, vol 1 no 1, year 2008, http://www.iariajournals.org/telecommunications/

Table 1. The obtained bitrates in BUs of the
seven receivers in the example, together with
the costs in MUs, allocated by the ETS, ELSD,
QoS-D ETS, and QoS-D LSD cost-allocation
mechanisms.

receiver rate ETS ELSD QoS-D ETS QoS-D LSD

r1 1 7.29 3.00 1.71 1.58

r2 2 7.29 5.50 3.55 4.42

r3 3 7.29 6.50 5.55 7.92

r4 4 7.29 5.00 7.30 6.08

r5 5 7.29 10.3 8.96 9.17

r6 6 7.29 11.3 11.0 11.7

r7 7 7.29 9.33 13.0 10.2

The QoS-D ETS mechanism performs differently, as it
is now the receivers with short transmission paths, such
as r4 and r7, that are treated unfairly. The situation is worst
for r7, which obtains the highest QoS level, and therefore
has to share the costs of the entire multicast tree.

6.2. Bid-based link split downstream

As mentioned previously, the proposed QoS-D LSD
cost-allocation mechanism attempts to achieve optimum
fairness, but it has one possibly severe shortcoming: Op-
timum fairness may not be the primary interest of the re-
ceivers if it is at the expense of higher costs. If poor and
greedy receivers get a discount on the service, it may ac-
tually become cheaper for the rest of the receivers. Here
we further investigate this issue and propose an alternative
cost-allocation mechanism that solves the shortcoming.

We start by drawing a parallel to an everyday situation.
Children and/or retired people often receive a discount on
the entrance fee to sport events, festivals, and museums etc.
Most people are willing to accept this since it typically does
not negatively affect their fees. As long as the events are
not sold out, the economy of the organizers might actually
benefit from this, and thereby allow them to also lower the
standard fees1.

However, if the scenario was the opposite and the at-
tendance of discounted groups had a negative influence on
standard fees, i.e. forcing the regular visitors to subsidize
those on discounted rates, few would be happy about ac-
cepting such a system. Consumer goods are seldom dis-
counted in this manner, since they are associated with spe-
cific material and production costs.

1If any organizers actually do this in reality is a completely different
question.

Table 2. Possible outcomes of a placed bid,
with a certain maximum cost, for the BB LSD
cost-allocation mechanism.

relative size of the maximum cost served allocated cost

max cost < additional cost no –

additional cost ≤ max cost < fair share yes max cost

fair share ≤ max cost yes fair share

If we look at the game-theoretic approaches of Section 3,
the SV mechanism allocates the costs in a LSD manner, and
therefore shares the aforementioned shortcoming. The MC
mechanism on the other hand does not require the receivers
to cover more than their marginal cost. It is consequently
not budget balanced, and may thereby produce a financial
deficit for the ISPs.

We propose a bid-based cost-allocation mechanism,
where fair cost allocation according to the QoS-D LSD
mechanism is retained as the target. However, bids that
do not cover the receivers’ fair shares of the costs, but do
cover at least the additional cost associated with receivers’
requests, are also accepted. That is, the additional cost for
providing the receiver with the requested service, compared
to the cost of providing the service to the existing set of
receivers.

The main difference between marginal cost and addi-
tional cost is that the latter is dependent upon the order of
the arrival of the bids which, in turn, guarantees that the pro-
posed mechanism is budget balanced. However, although
an expansion of the user set never causes increased costs
for users within the original set, the mechanism is not cross
monotonic, since it only applies to ordered sets of users.

A placed bid consequently leads to one of the outcomes
described in Table 2. The fair share is the cost calculated
according to the principles of the QoS-D LSD mechanism,
with the addendum that if some poor receivers are dis-
counted, these costs have to be carried by the wealthier re-
ceivers. The costs not covered by a receiver are distributed
between the affected links and QoS levels of the existing
transmission tree, proportional to that receiver’s fair cost
shares, and are split among the higher-bidding receivers uti-
lizing these resources. The proposed mechanism is called
bid-based link split downstream (BB LSD).

6.2.1. Bid structure. There are a number of mandatory
parameters that a bid must contain to make the BB LSD
possible, namely:

• the maximum acceptable cost of the transmission

• the requested duration of the transmission
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Table 3. The bids of the receivers in the ex-
ample in subsection 6.3. The maximum cost
is measured in MU.

receiver requested QoS maximum cost

r1 QoS1 25

r2 QoS2 25

r3 QoS3 80

r4 QoS4 100

• the requested QoS level of the transmission

• the time to live (TTL) of the bid

It is insufficient to replace the maximum cost and re-
quested duration with a maximum cost per TU. This would
prevent the calculation of other receivers’ maximum costs,
since these are affected by receivers who leave the service
prematurely. There is also a possibility of non-recurrent
costs associated with setting up the service. The bid TTL
is required since most users are only interested in a partic-
ular service if it can be started within a given amount of
time.

A receiver may request a service at a particular price, but
be willing to settle for a poorer QoS level at a lower price if
the main bid cannot be accepted. The main bid could then
possibly remain effective during its TTL, in case the costs
associated with it were to be reduced. We observe that there
may be as many subbids as there are QoS levels, but do not
discuss these composite bids any further.

6.2.2. Strategyproofness. The BB LSD mechanism is not
strategy proof. There is an obvious risk that users place dis-
honestly low bids, i.e. bids that do not correspond to their
estimated value of the service, in an attempt to find the min-
imum cost of the service. To avoid this destructive behavior
for the system, we propose an upper limit on the bid fre-
quency of any particular receiver. This might not make the
mechanism strategy proof, but it should make users more
honest, since a lower bid equals a higher risk of missing out
on the service for a particular amount of time.

The problem of finding a sufficient maximum bid fre-
quency is a weighing of the honesty of the bids against the
adaptability of the mechanism. It is possible that the eco-
nomic prerequisites of a receiver change for the better after
a low bid has been placed. An alternative to a fixed maxi-
mum bid frequency, is to exponentially increase the period
of time until a new bid might be placed or considered.

Figure 2. The multicast transmission tree of
the example in subsection 6.3.

6.3. A cost-allocation example

The transmission tree in Figure 2 is used as an exam-
ple in order to shed some light on the possible advantages
of the BB LSD cost-allocation mechanism. The requested
QoS levels are outlined in Table 3, together with the maxi-
mum total cost that the receivers are willing to pay for the
service. For simplicity, assume that all requests concern the
same duration, say 10 TU, and that the bandwidth on all
links cost one MU per BU and TU. Further assume that the
bitrate is the predominant cost factor and that QoSq con-
stantly requires q BU. The incremental cost of transmitting
QoSq , when compared to that of QoSq−1, is consequently
one MU/TU per link.

In the two first subsections, the QoS-D LSD and MC
cost-allocation mechanisms are utilized to allocate the
bandwidth and costs, and in the third subsection, these pa-
rameters are calculated according to the proposed BB LSD
mechanism. For the latter mechanism, the order of arrival
of the bids is essential. For simplicity, we base the order
on the receiver numbers, and assume the arrivals of the
bids to be sufficiently closely spaced in time for the re-
quested transmissions to be considered simultaneously from
a cost-sharing perspective. The results of the cost-allocation
mechanisms are compared in the last subsection.

6.3.1. Allocation according to QoS-D LSD. We start by
studying how the QoS-D LSD mechanism would allocate
the cost of link l2, under the assumption that all receivers
are able to obtain the requested service at prices not ex-
ceeding their maximum costs. According to equation (12),
receiver r1 will be charged

10
3 ≈ 3.33 MU

for receiving QoS1, since there are three receivers utilizing
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this information. In the same manner, the cost of link l2
allocated to receivers r2 and r3, which are requesting QoS2

respectively QoS3, become

10
3 + 10

2 ≈ 8.33 MU

and
10
3 + 10

2 + 10
1 ≈ 18.33 MU.

The cost of each receiver can be calculated link by link
from the source. The total costs of receivers r1 through r4

then become
(

10
4

)
+

(
10
3

)
+

(
10
1

) ≈ 15.83 MU,

(
10
4 + 10

3

)
+

(
10
3 + 10

2

)
+

(
10
2 + 10

2

)
+(

10
1 + 10

1

) ≈ 44.17 MU,
(14)

(
10
4 + 10

3 + 10
2

)
+

(
10
3 + 10

2 + 10
1

)
+(

10
2 + 10

2 + 10
1

)
+

(
10
1 + 10

1 + 10
1

) ≈ 79.17 MU,
(15)

and
(

10
4 + 10

3 + 10
2 + 10

1

)
+

(
10
1 + 10

1 + 10
1 + 10

1

)

≈ 60.83 MU,

respectively. To make the calculations easier to follow, the
costs arising from the same link are grouped by parentheses.

Apparently, the assumption that all receivers are able to
obtain the service, at a cost not exceeding their maximum
limits, was false. Receiver r2 is only willing to pay 25 MU,
but would be charged over 44 MU. It will therefore not ob-
tain the service, and the rest of the receivers will conse-
quently have to cover a larger part of the costs on the shared
links. Receivers r1, r3, and r4 will now be charged

(
10
3

)
+

(
10
2

)
+

(
10
1

) ≈ 18.33 MU,

(
10
3 + 10

2 + 10
2

)
+

(
10
2 + 10

1 + 10
1

)
+(

10
1 + 10

1 + 10
1

)
+

(
10
1 + 10

1 + 10
1

) ≈ 103.33 MU,

respectively
(

10
3 + 10

2 + 10
2 + 10

1

)
+

(
10
1 + 10

1 + 10
1 + 10

1

)

≈ 63.33 MU.

Hence, the cost allocated to receiver r3 exceeds its bid of
80 MU, and it will also fail to obtain the requested service.
The costs of receivers r1 and r4 are increased accordingly
to (

10
2

)
+

(
10
1

)
+

(
10
1

)
= 25.00 MU

and
(

10
2 + 10

1 + 10
1 + 10

1

)
+

(
10
1 + 10

1 + 10
1 + 10

1

)

= 75.00 MU,

respectively. Finally, all the costs are covered by the re-
ceivers’ bids.

6.3.2. Allocation according to MC. The MC cost-
allocation mechanism has received its name because it al-
locates the marginal cost to each user. The marginal cost of
a user is the additional cost of providing the service to that
user, when compared to the cost of providing the service to
the remaining set of users.

In this example the marginal cost of receiver r1 corre-
sponds to that of QoS1 on link l3, i.e. 10 MU, since r2 and
r3 also utilize QoS1 on the rest of the transmission path
from the source to r1. On link l1, QoS1 is also utilized by
receiver r4.

In the same manner, the marginal cost of receiver r2

is derived from the provision of QoS2 on link l5, that is
20 MU. On the rest of the transmission path from the source
to r2, QoS2 is shared by receiver r3.

Receiver r3 is allocated the total cost for QoS3 on its last
hop link l6, which corresponds to 30 MU. Further, on links
l2 and l4, r3 is the only receiver that utilizes QoS3. It there-
fore has to cover the additional cost of QoS3, when com-
pared to that of QoS2, on these links. This implies a cost
of 10 MU per link. However, r3 does not have to contribute
to the costs of l1, since QoS3 is shared with receiver r4 on
that link. The aggregated cost allocated to receiver r3 is
consequently 50 MU.

Finally, receiver r4 is charged with the total cost of QoS4

on link l7 and the additional cost of QoS4 on link l1. This
adds up to a total of 50 MU, and all receivers will therefore
be served since the maximum costs of their bids cover the
allocated costs.

6.3.3. Allocation according to BB LSD. Now the proposed
BB LSD cost-allocation mechanism is applied to the same
example.

When the bid of receiver r1 is placed, its maximum cost
of 25 MU is insufficient to cover the cost of the requested
QoS1, which is calculated to 30 MU over the three-link
transmission path from the source. The bid is therefore not
accepted, but remains effective, pending other bids that may
share the costs.

When the bid of receiver r2 arrives, the costs associated
with its request for QoS2 is 80 MU. The bid is on 25 MU,
and can therefore not be accepted either, not even when con-
sidered jointly with the bid of r1.

Then the bid of receiver r3 is placed. It concerns QoS3

and is worth 80 MU, whereas the cost for offering the ser-
vice is 120 MU. The total cost for serving r1, r2, and r3

would be 150 MU, whereas their joint means are calculated
as being 130 MU. Separately considering r1 and r3, or r2

and r3, does not make the situation more favorable.
Finally, the bid of receiver r4 is placed. The costs for
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the requested transmission to r4 is 80 MU, and the bid on
100 MU can therefore be accepted on its own. However, to
decide what costs will actually be allocated to r4, the bids
of the other receivers must first be reconsidered.

Let us start by considering receiver r2. The costs of the
resources that r2 must cover in total, i.e. those of link l5, are
20 MU according to the last parenthesis of equation (14). It
therefore has 5 MU left to contribute to the cost sharing on
the upstream links. These 5 MU will be split uniformly ac-
cording to r2’s fair shares of the costs on these links, which
corresponds to the remaining first three parenthesis of (14).
This results in

5·
10
4(

10
4 + 10

3

)
+

(
10
3 + 10

2

)
+

(
10
2 + 10

2

) ≈ 0.52 MU

for QoS1 on l1, and in the same manner approximately
0.69 MU for QoS2 on l1 and QoS1 on l2, and 1.03 MU
for QoS2 on l2, and QoS1 and QoS2 on l4.

Receiver r3 must cover the entire 30 MU for link l6 and
the remaining costs on l4. Further, it also has to cover the
additional cost of QoS3 on l2 together with the remaining
cost for QoS2. Consequently, there are approximately

80− 30− (30− 2· 1.03)− (20− 1.03) ≈ 3.09 MU

left on the bid of r3. Split uniformly according to r3’s re-
maining costs shares, which can be found in equation (15),
this yields

3.09·
10
4(

10
4 + 10

3 + 10
2

)
+

(
10
3

) ≈ 0.55 MU

for QoS1 on link l1, and in the same manner approximately
0.73 MU for QoS2 on l1, 1.09 MU for QoS3 on l1, and
0.73 MU for QoS1 on l2.

Consequently, receiver r1 that only requested QoS1, has
to cover 10 MU on link l3 and the remaining costs on l2,
which is approximately

10− 0.69− 0.73 = 8.58 MU.

On link l1, r1 will be charged with its own fair share of
the costs, plus its share of the costs for QoS1 that are not
covered by r2 and r3. This adds up to

10
4

+
10
4 − 0.52

2
+

10
4 − 0.55

2
≈ 4.47 MU.

The total cost allocated to r1 thereby aggregates into ap-
proximately

10 + 8.58 + 4.47 = 23.05 MU.

The remaining costs, which are allocated to receiver r4,
are calculated as being 40 MU for link l7, and approxi-
mately

(10− 4.47− 0.52− 0.52) + (10− 0.69− 0.73)+
(10− 1.09) + 10 = 31.98 MU

Table 4. The outcomes for the receivers
with the QoS-D LSD, MC and BB LSD cost-
allocation mechanisms. The costs are mea-
sured in MU.

QoS-D LSD MC BB LSD

receiver served cost served cost served cost

r1 yes 25.0 yes 10.0 yes 23.0

r2 no – yes 20.0 yes 25.0

r3 no – yes 50.0 yes 80.0

r4 yes 75.0 yes 50.0 yes 72.0

Table 5. The announced costs of the provided
services and the generated incomes, both
measured in MU, with the QoS-D LSD, MC and
BB LSD cost-allocation mechanisms.

QoS-D LSD MC BB LSD

announced service costs 100 200 200

generated incomes 100 130 200

for link l1, where each QoS level is accounted for sepa-
rately. This gives a total cost for receiver r4 of approxi-
mately 71.98 MU.

6.3.4. Comparison of results. In Table 4, the outcomes
for the receivers with the proposed BB LSD cost-allocation
mechanism are presented together with them of MC and
QoS-D LSD.

The most obvious difference between the BB LSD and
QoS-D LSD mechanisms is that receivers r2 and r3 are
served by BB LSD but not by QoS-D LSD, since they can-
not fully cover their fair shares of the costs. As a conse-
quence, the costs allocated to receivers r1 and r4 are some-
what lower for the BB LSD mechanism, where receiver r3

contributes to the cost sharing on links l1 and l2. Another,
more significant effect, which is apparent in Table 5, is that
the income of the ISP is doubled through the use of the
BB LSD mechanism.

The BB LSD and MC mechanisms serve the same user
sets. However, all the receivers are allocated lower costs by
using the MC mechanism, since it only charges the marginal
costs. As can be seen in Table 5, the result is, if not a
financial deficit, at least a 70 MU reduction of the ISP’s
revenue, when compared to the budget-balanced BB LSD
mechanism.
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7. Conclusion

This paper has aimed at more efficient usage of band-
width in IP networks. The area that has been targeted is the
slow deployment of multicast transmission. The proposal
was to reduce the costs for users of multicast sessions. The
cost reduction is brought about by the resource savings of-
fered by the bandwidth sharing.

Fair cost sharing among multicast receivers has been ad-
dressed. This would favor the multicast receivers under the
assumption that fair cost sharing should be based upon re-
source usage. Two major resource-related factors were ob-
served; the transmission path and the bandwidth or QoS re-
quirements. Existing cost-allocation mechanisms for mul-
ticast were evaluated, but none took both these parameters
into consideration. The QoS-D LSD cost-allocation mech-
anism was therefore proposed. It considers both the trans-
mission path and the QoS requirements, in order to achieve
optimum fairness.

However, optimum fairness might not be in the best in-
terest of the users, when it is at the expense of higher costs.
An alternative cost-allocation mechanism, BB LSD, was
therefore proposed. The BB LSD mechanism enables the
users to place bids for a requested service, revealing their
maximum acceptable cost. A bid that does not cover the
user’s fair share of the costs for the requested service is nev-
ertheless accepted if it does cover at least the additional cost
associated with the request. This guarantees that the BB
LSD mechanism is budget balanced. The result is not only
a possible reduction in the costs for the rest of the users, but
also an increase in revenue for the ISPs, which are able to
serve more users.

Unfortunately, the BB LSD mechanism is not strategy
proof. To avoid users seeking the minimum cost by placing
dishonestly low bids, an upper limit on the bid frequency
of any particular receiver was therefore proposed. Another
alternative would be an exponentially growing time out in
the case of a rejected bid. This should make the users more
honest, i.e. to bid closer to what the service is worth to
them, since a lower bid equals a higher risk of missing out
on the service.

7.1. Future work

Future research about cost-allocation mechanisms may
involve the problem of finding a sufficient maximum bid
frequency, or other procedures to mitigate the fact that the
BB LSD mechanism is not strategy proof. Another alter-
native might be the search for a completely new mechanism
that is naturally strategy proof and still possesses as many of
the BB LSD mechanism’s attractive properties as possible.

Further research topics are the implementation of the
QoS-D LSD and BB LSD cost-allocation mechanisms, and

the process of actually charging the receivers with the allo-
cated costs.
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Abstract

The article proposes analytical methods for determining
traffic characteristics of hierarchically organised telecom-
munication networks which are offered multi-service traf-
fic streams. The article proposes a method for determin-
ing occupancy distribution in the group servicing multi-
service overflow traffic. This method is based on modifi-
cation of the Kaufman-Roberts recursion – elaborated for
the full-availability group with Poisson calls streams – and
uses Fredericks & Hayward approximation. Additionally,
a method for determining parameters of the traffic overflow-
ing from primary groups servicing PCT11 and PCT22 traffic
streams is also presented.
Keywords: overflow traffic, PCT1, PCT2, multi-rate traffic

1. Introduction

Modeling telecommunication networks employing the
strategy of redirecting traffic via alternative routes, i.e. sys-
tems with traffic overflow is a complex issue. This problem
comes down to resolving the two following basic problems,
namely: to a determination of traffic characteristics of traf-
fic that overflows from direct (primary) groups (with high
loss coefficients usually), and a determination of the num-
ber the so-called Basic Bandwidth Units (or channels) in al-
ternative groups (with low loss coefficients usually), where
the loss coefficients will not exceed the assigned value.

Systems with overflow traffic have been widely dis-
cussed e.g., in [8,22,35]. The above mentioned works, how-

1PCT1 – Pure Chance Traffic Type One – type of traffic in which we
assume that the service times are exponentially distributed and the arrival
process is a Poisson process. This type of traffic is known as Erlang traffic.

2PCT2 – Pure Chance Traffic type Two – type of traffic in which we
assume that the service times are exponentially distributed and the arrival
process is formed by the limited number of sources. This type of traffic is
known as Engset traffic.

ever, have dealt with single-rate traffic only, i.e. with tradi-
tional single-service telephone networks. There have been
developed both exact [4,14,25,36] and approximate [15,35]
models of the full-availability group with overflow traffic
assuming Poisson distribution of calls streams and the ex-
ponential distribution of holding time for calls offered to
the primary groups. The problem of modeling the groups
with overflow traffic under assumption of hyper-exponential
distribution of the holding time has been described in [27]
while single-rate traffic systems with overflow traffic and fi-
nite number of traffic sources (PCT2) have been considered
e.g., in [26].

The basic method for determining traffic characteristics
of multi-service systems employs the so-called Kaufman-
Roberts formulas (KR) [19, 24]. These equations allow to
reliably model systems with PCT1 streams that are offered
directly to the primary groups of telecommunication net-
works. The traffic that is not serviced in such groups is
overflowed to an alternative group. This part of traffic is
called the overflow traffic. However, even if the streams
that are offered directly to the primary groups are of type
PCT1, the calls stream overflowing from the primary group
does not agree with the Poison distribution [35].

Overflow calls can appear only in the occupancy time
of all Basic Bandwidth Units of the primary group. This
means that the overflow stream is more "concentrated"
in certain time periods, i.e. is characterized by greater
"peakedness" as compared with PCT1 traffic. If identical
values of offered traffic and the congestion are assumed,
then a greater number of Basic Bandwidth Units (BBUs)
is required for servicing overflow traffic than that required
for servicing PCT1 traffic.

The following parameters can be used for statistical eval-
uation of the overflow stream: the mean valueR of overflow
traffic (the first moment of the probability distribution of
the number of calls) and the second moment with the corre-
sponding variance σ2. With the help of those two parame-
ters it is possible to determine "unevenness" of the overflow
stream by the introduction of the concept of the peakedness
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coefficient Z that is equal to the ratio of the variance σ2 to
the mean value of overflow traffic R:

Z = σ2/R. (1)

The "unevenness" of the overflow stream can also be evalu-
ated by the application of the parameter D that is the differ-
ence between the variance and the mean value of overflow
traffic:

D = σ2 −R. (2)

It is noticeable that the parameters Z and D take the fol-
lowing values for the offered traffic, serviced traffic and the
overflowed traffic:

• for offered traffic: Z = 1 and D = 0,

• for serviced traffic on the primary group (smooth traf-
fic): Z < 1 and D < 0,

• for overflow traffic: Z > 1 and D > 0.

The service process of a Poisson calls stream in a full-
availability group can be thus characterized by four parame-
tersA, V,R, σ2 (σ2 can be replaced by Z orD). The stream
offered to the group is here determined by one parameter A
– the mean value of the offered traffic, whereas the overflow
traffic stream by two: the mean value of the overflow traffic
R and its variance σ2.

Having the above in mind, we can come to a conclusion
that the KR equations in their basic form (devised with the
assumption of the exponential distribution of time gaps be-
tween calls) cannot be applied to determining call blocking
coefficients in multi-service traffic in the alternative group.
The problem of modeling the full-availability group with
overflow traffic with known value of parameter Z was taken
in [7], and then in [20, 34]. The methods for modeling the
systems with multi-service overflow traffic (under the as-
sumption of infinite number of traffic sources) including
the methods for determining parameters of overflow traf-
fic, an occupancy distribution in alternative groups and di-
mensioning systems with multi-service overflow traffic was
presented in [10, 11, 13].

The other group of methods, enabling modeling the
systems with overflow traffic, are the methods based on
Markov-Modulated Poisson Processes, published in [6, 17,
21]. Among this group of methods, the highest accuracy,
in case of multi-service systems, assures the method pro-
posed in [6]. The accuracy of this method is related to high
computational complexity of the process of calculating the
variance of overflow traffic based on analysis of multidi-
mensional Markov process in the system composed of two
groups, i.e. the primary group and the alternative group. Ex-
ponential order of computational complexity (in function of
number of classes of calls) makes practical application of
this method very difficult.

The purpose of the article is the proposition of a con-
sistent methodology for determining traffic characteristics
of systems which are offered overflow multi-service traffic
streams, generated both by finite and infinite source popu-
lation. On the basis of author’s earliest results [10–13]), the
method for determining occupancy distribution in the group
servicing multi-service overflow traffic will be presented.
The proposed method is based on the appropriate modifica-
tion of the Kaufman-Roberts recursion [19,24] – elaborated
for the full-availability group with Poisson traffic – and uses
the idea of Fredericks & Hayward approximation.

In order to keep consistency of the considered problems,
we start considerations from presentation of basic analyti-
cal dependencies for systems with single-rate overflow traf-
fic in Section 2. In Section 3 it is presented the method
for determining occupancy distribution in groups servicing
multi-service overflow traffic. Section 4 includes the de-
scription of the method for determining parameters of the
traffic overflowing from primary groups servicing multi-
service PCT1 and PCT2 traffic streams. Comparison of an-
alytical and simulation results of blocking probability in al-
ternative groups servicing multi-service overflow traffic is
performed in Section 5. Section 6 concludes the paper.

2. Modeling systems with overflow single-rate
traffic

2.1. Overflow traffic parameters

The traffic that overflows from the direct group which
is offered PCT1 traffic can be characterized with the help
of the following two parameters: the mean value of over-
flow traffic R and its variance σ2 (or the coefficient Z or
the coefficient D). In order to evaluate analytically these
parameters we will consider the following model: a full-
availability group with the capacity of V Basic Bandwidth
Units (the primary group) is offered traffic of the type PCT1
with the mean intensity A:

A =
λ

µ
. (3)

The next assumption is that the traffic that is not carried be-
cause of the occupancy of all the BBUs of the considered
group overflows to a next full-availability group (the alter-
native group) with an unlimited number of BBUs. The val-
ues to be determined are: the average number of busy BBUs
R in the alternative group (mean value of overflow traffic)
and its variance σ2 (variance of overflow traffic).

The process going on in the system presented in Fig-
ure 1, composed of two full-availability groups, is deter-
mined by the the two-dimensional discrete Markov chain:
{ω(t), ρ(t)}, where ω(t) is the number of busy BBUs in
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1 V 1 ∞A R, D

primary group alternative group

Figure 1. Model of a system with overflow
traffic

the original group at the point of time t, whereas ρ(t) is the
number of busy BBUs in the alternative group at the point
of time t. The state probabilities of the system under con-
sideration are denoted with the symbols [pω,ρ]V,∞ and are
defined in the following way:

[pω,ρ]V,∞ = lim
t→∞

P {ω(t) = ω, ρ(t) = ρ} , (4)

where: (0 6 ω 6 V ) and (0 6 ρ 6 ∞). The probabilities
[pω,ρ]V,∞ can be determined on the basis of the system of
state equations that, for the considered process, takes the
following form:

. . .

−(λ+ ρµ) [p0,ρ]V,∞ + µ [p1,ρ]V,∞+

+(ρ+ 1)µ [p0,ρ+1]V,∞ = 0
. . .

−(λ+ ωµ+ ρµ) [pω,ρ]V,∞ + λ [pω−1,ρ]V,∞+

+(ω + 1)µ [pω+1,ρ]V,∞ + (ρ+ 1)µ [pω,ρ+1]V,∞ = 0

. . . (5)

−(λ+ V µ+ ρµ) [pV,ρ]V,∞ + λ [pV−1,ρ]V,∞+

+λ [pV,ρ−1]V,∞ + (ρ+ 1)µ [pV,ρ+1]V,∞ = 0

. . .

∞∑
ρ=0

V∑
ω=0

[pω,ρ]V,∞ = 1

Once the system of equations (5) has been solved, it is
possible to determine all essential properties of the system
with traffic overflow. A determination of the parameters R
and σ2, related to the alternative group with unlimited ca-
pacity, can be, however, simplified as compared to the sys-
tem (5). This possibility of simplification is connected with
the fact that for a determination of parameters R and σ2 the
knowledge of all probabilities [gρ]∞ is not necessary, but it
is sufficient to know only those probabilities [gρ]∞ that re-
late to the alternative group only, regardless the occupancy
state of the primary group, i.e.:

[gρ]∞ =
V∑
ω=0

[pω,ρ]V,∞. (6)

Knowing the occupancy [gρ]∞, it is possible to determine

the parameters to be found, i.e. R and σ2:

R =
V∑
ρ=0

ρ [gρ]∞, σ2 =
V∑
ρ=0

ρ2 [gρ]∞ −R
2. (7)

Derivations of Equation (7) will be omitted here (they are
to be found in, for example, [1, 4, 35]), by giving the final
result derived by J. Riordan [35]:

R = AEV (A), (8)

σ2 = R [A/ (V + 1−A+R) + 1−R] . (9)

In calculational practice, instead of the variance σ2 the pa-
rameter D is often used. Hence, on the basis of Equa-
tion (2), (8) and (9) we obtain:

D = R [A/ (V + 1−A+R)−R] . (10)

Formula (8) is intuitively self-evident since it is only traf-
fic lost in the original group that can be the offered traffic
and, at the same time, be carried by the infinite alterna-
tive group. It should be noted that, quite predictably, for
V = 0 (zero capacity of the original group), R = σ2 = A,
since all the PCT1 traffic is directed to the alternative group.
Generally, for each value of the parameters A and V of the
full-availability group, the parameters of overflow traffic R
and σ2, or R and D can be unequivocally determined.

In telecommunications networks, calls streams from
several high-usage full-availability groups most frequently
overflow to one alternative path. If we assume that PCT1
streams offered to high-usage primary groups are statisti-
cally independent, then the streams that overflow from these
groups will also be independent. In such a case, the param-
eters of the total overflow traffic offered to the alternative
path are determined by the following formulas [31]:

R =
υ∑
s=0

Rs, σ2 =
υ∑
s=0

σ2
s , D =

υ∑
s=0

Ds, (11)

where: υ – number of primary group, Rs – mean value of
overflow traffic from s-th group, σ2

s – variance of overflow
traffic from s-th group.

2.2. Method of equivalent random traffic

Analysing Formulas (8) and (10) we can notice that the
parameters A and V determine unequivocally the parame-
ters of the overflow trafficR andD of a given group. Conse-
quently, these formulas can be used to solve a reverse prob-
lem, i.e. to determine unequivocally the parameters of the
original groupA and V on the basis of the parameters of the
traffic that overflows from this group: R and D [31]. This
conclusion has been applied to the ERT method (Equivalent
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Random Traffic), which has been worked out independently
by R. I. Wilkinson [35] and G. Bretschneider [4].

The ERT method consists in finding such an equivalent
PCT1 traffic with the mean value A∗, that when offered to
a fictitious equivalent group with the equivalent capacity of
V ∗, will cause an overflow of traffic with identical mean
value and variance as the actual traffic offered to a given al-
ternative group [31]. In this way, the traffic initially defined
by the pairs of parameters: As and Vs (the alternative group
usually services traffic overflowing from a few high-usage
primary groups), will be described by one pair of parame-
ters only (A∗, V ∗).

The parameters A∗ and V ∗ of the equivalent group can
be determined on the basis of the obtained values R and D,
solving the set of Riordan equations [35]:

R = A∗EV ∗(A∗), (12)

D = R [A∗/ (V ∗ + 1−A∗ +R)−R] . (13)

Such equivalent traffic, determined by the pair of the pa-
rameters (A∗, V ∗), requires V ∗ + Valt BBUs for servicing
calls with assigned quality B. The required capacity of the
alternative group can be obtained on the basis of Erlang-B
formula, written in the following form:

E = B = E(V ∗+Valt)(A
∗), (14)

where E is the blocking probability, and B is the loss prob-
ability in the alternative group.

Summing up, the ERT method, presented graphically in
Figure 2, can be written in the form of the following algo-
rithm:

Algorithm 1 ERT Method

1. Determination of the mean value Rs and the param-
eter Ds of each of υ (s = 1, . . . , υ) traffic streams
that overflow to the alternative group (Equations (8)
and (10));

2. Determination of the parameters of the total stream
that overflows to the considered alternative group, as-
suming statistical independence of overflow streams
(Equation (11));

3. Determination of the parameters A∗ and V ∗ of the
equivalent group on the basis of the obtained param-
eters R and D; these parameters can be determined by
providing solution to the Riordan system of equations
(Equation (13));

4. Determination of the required capacity of the alterna-
tive group for the assigned quality of service in the sys-
tem equal to B (Equation (14)).

A1

R1, D1

A2

R2, D2

A3

R3, D3

A∗

R, D

1

2
. . .

V1

1

2
. . .

V2

1

2
. . .

V3

1

2
. . .

V ∗

1

2
. . .

Valt

1

2
. . .

Valt

Figure 2. Graphical representation of the ERT
method

The determination of the parameters of the equivalent
group (A∗, V ∗) is a complex issue and requires the appli-
cation of complex, iterative computational programs [23,
31]. Therefore, to simplify the calculations, special nomo-
grams have been developed [28] that present in graphic
form dependencies between pairs of parameters (A∗, V ∗)
and (R,D). If, however, the above graphic dependencies
are unavailable, then to determine the parameters (A∗, V ∗)
one can use the approximate solution of the system of equa-
tions (12) and (13), proposed by G. Rapp [22]:

A∗ = σ2 + 3
σ2

R

(
σ2

R
− 1
)
, (15)

V ∗ = A∗
(R2 + σ2)
R2 + σ2 −R

−R− 1. (16)

It should be stressed that the determined values of parame-
ters A∗ and V ∗ obtained after the application of Rapp for-
mulas are approximate, with the accuracy of calculations
being the lowest within the area of low loss probability val-
ues [33]. With values of this probability lower than 1%,
the approximation error can exceed 20%. Therefore, for
B < 0.01 (which happens rarely in high-usage primary
groups in real networks) it is more convenient to use the
cited above nomograms [28]. A detailed analysis of the ac-
curacy of this method has been worked out by J. M. Holtz-
mann and presented in [16] which shows the dependency
between the error of loss probability, determined by the
ERT method, and the number of BBUs of the alternative
group Valt and the overflow traffic parameters R and σ2. On
the basis of these dependencies it is possible to find that the
error increases with the increase of the variance of overflow
traffic σ2, while it diminishes along with the increase in the
number of BBUs in the high-usage primary group [31].
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2.3. Fredericks-Hayward Method

Let us consider a full-availability group with the capacity
of V BBUs which is offered overflow traffic with the mean
value R and variance σ2. The peakedness coefficient of the
offered traffic is then:

Z =
σ2(R)
R

. (17)

Let us perform the following transformation, presented in
Figure 3. Let us divide the group into Z identical full-
availability groups (subsystems), each one with the capac-
ity:

Ve =
V

Z
. (18)

Each group is offered then traffic with the mean value:

Re =
R

Z
. (19)

1

2

. . .

V

1

2

. . .

V/Z

1

2

. . .

V/Z

R, Z R/Z, 1 R/Z, 1

Figure 3. Transformation of the system
(V, R, Z) into Z subsystems (V/Z, R/Z, 1)

Taking into consideration the property of variance, vari-
ance σ2

e can be determined in the following way:

σ2
e = σ2

(
1
Z
R

)
=
(

1
Z

)2

σ2(R). (20)

Now we can determine the peakedness coefficient of traf-
fic offered to an individual subsystem. Taking into ac-
count (19) and (20), we get:

Ze =
σ2
e

Re
=
σ2(R)
RZ

= 1. (21)

The peakedness coefficient equal to one means that traf-
fic Re is a PCT1 traffic. Thus, we have made a transfor-
mation of the full-availability group – described by the pa-
rameters (R, V, Z) – which is offered overflow traffic into
Z subsystems (full-availability groups) – described by the

parameters (R/Z, V/Z, 1) – which is offered PCT1 traffic.
Since all groups are identical, blocking probabilities in all
groups will be also identical. In work [8] it is assumed that
blocking probability in the group (R/Z, V/Z, 1) will be the
same as in the initial group (R, V, Z). Therefore, we can
write:

E(R, V, Z) ≈ E(R/Z, V/Z, 1) ≈ EV
Z

(
R

Z

)
. (22)

Formula (22) is a modified Erlang-B formula that takes into
consideration non-Poisson nature of the calls stream offered
to the group. In teletraffic theory, this formula is called
Fredericks-Hayward formula.

The presented reasoning for Equation (22) assumes mu-
tual independence of traffic offered to the subsystems. In
real world, a distribution of the traffic stream into several
identical streams without an application of an appropri-
ate call assignment mechanism is not possible. The intro-
duction of such a mechanism is, however, tantamount to
the introduction of mutual correlation between the streams,
which, in turn, can be interpreted as a lack of independence
of the traffic streams offered to the subsystems. This phe-
nomenon makes the formula (22) an approximated formula.
It should be stressed, though that it is characterized by high
accuracy [8, 18].

Equation (22) forms the basis for Fredericks-Hayward
method [8] and can be described in the form of the follow-
ing algorithm:

Algorithm 2 Fredericks-Hayward Algorithm

1. Determination of the mean value and the variance of
each of υ traffic streams that overflows to an alternative
group based on the formulas (8) and (9);

2. Determination of the parameters of the total overflow
traffic (Equation (11)) offered to the alternative group
and the peakedness coefficient (Equation (1)) of the
traffic, assuming statistical independence of the over-
flow streams;

3. Determination of the number of BBUs of the alter-
native group (with the assigned quality of service,
equal to B) on the basis of Fredericks-Hayward for-
mula (22).

Fredericks-Hayward method is far more simple than the
ERT method since it requires only calculations based on
Erlang-B formula. The formula is used in two steps of the
algorithm – with the determination of mean value of traffic
that overflows to the alternative group (Formula (8)) and,
in the form of Fredericks-Hayward formula, with the de-
termination of the capacity of the alternative group (For-
mula (22)).
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3. Modeling of full-availability groups with
multi-service overflow traffic

3.1. Basic assumptions

Let us consider first a fragment of the network shown in
Figure 4, servicing multi-service PCT1 traffic streams. It
is assumed that each of primary groups is offered only one
call class. The adopted assumption is to facilitate the un-
derstanding of the introduced analytical dependencies. Sys-
tems in which primary groups service many classes of traf-
fic will be presented in Section 4.

1

2

...

V1

1

2

...

V2

1

2

...

Vm

1

2

...

V

E1, E2, ..., Em

R1, σ
2
1 R2, σ

2
2 Rm, σ2

m

A1, t1 A2, t2 Am, tm

Figure 4. A fragment of the network with over-
flow traffic

There are m = mI high-usage primary groups in the
considered system. The group designated by number i has
the capacity equal to Vi BBUs. Each of the groups is of-
fered a different calls stream characterized by the traffic in-
tensity Ai. The calls of class i demand ti BBUs to set up
a connection.

3.2. Parameters of overflow traffic

As the result of occupying successive BBUs in primary
groups, a situation ensues in which the groups get blocked
and traffic overflows to an alternative group with the ca-
pacity Valt. Blocking coefficients in primary groups can be
calculated with the help of the Erlang-B formula. One has
to take into consideration, however, that one call of class i
occupies simultaneously ti BBUs [10, 11].

Therefore, from the point of view of the Erlang model, it
is tantamount to ti-fold decrease of the capacity of the group
with the real capacity of Vi BBUs. What it means is that
before the substitution to Erlang-B formula, the group ca-
pacity should be divided by the number of BBUs demanded
to set up a connection of a given class. With the case of
non-integral values Vi/ti, calculations of blocking proba-
bility can be performed using the interpolation method or
the approximation of Erlang loss formula in the following
form [32]:

EN+δ =
AEN+δ−1(A)

N + δ +AEN+δ−1(A)
, (23)

where N + δ is non-integral value of group’s capacity (N is
an integer part and δ is a fraction). To start the calculation
process we need to use an approximate formula:

Eδ ≈
(2− δ)A+A2

δ + 2A+A2
. (24)

Another way to obtain the same values of blocking coef-
ficients is to apply the Kaufman-Roberts formulas [19, 24]:

n [Pn]V =
m∑
i=1

Aiti [Pn−ti ]V , (25)

Bi = Ei =
V∑

n=V−ti+1

[Pn]V , (26)

where [Pn]V is the occupancy distribution, i.e. the proba-
bility of n BBUs being busy in the system. Equations (25)
and (26) will take into consideration the group with the ca-
pacity of Vi which is offered one calls stream with Poisson
distribution formed by the calls that demand ti BBUs to set
up a connection [10, 11].

Knowing the blocking coefficients in primary groups we
are in position to calculate the parameters of overflow traffic
of each of the classes, i.e the mean value Ri and the vari-
ance σ2

i . For this purpose, the Riordan formulas (8) and (9)
are used. Then, on the basis of the obtained parameters,
we determine the unevenness of individual calls streams of
overflow traffic by calculating the values of peakedness co-
efficients Zi = σ2

i /Ri.
It should be emphasised that the possibility of direct ap-

plication of Riordan formulas, elaborated for systems with
single-rate traffic, results from the assumption that each pri-
mary group is offered only one traffic class [10, 11]. In the
case when all groups serve calls of several traffic classes,
the determination of variance of overflow traffic becomes
a complex problem [2, 3], despite the value of traffic inten-
sity can be simply obtained on the Kaufman-Roberts formu-
las (25) and (26). An approximate method of elaboration of
the variance of the traffic overflowing from primary group
servicing mixture of multi-service traffic will be presented
in Section 4.
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3.3. Modeling overflow traffic in systems
with infinite number of traffic sources

Calls lost in primary groups are offered to an alterna-
tive group and, successively, begin to occupy its resources.
Thus, the group services m call classes. In order to de-
termine blocking coefficients in such a group we apply the
analogy to Hayword method, described in Section 2.3. Let
us remind that the method was designed to determine the
blocking coefficient in the group with the capacity of V
BBUs with single-service traffic which was offered over-
flow traffic stream with the mean value R, additionally
characterized by the peakedness Z. In this method the
Fredericks-Hayword equation is used, i.e. the Erlang-B for-
mula with appropriately modified parameters A and V . In
the case of a group with multi-service traffic, we will apply
the identical modification to Kaufman-Roberts formulas:

Ealt,1, Ealt,2, . . . , Ealt,m =

= KR

(
R1

Z1
,
R2

Z2
, . . . ,

Rm
Zm

; t1, t2, . . . , tm;
Valt

Z

)
, (27)

where KR(·) denotes the algorithm for determining block-
ing coefficients of calls of particular classes E1, E2, . . . ,
EM , on the basis of the Kaufman-Roberts equations (25)
and (26) that take on the following form [10, 11]:

n [Pn]Valt/Z
=

m∑
i=1

Ri
Zi
· ti [Pn−ti ]Valt/Z

, (28)

Balt,i = Ealt,i =

Valt
Z∑

n= V
Z−ti+1

[Pn]Valt/Z
. (29)

The peakedness coefficient acts a normalization func-
tion. By dividing the mean values of overflow traffics of
particular call classes by the corresponding values of the
coefficients Zi, we perform a transformation of the uneven
overflow traffic stream into the Erlang stream. Similarly as
in the dependence (22), we also divide the capacity of the
alternative group V by the value of the peakedness coeffi-
cient. Let us notice that the capacity of the alternative group
in the formulas (28) and (29) is divided by the so-called
overall peakedness coefficient Z. The problem of definition
of this coefficient, for m calls classes, where each can have
individual value of the peakedness Zi, was taken in [10].
According to these considerations, the relevant parameter
will be approximated by the weighted mean of the coeffi-
cients Zi of particular calls streams:

Z =
m∑
i=1

Ziki, (30)

where
ki =

Riti∑m
l=1Rltl

(31)

It is adopted in Equation (30) that the contribution of
peakedness Zi of a stream of class i in the overall peaked-
ness coefficient Z is directly proportional to the value of
traffic offered to the alternative group by class i calls. The
plausibility of this assumption has been proved by simula-
tion studies [13].

The formulas (28) and (29) are a generalization of the
Kaufman-Roberts formulas for all kinds of groups servicing
multi-service traffic, both non-Poisson calls streams (over-
flow traffic) and Poisson calls streams. For the Poisson dis-
tribution, the value of the peakedness is equal to one and
then the formulas (28) and (29) will take on the form of the
basic Kaufman-Roberts formulas (25) and (26).

3.4. Modeling of overflow traffic in systems
with finite number of traffic sources

In this section it is presented an analytical method for de-
termining the mean value and the variance in systems with
multi-service traffic overflowing from primary groups ser-
vicing multi-service PCT2 traffic streams [12]. The pre-
sented method is based on the method elaborated in [5]
for the networks servicing single-rate traffic. The basis
of this method is the application of ERT method to con-
vert the traffic stream generated by the finite population of
sources (PCT2 traffic stream) to the equivalent traffic stream
generated with the assumption of the infinite population of
sources (PCT1 traffic streams) [29].

Let us consider a group with the capacity of Vj BBUs
servicing a finite number of sources for each traffic class.
Let Nj be a number of sources of class j requiring tj BBUs
to be serviced. The input calls stream of class j is built
by the superposition of Nj two-state traffic sources which
can alternate between the active (busy) state ON (the source
requires tj BBUs) and the inactive state OFF (the source is
idle). When a source is busy, its call intensity is zero. Thus
the arrival process is state-dependent. The class j arrival
rate in the state of n BBUs being busy can be expressed by
the following formula:

λj(n) = (Nj − nj(n))Λj , (32)

where nj(n) is a number of class j calls being serviced in
state n (state of n BBUs being busy) and Λj is the mean
arrival rate generated by an idle source of class j. In the
considered model we assume additionally that the holding
time for calls of particular classes has an exponential distri-
bution. Thus, the class j traffic αj offered by an idle source
is equal to:

αi =
Λi
µi
, (33)

where 1/µj is the mean holding (service) time of class j
calls.
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Figure 5. The idea of conversion of systems
PCT2 to PCT1

Let us additionally assume, that Nj > Vj . Based on
the results presented in [5] and [29] we can determine the
mean valueRPCT2,j , the variance σ2

PCT2,j and the coefficient
DPCT2,j of the number of busy BBUs in considered group:

RPCT2,j =
Njαj
1 + αj

, (34)

σ2
PCT2,j =

Njαj

(1 + αj)
2 , (35)

DPCT2,j = σ2
PCT2,j −RPCT2,j = −Nj

αj
(1 + αj)2

. (36)

The traffic described by Equations (34), (35) and (36)
can be treated as an equivalent PCT1 stream with intensity
A∗j overflowing on the equivalent group with the capacity
equal to V ∗j BBUs. The idea of this conversion is presented
in Figure 5. We call A∗j and V ∗j fictitious, and their values
can be obtained as the solution of a set of Riordan formulas
– according to ERT method (page 4):

RPCT2,j = A∗jEV ∗
j

(
A∗j
)
, (37)

DPCT2,j =

= RPCT2,j

[
A∗j

V ∗i + 1−A∗j +RPCT2,j
−RPCT2,j

]
. (38)

The above equations have a solution if we use Erlang
formula for negative values of link capacity [5, 32]. It is
possible to obtain the occupancy distribution for V < 0 on
the basis of the following recurrent formula:

EV−1(A) =
V EV (A)

A(1− EV (A))
, (39)

where the initial solution, for V = −1, we can get on the
basis of the following equation:

E−1(A) = [−Ei(−A)AeA]−1, (40)

in which function Ei(A) is defined as follows:

Ei(x) = −
∫ ∞
x

(At+A)−1eAt+Ad(At+A). (41)

It is also possible to approximate the function (40) by the
the following polynomial [29]:

E−1(A) ≈ b0 + b1A+ b2A
2 + b3A

3 + b4A
4

a0 + a1A+ a2A2 + a3A3 + a4A4
, (42)

where:

a0 = 0, 2677737343, b0 = 3, 9584969228,
a1 = 8, 6347608925, b1 = 21, 0996530827,
a2 = 18, 0590169730, b2 = 25, 6329561486,
a3 = 8, 5733287401, b3 = 9, 5733223454,
a4 = 1, b4 = 1.

Having at our disposal the values of fictitious traffic A∗j
and the equivalent group capacity V ∗j , we can calculate
on the basis of (8) and (9) the parameters of the traffic
overflowing from the primary group servicing PCT2 traffic
streams, i.e. the variance σ2

j and the mean value Rj :

Rj = A∗jE(Vj/tj)+V ∗
j

(A∗j ), (43)

σ2
j = Rj

[
A∗j/(Vj/tj + V ∗j + 1−A∗j +Rj) + 1−Rj

]
.

(44)
Let us notice that in Equation (43) and (44) the real link
capacity Vj is divided by tj because in the process of ob-
taining the capacity of fictitious link V ∗j we consider single-
rate traffic (calls of each traffic class can demand only one
BBU).

Having at disposal the parameters of traffic overflowing
from primary groups, we can determine the occupancy dis-
tribution in the alternative group on the basis of the modified
Kaufman-Roberts recursion, described in Section 3.3.

4. Modeling of systems with overflow multi-
service traffic

In the previous section we dealt with the determina-
tion of the occupancy distribution in the alternative full-
availability groups in systems in which primary groups ser-
viced only one calls stream. This was purely theoretical
case and its main purpose was to facilitate understanding
of the introduced analytical dependencies. In real systems,
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primary groups carry multi-service traffic that is composed
of several classes of calls.

The assumption that has been used so far allowed us to
determine the variance of traffic that overflows from pri-
mary groups in a simple way through the application of Ri-
ordan formulas. With the case when the group carries multi-
service traffic, direct application of the Riordan formulas is
not possible. In this section we will present an approxi-
mate method for determining variances of different traffic
streams that overflow from groups servicing multi-service
traffic.

Let us consider the fragment of a multi-service network
shown in Figure 6. The system is composed of υ primary
high-usage groups. Each of the group s = 1, . . . , υ is
offered mI,s PCT1 traffic streams and mJ,s PCT2 traffic
streams (ms = mI,s + mJ,s). Calls of class c demand tc
BBUs to set up a connection3. The intensity of PCT1 traffic
stream of class i offered to the group s is Ai,s. The inten-
sity of PCT2 traffic offered by a single idle source of class j
in the group s is αj,s, while the intensity of traffic Aj,s(n)
offered by all idle PCT2 sources of class j in the group s de-
pends on the occupancy state n of the group in the following
way:

Aj,s(n) = (Nj,s − nj,s(n))αj,s, (45)

where nj,s(n) is the number of in-service sources of class j
in the state of n BBUs being busy.

The traffic of particular classes, which is blocked in pri-
mary groups overflows to the alternative group. The block-
ing coefficient for calls of class i (PCT1) in the direct group
s (Ei,s) can be determined on the basis of the Kaufman-
Roberts formulas (25) and (26).

In the case of the full-availability group with PCT2
traffic stream, the Kaufman-Roberts recursion (25) can be
rewritten in the form that includes characteristics of Engset
traffic streams, namely:

n[Pn]Vs =
mJ ,s∑
j=1

Aj,s(n− tj)tj [Pn−tk ]Vs . (46)

According to the considerations presented in [9], the pa-
rameter nj,s(n) in Equation (45) can be approximated by
the so-called reverse transition rate and can be calculated
on the basis of the local equations of equilibrium [19, 30]:

nj,s(n) =

{
Aj,s(n− tj)[Pn−tj ]Vs

/
[Pn]Vs forn ≤ Vs,

0 forn > Vs.

(47)
The reverse transition rate determines the average num-
ber of class j calls serviced in the state n. Let us note
that to determine the parameter nj,s(n) the knowledge of

3In the paper it is assumed that the letter "i" denotes a Poisson (Erlang)
traffic class, the letter "j" – a Binomial (Engset) traffic class, and the letter
"c" – an arbitrary traffic class, (c = i|j)
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Figure 6. A fragment of telecommunications
network with overflow multi-service traffic

the occupancy distribution [Pn]Vs , is necessary. In or-
der to determine the distribution [Pn]Vs

in turn, it is nec-
essary to know the value nj,s(n). Equations (47) and
(46) form then a set of confounding equations that can be
solved with the application of iterative methods. In line
with [9], in the first iteration we assume that the parame-
ters ∀j∈mj

∀0≤n≤V n
(0)
j,s (n) = 0. The adopted assumption

means that the Engset streams – in the first iteration – can
be treated as an equivalent Erlang streams generating the
offered traffic with the intensity:

Aj,s(n) = Aj,s = Nj,sαj , (48)

which is equal in value to the traffic offered by all free
sources of class j Engset stream. The state probabilities,
obtained on the basis of Eq. (46), constitute the input data
for the next iteration l, where the parameters n(l)

j,s(n) and
subsequently Aj(n) are designated. The iterative process
ends when the assumed accuracy ε is obtained:

∀j∈〈1,mJ 〉∀n∈〈0,V 〉

(∣∣∣∣∣n
(l−1)
j,s (n)− n(l)

j,s(n)

n
(l)
j,s(n)

∣∣∣∣∣ ≤ ε
)
. (49)

The obtained occupancy distribution [Pn]Vs
in the group

with Engset traffic streams allows us to calculate the block-
ing probability Ej,s on the basis of Equation (26).

Knowing blocking probabilities for PCT1 and PCT2
streams we are in position to determine the mean value
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of the intensity of class c traffic that overflows from the
group s:

Rc,s = Ac,sEc,s. (50)

To characterize overflow traffic fully it is necessary to
determine the variance of each of calls streams. This pa-
rameter will be determined in an approximate way by car-
rying out a decomposition of each of the real groups intoms

fictitious component groups with the capacities Vc,s. Each
fictitious group will be servicing exclusively calls of one
class, which will make it possible to apply the Riordan for-
mulas to determine the variance σ2

c,s of the traffic of class c
that overflows from the group s. Let us determine then the
capacities of the fictitious groups. For this purpose we first
determine the carried traffic of class c in the group s:

Yc,s = Ac,s(1− Ec,s). (51)

According to the definition, the value Yc,s defines the av-
erage number of calls of class c serviced in the group s.
Therefore, the mean value of the intensity of class c traffic,
expressed in BBUs, will be equal to Yc,stc. The capacity
of a fictitious component group Vc,s will be defined as this
part of the real group Vs which is not occupied by calls of
the remaining classes (different from class c). Thus, we
get [10–12]:

Vc,s = Vs −
mI,s+mJ,s∑
l=1;l 6=c

Yl,stl, (52)

where Vs is the capacity of the primary group and the sum
on the right side of Equation (52) determines the number
of BBUs occupied by the calls of the remaining classes.
The proposed decomposition allows us to use the method
proposed in Section 3.4, to convert the system with PCT2
traffic streams to the equivalent PCT1 traffic streams.

Having all the parameters at our disposal for PCT1, i.e.
Ri,s, Ai,s, Vi,s and PCT2, i.e. A∗j,s, Rj,s, V

∗
j,s, Vj,s we

can – on the basis of the Riordan formula – determine the
variance σ2

i,j for individual calls streams that overflow to
the alternative group:

σ2
i,s = Ri,s

[
Ai,s

Vi,s/ti + 1−Ai,s +Ri,s
+ 1−Ri,s

]
,

(53)

σ2
j,s=Rj,s

[
A∗j,s

Vj,s/tj+V ∗j,s+1−A∗j,s+Rj,s
+ 1−Rj,s

]
,

(54)
where the quotient Vc,s/tc normalizes the system to
a single-service case. Such an operation is necessary since
the Riordan formulas in their basic form are designed for
determining overflow traffic parameters in single-service
systems.

Since individual calls streams offered to the system are
statistically independent, then the parameters of the total

traffic of class c offered to the alternative group will be equal
to:

Rc =
υ∑
s=1

Rc,s, σ2
c =

υ∑
s=1

σ2
c,s. (55)

At this point we have all the parameters that character-
ize m calls streams offered to the alternative group. Hav-
ing at our disposal the dependencies (55), we can determine
the occupancy distribution and the blocking probability in
the system with overflow multi-service traffic shown in Fig-
ure 6. In order to do that, we can apply the formulas (28)
and (29), where the overall coefficient Z is determined ac-
cording to Equation (30).

Summing up our considerations, we can present the pro-
cess of determining occupancy distribution in the alternative
group of hierarchically organised networks with overflow
traffic in the form of the Algorithm Overflow-MKRR.

Algorithm 3 Algorithm Overflow-MKRR

1. Determination of blocking probability of class c =
1, . . . ,m calls stream in each of primary groups υ;

2. Determination of the mean value Rc,s of class c traffic
overflowing from the primary group s = 1, . . . , υ;

3. Decomposition of the primary group s (with the capac-
ity of Vs BBUs), servicing ms traffic classes, on the
ms groups where each has the capacity of Vc,s BBUs
(Equation (52));

4. Conversion of PCT2 traffic stream to the equivalent
PCT1 traffic stream (Section 3.4);

5. Determination of the variance σ2
c,s of class c traffic

stream overflowing from the primary group Vc,s to the
alternative group Valt (Equation (53) and (54));

6. Determination of the parameters of class c overflow
traffic offered to the alternative group (Equation (55));

7. Determination of the overall coefficient Z (Equa-
tion (30));

8. Determination of the occupancy distribution in the al-
ternative group (Equation (28));

9. Determination of blocking probability for all traffic
classes in the alternative group (Equation (29)).

5. Numerical examples

The presented methods for determining the parame-
ters of overflow traffic, the occupancy distribution and the
blocking probability in systems with overflow multi-service
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equal to V = 200 BBUs; first and second primary groups: V1 = V2 = 60 BBUs, t1 = 2 BBUs, t2 = 4
BBUs, t3 = 8 BBUs A1,1t1 : A2,1t2 : A3,1t3 = 1 : 1 : 1, A1,2t1 : A2,2t2 : A3,2t3 = 1 : 1 : 1; third
and fourth primary groups: V3 = V4 = 100 BBUs, t1 = 2 BBUs, t2 = 4 BBUs, t3 = 8 BBUs, t4 = 12
BBUs, A1,3t1 : A2,3t2 : A3,3t3 : A4,2t4 = 1 : 1 : 1 : 1, A1,4t1 : A2,4t2 : A3,4t3 : A4,4t4 = 1 : 1 : 1 : 1;
fifth primary group: V5 = 40 BBUs, t2 = 4 BBUs

traffic are the approximate methods. To determine the pre-
cision of the proposed solution, results of analytical calcula-
tions were compared with the simulation data. The research
was carried out for two networks. The first network was
composed of five primary groups servicing multi-service
PCT1 (Erlang) traffic streams and one alternative group
(with the capacity of 200 BBUs) servicing the traffic over-
flowing from the primary groups. The second network was
composed of three primary groups servicing multi-service
PCT2 (Engset) traffic streams and one alternative group
(with the capacity of 100 BBUs) servicing the overflowed
traffic.

The parameters of the offered traffic and the capacities
of individual groups are given in the captions to Figures 7
and 8 presenting the obtained blocking probability results
in the alternative group – both analytical and simulation re-
sults. The value of the blocking probability is expressed in
the function of normalized traffic a offered to a single BBU
of the alternative group:

a =
∑m
c=1Rctc
Valt

. (56)

It was assumed that there was equal the normalized traffic u

offered per single BBU in each of υ direct groups:

∀1≤s≤υ u =
m∑
c=1

Ac,stc
Vs

. (57)

The simulation results are shown in Figures 7 and 8 in
the form of appropriately denoted points with 95-percent
confidence interval, calculated according to the t-Student
distribution for 5 series, with 1000000 calls of each class.

On the basis of the obtained blocking probability re-
sults in the considered systems we can state that the pro-
posed calculational method for overflow traffic parameters
combined with the modification of Kaufman-Roberts for-
mula (28) provides high accuracy of calculations.

6. Conclusion

An analytical method for determining the occupancy dis-
tribution and blocking probability in groups of telecom-
munication networks servicing overflow multi-service traf-
fic is presented in the article. The presented method is
based on a modification of the Kaufman-Roberts formula,
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Figure 8. Blocking probability in the alternative group with overflow multi-service traffic with capacity
equal to V = 100 BBUs; first primary group: V1 = 60 BBUs, t2 = 2 BBUs, S2 = 80, t3 = 6 BBUs,
S3 = 60, A2,1t2 : A3,1t3 = 1 : 1; second primary groups: V2 = 80 BBUs, t1 = 1 BBUs, S1 = 100,
t4 = 8 BBUs, S4 = 60, A1,2t1 : A4,2t2 = 1 : 1; third primary group: V3 = 100 BBUs, t1 = 4 BBUs,
S1 = 100, t3 = 6 BBUs, S3 = 60, t4 = 8 BBUs, S4 = 60

which involves an introduction of the peakedness coeffi-
cient Z that characterizes the unevenness of the overflow
calls stream. Additionally, an analytical method for deter-
mining the occupancy distribution and blocking probability
in groups of telecommunication networks servicing over-
flow multi-service traffic with a finite as well as infinite
number of traffic sources is presented in the article. The
presented method is based on conversion of traffic streams,
generated by finite source population, to the traffic streams,
generated by infinite source population. The accuracy of
the proposed analytical method is verified by the presented
simulation data.
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Abstract 

 
The paper presents an extension of the Erlnag-B 

model for traffic engineering of Voice over IP (VoIP).  
The Erlang-B model uses traffic intensity and Grade of 
Service (GoS) to determine the number of trunks in 
circuit-switched networks. VoIP, however, is carried 
over packet-switched networks, and network capacity 
is measured in bits per second instead of the number of 
trunks. We study different network designs for VoIP, 
and propose a Call Admission Control (CAC) scheme 
based on network capacity. We then propose a new 
measurement scheme to translate network bandwidth 
into the maximum call load. With this new metric, the 
Erlang-B model is applicable to VoIP.  We conducted 
experiments to measure the maximum call loads based 
on various voice codec schemes, including G.711, 
G.729A, and G.723.1.  Our results show that call 
capacity is most likely constrained by network devices 
rather than physical connections.  Therefore, we 
recommend considering both packet throughput (pps) 
and bit throughput (bps) in determining the max call 
load. If network capacity is constrained by packet 
throughput, codec schemes would have almost no 
effect on the maximum call load.  
 
Keywords: VoIP, Erlang B, Call Admission Control, 
Traffic Engineering, Packet Throughput 
 
1. Introduction 
 

The growing popularity of Voice over IP (VoIP) is 
evident on the residential, enterprise, and carrier 
networks. The traditional IP-based networks are 
designed for data traffic, and there is no engineering 
consideration for voice traffic which is sensitive to 
packet delay and loss.   To meet the new challenges of 
network convergence of both voice and data services 
on the same network, traffic engineering is important 
to network design as well as to the continual operation 
of the services. This paper provides an in-depth study 
of the VoIP traffic engineering and presents an 
enhanced traffic engineering model for VoIP.  Among 

the various available traffic engineering models, the 
Erlang-B model has been widely used to engineer the 
voice traffic of circuit-switched networks for many 
years [1].  The purpose of the Erlang-B model is to 
calculate the resources (outgoing trunks) based on the 
Grade of Service (GoS) and traffic intensity.  An 
example of traditional circuit-switched network is 
illustrated in Figure 1. 

 

 
Figure 1.  Legacy Telephone Network 

 
The limiting resource in this network is the number 

of trunks between switches. For enterprise users, this 
resource is the number of trunks (N1) between their 
PBX and the local switch. If an enterprise subscribes 
too few trunks, the end-user would experience a high 
probability of blocking, for both incoming and 
outgoing calls.  If the enterprise subscribes too many 
trunks, many of them will not be used, resulting in 
poor resource utilization and waste of money. On the 
carrier side of the network, the limiting resource is the 
number of trunks (N2) between a local switch and a 
tandem/toll switch. N2 is determined by network 
engineers to satisfy the traffic demand on the carrier 
core network.  Traffic engineering is to calculate the 
required network resources (N1 or N2) based on the 
traffic demand and service requirements. 

In packet-switched networks, there are no circuits 
or trunks. These networks accept any incoming 
packets.  If the arrival rate of incoming packets is 
higher than the service rate of the network, constrained 
by network devices or outgoing links, packets will be 
buffered for later delivery. The effect of packet 
buffering is longer delay.  If the buffer is full, new 
packets are discarded, which result in packet loss.  
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When packets are lost, an upper layer protocol 
between the sender and the receiver (not in the 
intermediate node) may retransmit the packet, which 
would result in even longer delay.  Of course, some 
protocols, such as UDP, may ignore the lost packets 
and take no actions. This operation of packet-switching 
is not appropriate for voice communication which is 
sensitive to delay and packet loss.   

This paper is an extension of our earlier publication 
[2] with expanded work on the design of an overlay 
network for VoIP, more detailed coverage on traffic 
measurement, and additional VoIP experiments.  This 
paper is organized as follows: Section 2 provides a 
brief overview of how others are addressing the traffic 
engineering issue of VoIP.  Section 3 explains the 
traditional Erlang-B model, and Section 4 presents the 
architecture and design of VoIP networks for the 
enterprise and carrier environment.  A detailed analysis 
of VoIP traffic and its applicability to the Erlang-B 
model is given in Section 5.  We present a 
comprehensive experimental design to emulate the 
VoIP traffic, and the results are given in Section 6.  
The last section, Section 7, presents the conclusion and 
some open issues for future work 

 
2. Call Admission Control 
 

The purpose of Call Admission Control (CAC) is to 
determine if the network has sufficient resource to 
route an incoming call. In the circuit-switched 
networks, the Call Admission Control algorithm is 
simply to check if there are circuits (or trunks) 
available between the origination switch and the 
termination switch. VoIP traffic is carried over packet-
switched networks, and the concept of circuits (trunks) 
is not applicable.  However, the need for Call 
Admission Control (CAC) of VoIP calls is the same. 
Packet switched networks, by nature, accepts any 
packet, regardless of voice or data packets. When the 
incoming traffic exceeds the network capacity, 
congestion occurs. Control mechanism is needed to 
address the issue of congestion by traffic shaping, 
queuing, buffering, and packet dropping. As a result of 
this procedure, packets could be delayed or dropped. 
Delay is usually not an issue for data-only 
applications. Packet loss can also be recovered by 
retransmission, which is supported by many protocols, 
such as TCP or TFTP.  However, retransmission would 
cause longer delay which is not acceptable to time-
sensitive applications. For voice traffic, delay and 
packet loss would degrade the voice quality, which is 
not acceptable to end-users.  It should be noted that 
that CAC is different from Quality of Service (QoS) as 

frequently referenced in the literature.  The main 
difference is that QoS is a priority scheme to 
differentiate the traffic already on the network, while 
CAC is to police the traffic from coming to the 
network when the network is congested [3]. 

CAC for circuit-switched network is implemented 
in the Q.931 and SS7 signaling [1].  Q.931 is to 
determine if there is a free B channel in the ISDN 
trunk and reserve the B channel for an incoming call. 
SS7 signaling is to identify a free DS0 channel 
between central office switches and reserve that DS0 
channel for an incoming call. Although VoIP is on a 
packet-switch network, voice communications still 
require circuits (an end-to-end connection) to 
guarantee its voice quality. 

There are many publications about ensuing voice 
quality over IP networks, and the general approach of 
Call Admission Control is to reject a VoIP call request 
if the network could not ensure the voice quality. CAC 
mechanisms are classified as measurement-based 
control and resource-based control. 
 
Measurement-based Control: For measurement-
based control, monitoring and probing tools are 
required to gauge the network conditions and load 
status in order to determine whether to accept new 
calls or not [4].  A protocol, such as RSVP, is required 
to reserve the required bandwidth before a call is 
admitted into the network. 
 
Resource-based Control: In the case of resource-
based control, resources are provisioned and dedicated 
for VoIP traffic. The resource for VoIP is usually 
calculated in network bandwidth [5].  The CAC 
approach in this paper is resource-based control, but 
our approach to calculating traffic demand is different 
from others. 

Those two mechanisms are also referenced as link-
utilization-based CAC and site-utilization-based CAC 
[6]. Another reference of these two methods is 
measurement-based CAC and parameter-based CAC 
[7].  In both CAC methods, the voice quality of a new 
call and other existing calls shall be assured after a call 
admission is granted. 

 
3. The Erlang-B Model 

 
The Erlang-B model is the standard to model the 

network traffic of circuit-switched networks.  It is 
known as the blocked-calls-cleared model [8], where a 
                                                           
1 SS7 signaling is for North America, and it is known as Common 
Channel Signaling (CCS) 7 or C7 internationally.  Their functions 
are the same, but implementations are different. 
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blocked call is removed from the system.  In this case, 
the user will receive an announcement of circuit busy. 
Note that a busy announcement is not the same as busy 
signal, which is the case when the callee is already on 
the phone.  From the perspective of the Erlang-B 
model, not-answered-calls and busy calls are all 
considered successful calls. This section provides a 
brief overview of the Erlang-B model and its 
application to the circuit-switched network.  Our goal 
is to enhance the model and apply it to the IP network. 
 
3.1. Traffic Measurement 

 
In a circuit-switched network, the limiting resource 

is the number of circuits which is also known as trunks 
(N). The traffic load on the network is measured by 
Traffic Intensity which is defined as  
 
Traffic Intensity (A) = Call Rate × Call Holding Time 

 
where call rate is the number of incoming calls during 
a certain period of time. Call Rate is randomly 
distributed and follows the Poisson distribution. Call 
Holding Time is the summation of (a) call duration 
which is the conversation time, (b) waiting time for 
agents at call center, and (c) ringing time [9].  The 
measurement unit of Traffic Intensity is Erlang which 
is the traffic load of one circuit over an hour. For 
example if a circuit is observed for 45-minute of use in 
a 60-minute interval, the traffic intensity is 
45÷60=0.75 Erlang. 

The third parameter of the Erlang-B model is Grade 
of Service (GoS) which is probability of an incoming 
call being blocked. For a typical circuit-switched 
network, the reason for a call being blocked is that all 
trunks are busy. A GoS of 0.01 shows that there is 1% 
probability of getting a busy announcement. GoS is a 
critical factor for calculating the required number of 
trunks since it represents the trade off between service 
and cost.  For a local telephone switch, if we set the 
number of trunks (to the tandem office) equal to the 
number of subscriber lines, the switch would have 
GoS=0 (100% non-blocking), regardless of the traffic 
load.   Of course, this is a hypothetical example as no 
carriers would have this engineering practice. 

 
3.2. The Model 

 
The Erlang B model is commonly used to determine 

the mathematical relationship of the traffic 
measurements defined in Section 3.1. The assumptions 
of the Erlang B model are 
 

Infinite number of sources: The model implies that 
an infinite number of users who could make a call 
through the network.  In practice, if the number of 
users is much larger than the number of trunks, this 
assumption is considered valid. 

Random call arrival: Since we have a large number 
of users, each user may initiate or receive a call at any 
time.  The call arrival is random and follows the 
Poisson distribution, which also implies that the inter 
arrival time follows the exponential distribution.  The 
randomness also implies that call events are 
independent of each other, where Call[i] and call[i+1] are 
two independent calls. 

Blocked calls are cleared: When a call is blocked due 
to insufficient resources (trunks), the user will get a 
recording or a fast busy tone.  The call request is 
discarded (cleared) by the network and the user must 
hang up and try again at a later time. 

Random holding time: The holding time (call 
duration and waiting time) also follows the exponential 
distribution. 

 It should be noted that the assumptions of the 
Erlang-B model are transparent to the underlying 
networks, regardless of whether it is a circuit-switched 
network carrying traditional phone calls, or a packet-
switched network carrying voice calls in the form of 
VoIP. Another important note is that the Erlang B 
model has been proved to be fairly robust where minor 
violation of model assumptions would still yield useful 
and practical results for traffic engineering. For 
example, one could argue that incoming calls are not 
totally independent of each other, especially during a 
special occasion.  To address this concern, the standard 
practice is to take a conservative approach in 
measuring traffic intensity on the Busiest Hour of the 
Busiest Week/Season (BSBH) in a year. In other 
words, one should never engineer the network based 
on the average demand; instead, it should be based on 
quasi-peak demand. Based on the above assumptions, 
we can derive the mathematical formula for the Erlang 
B model: 

GoS  =  ( AN ÷ N! ) ÷  [ ∑κ=0
Ν ( Ak ÷ k! ), k=0,N ] 

where A is Traffic Intensity in Erlangs and N is 
number or trunks.  

Due to the popularity of the Erlang B model 
among network engineers, an on-line calculator is 
available to calculate the model parameters [10]. 
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4. Voice over IP (VoIP) Networks 
 
This paper studies three VoIP architectures: (1) 

enterprise network, (2) access network of Internet 
service provider, and (3) VoIP carrier network. 

 
4.1. VoIP network for Enterprise 

 
The VoIP network for enterprise is illustrated in 

Figure 2. 
 

 
Figure 2.  VoIP for Enterprise Networks 

 
In the enterprise network, voice calls are carried 

over the packet-switched IP network within the 
enterprise. The VoIP network has an interface to the 
PSTN network, usually a T1 link. At the perimeter, the 
VoIP gateway provides the signaling interworking 
between Session Initiation Protocol (SIP) and 
Q.931/ISDN. The signaling function is to establish a 
duplex end-to-end connection between the caller and 
the callee, and it could be initiated from either 
direction.  After the call setup, the VoIP gateway 
extracts the voice payload from the IP packets (for 
outgoing calls) or encapsulates the voice payload onto 
the IP packets (for incoming calls). 

In some implementations, the enterprise phone 
network consists of IP phones, and a Call Manager. In 
other cases, the enterprise local phone system has both 
IP and analog phones. In the latter case, the call control 
process requires a hybrid PBX supporting both IP and 
analog calls [11]. 

Traffic engineering for the enterprise network has 
two elements. The first one is the engineering of the 
trunk capacity (number of DS0’s) to the PSTN, and the 
Erlang-B model is applicable for this element. The 
second element is the network capacity (in bps) on the 
enterprise network which carries both voice and data 
traffic as illustrated in Figure 3. 

 
Figure 3. Enterprise Voice and Data Network 

 
In general, Local Area Network (LAN) is either 

100BaseTX or Gigabit Ethernet with capacity up to 
1000Mbps.  Although it is unlikely to see network 
congestion on LAN, we need to consider the bursty 
nature of data traffic.  Therefore, our recommendation 
is to enable VLAN-tagging (802.1Q) with priority 
(802.1p).  802.1p supports a 3-bit priority scheme, 
with up to eight priority queues.  Most Ethernet 
switches and IP phones support 802.1Q/p, but many 
support only two priority queues: priority≠0 for 
priority (voice) traffic and priority=0 for best effort 
(data) traffic.  Frames with priority≠0 have priority 
over frames with priority=0 and will be processed first. 
With this priority scheme, we could consider 100% of 
the LAN bandwidth is reserved for voice traffic. If 
there is no voice traffic, Ethernet switches will then 
forward data frames.  Because of the high capacity 
bandwidth of Ethernet and the use of 802.1p, traffic is 
unlikely to encounter congestion on the LAN. 

The Wide Area Network (WAN), however, has 
relatively low bandwidth, usually from 1.5M (T1) to 
45M (DS3).  In rare cases of large enterprises, it could 
go up to 155M (OC-3).  Figure 3 illustrates an example 
of a single connection between two locations, and this 
connection needs to carry both voice and data traffic.  
As discussed in Section 2, we propose to use the 
resource-based control mechanism where we provision 
a dedicated connection for voice traffic.  The dedicated 
connection could be a physical link, an ATM or 
Frame-Relay Virtual circuit (VC), or an MPLS-based 
Label Switch Path (LSP).  The dedicated connection 
has guaranteed bandwidth for voice traffic, and the 
traffic engineering model will be based on this 
bandwidth.  This network design does not need to 
consider the bursty nature of data traffic and would 
never experience network congestion (for voice traffic) 
if Call Admission Control (CAC) is implemented. The 
Call Manager decides whether to accept or reject an 
incoming call request based on provisioned bandwidth 
and available bandwidth. 
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4.2. Access Network 
 
The second VoIP architecture is the access network, 

where an enterprise subscribes to the VoIP service 
through an Internet Service Provider (ISP).  The 
network architecture is illustrated in Figure 4. Because 
the VoIP traffic is carried over the public Internet 
which is a best-effort network and does not support 
QoS, we cannot apply Call Admission Control in this 
architecture.  The engineering of trunks between the 
ISP voice gateway and the PSTN follows the Erlang-B 
model as described in Section 3.2. 

 

 
Figure 4. VoIP for Access Networks 

 
4.3. Tandem Service over a Carrier Network 

 
The third VoIP architecture is tandem service over 

the carrier network as illustrated in Figure 5. The two 
major network elements are Voice Trunking Gateway 
and Softswitch.  Voice Trunking Gateway receives 
Voice Time Division Multiplexing (TDM) traffic from 
legacy voice switches and converts it to IP packets and 
forwards the packets to the IP backbone for transport.  
Softswitch uses the Signaling System 7 (SS7) to 
interface with the legacy voice switches and also to 
interface with other softswitches.  The purpose of the 
SS7 is to establish an end-to-end connection between 
the caller and callee.  It should be noted that the edge 
router may also accept VoIP traffic from another VoIP 
carrier. 

 
Figure 5.  VoIP for IP-based Carrier Networks 

 
Figure 5 shows only the voice traffic, and the IP 

backbone carries both voice and data traffic as 
illustrated in Figure 6. 

 

 
Figure 6. Carrier IP Backbone 

 
In our network design of resource-based control, we 

propose three over-lay networks on the IP-backbone: 
voice network, QoS data network, and Best Effort 
(BE) data network.  As discussed earlier, we could use 
either Virtual Circuit (VC) or Label Switch Path (LSP) 
to provision virtual connections and create the overlay 
network among physical nodes. Because voice 
network is a dedicated network, we could avoid the 
network congestion issue by implementing Call 
Admission Control (CAC) on softswitches.  If the 
voice network has capacity to ensure voice quality for 
a new call, the call is accepted and the softswitch uses 
the SS7 signaling protocol to establish a connection 
over the IP backbone. Otherwise, the call request is 
rejected.  Traffic engineering is to calculate the 
demand and determine the bandwidth required on the 
voice overlay network to ensure Grade of Service 
(GoS). 

 
5. VoIP Traffic Analysis 

 
VoIP packets are transported over Real-time 

Transport Protocol (RTP) which in turn uses UDP. 
RTP provides sequencing and time-stamp to 
synchronize the media payload.  Real-time Transport 
Control Protocol (RTCP) is used in conjunction with 
RTP for media control and traffic reporting. Our 
experiment shows that RTCP is only about 1% of the 
VoIP traffic, so RTCP traffic is excluded in our 
analysis for traffic engineering. 

 
5.1. VoIP Packet Overhead 

 
VoIP encapsulates digitized voice in IP packets.  

The standard Pulse Code Modulation (PCM) uses 256 
quantization level and 8,000 samples per seconds.  As 
a result, we have a digitized voice channel of 64 kbps 
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(DS0).  If we use 20ms sampling interval, each sample 
will be  

64,000 bps × 20 ms = 1,280 bits = 160 bytes 

This digitized voice is then encapsulated in an 
RTP/UDP/IP packet as illustrated in Figure 7 [12]. 

 

 
Figure 7.  VoIP Frame 

 
If the layer-2 is Ethernet, the 802.3 frame header, 

Frame Check Sequence (FCS), preamble, and Inter-
Frame Gap (IFG) add additional 38 bytes.  If the layer-
2 is Point-to-Point Protocol (PPP), its header and FCS 
are 7 bytes.  

PCM is the standard codec scheme for G.711, 
which does not use any voice compression algorithm.  
If a codec compression algorithm is used, the 
bandwidth for a voice channel is reduced to 8 kbps for 
G.729A and 5.3-6.3 kbps for G.723.1. Some codec 
schemes employ a silence compression mechanism 
where the bit rate is significantly reduced if no voice 
activity is detected. Furthermore, look-ahead 
algorithms are used in order to anticipate the difference 
between the current frame and the next one. In this 
paper we do not address those enhancements. A 
summary of voice codec schemes is shown in Table 1 
[13]. 

 
Table 1.  Vocoding and VoIP Overhead 

 G.711 
(10 ms 

sampling 
interval) 

G.711 
(20 ms 

sampling 
interval)  

G.729A 
(20 ms 

sampling 
interval) 

G.723.1 
(30 ms 

sampling 
interval) 

Raw BW in 
bps 1 

64,000 64,000 8,000 5,300 

VoIP Payload 
(bytes) 

80 160 20 20 

VoIP 
overhead 
(802.3) 

78 78 78 78 

VoIP 
overhead 
(PPP) 

47 47 47 47 

BW in bps 
(802.3)[2]  

126,400 95,200 39,200 26,133 

BW in bps 
(PPP) [2] 

101,600 82,800 26,800 17,867 

                                                           
2 The bandwidth (BW) is for one voice channel. Required 
Bandwidth includes the overhead based on the codec packet 
sampling rate. 

5.2. VoIP Traffic Characteristics 
 

VoIP Systems use two types of messages on the IP 
networks: (a) Control Traffic, and (b) IP Voice 
Payload Traffic. The control traffic is generated by the 
call setup and management protocols and is used to 
initiate, maintain, manage, and terminate connections 
between users. VoIP Control traffic consumes little 
bandwidth and does not require to be included in the 
traffic engineering modeling.  It is possible to 
provision another overlay network for signaling 
messages which have more stringent requirements than 
the payload traffic.  

IP voice payload traffic consists of the messages 
that carry the encoded voice conversations in the form 
of IP packets. This type of traffic is what concerns 
network   engineers   as   it requires    relatively   high 
bandwidth and has strict latency requirements.  IP 
Voice payload Traffic is referred to as VoIP traffic and 
has some unique characteristics that require special 
handling and support by the underlying IP networks. 
The traffic characteristics that should be considered for 
VoIP networks are: 

 
Real Time Traffic: Voice conversations are real time 
events. Therefore, transmitting voice data over IP 
networks should be performed as close to real time as 
possible, maintaining packet sequence and within a 
certain latency and latency variation (jitter) limits. 

 
Small Packet Size: In order to minimize the sampling 
delay and hence maintain the latency constrains, VoIP 
data is carried in relatively small IP packets. 
 
Symmetric Traffic: VoIP calls always generate 
symmetric traffic, same bandwidth from caller to calee 
and from callee to caller. This characteristic of VoIP 
traffic combined with the small packet size will have 
impact on the network devices as we will see later in 
this article. 
 
Any-to-any Traffic: any user might call any other 
user on the VoIP network which limits the ability of 
network engineers to predict the path of traffic flow. 
VoIP traffic might be initiated or terminated at any 
terminal point of the network, unlike many of the IP 
data networks where the majority of the traffic flows 
are known (e.g., clients to servers). 
 
5.3. VoIP Call Requirements 
 

Although human ear can tolerate some degradation 
in the voice quality and still be able to understand the 

Layer-2 
header  

 

IP  
header 

20 bytes 

UDP  
header 
8 bytes 

RTP  
header 

12 bytes 

Payload  
160 

bytes 
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conversation; however, there are certain requirements 
that should be met so that a VoIP call is acceptable. 
Transporting a Voice Call over the packet switched 
network has many challenges posed by the nature of 
the IP-based network which was originally designed 
for the data traffic. On the VoIP network, the major 
factors that determine voice quality are given as 
follows: 
 
Delay: Represents the one-way end-to-end delay 
which is measured from speaker’s mouth to listener’s 
ear (mouth-to-ear). Delay includes coding/decoding, 
packetization, processing, queuing, and propagation 
delay. The ITU-T G.114 [14] recommends for the one-
way delay to be less than 150 ms in order to maintain a 
quality conversation and transparent interactivity. If 
VoIP packets are delayed more than this limit, 
collisions might happen when the call participants talk 
at the same time. 
 
Jitter: This is a measure of the variation in time of 
arrival (TOA) for consecutive packets. The original 
voice stream has fixed time intervals between frames; 
however, it is impossible to maintain this fixed interval 
on the IP network. The variation is caused by the 
queuing, serialization and contention effect of the IP 
networks. VoIP endpoints provide jitter buffers to 
compensate for the variation in TOA and to support 
the re-sequencing process. Packets enter the jitter 
buffer at a variable rate (as soon as they are received 
from the network) and are taken out at a constant rate 
for proper decoding. Buffering increases the overall 
latency and the jitter buffer size should be carefully 
chosen in a way to keep the overall latency (one-way 
delay) within the acceptable range. Packets arriving 
outside the jitter buffer boundaries will be discarded. 
Jitter calculations should also consider voice activity 
detection, out of order packets, and lost packets. 
 
Packet Loss: Unlike data connections, VoIP has some 
tolerance to packet loss; however, if packet loss ratio 
exceeds a certain limit the quality of the call will be 
negatively affected. Several reasons might lead to 
packet loss in a network such as network congestion, 
transmission interference, attenuation, rejection of 
corrupted frames, and physical link errors. Different 
voice codec schemes have different tolerance to packet 
loss; however, it is recommends that packet loss be 
kept bellow 1%. It should also be noted that some 
packets might reach the intended destination and yet be 
dropped because they are late by more than the jitter 
buffer value.  Therefore, measuring packet loss must 
also include the jitter buffer loss which is a factor of 
jitter buffer size and packet delay variation. 

Vocoding (voice codec): the vocoding scheme is 
another important factor in determining voice quality. 
A codec scheme could implement compression 
algorithm, redundancy and lost packet hiding 
techniques. Different vocoding schemes also generate 
different digitally encoded voice frames in terms of 
frame size, bit rate, and the number of frames per 
second. 
 
5.4. Measurement of Voice Quality 

 
Based on the above requirements for VoIP calls, the 

ITU-T standard provides the following guideline for 
the voice quality measurement [15]: 

 
Table 2. VoIP Quality Measurement 

Network 
Parameter 

Good Acceptable Poor 

Delay (ms) 0-150 150-300 > 300 
Jitter (ms) 0-20 20-50  > 50 

Packet Loss 0-0.5 % 0.5-1.5% > 1.5% 
 
A common voice quality measurement scheme is 

the Mean Opinion Score (MOS) where different voice 
samples are collected and played back to a group of 
people who rank the voice quality between 1 and 5 (1 
is the worst and 5 is the best). An MOS of 4 or better is 
considered toll quality.  The objective of Call 
Admission Control is to prevent network congestion so 
that all calls could achieve toll quality or better. 

 
5.5. Erlang B Model for VoIP 
 

In the previous sections, we studied different VoIP 
architectures, network design, VoIP call requirements 
and traffic engineering using Erlang-B model.  This 
section presents how to use the Erlang-B model to 
engineer the VoIP traffic so that we can provide the 
optimum solution to balance between service quality 
and cost. The goal is to provide adequate bandwidth 
and network devices capable of supporting the call 
demand.   In VoIP networks, the concepts of Grade of 
Service (GoS), and traffic intensity (call arrival rate 
and call holding time) are the same as in circuit-
switched networks.  However, the number of trunks in 
the Erlang-B model is not applicable to a packet-
switched network. Therefore, we propose to use the 
maximum number of simultaneous calls with toll 
quality.  This parameter is also referenced as maximum 
call load in this paper.  We will provide an 
experimental framework to measure this parameter in 
Section 6.  This parameter is comparable to the number 
of trunks used in the Erlang-B model.  With the 
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proposed revision, the Erlang-B model has the same 
three parameters: 

A: Traffic Intensity 
GoS: Probability of blocking calls 
N: Max Call Load 
 
 

6.  Experimental Design and Analysis 
 
We developed an empirical framework to emulate 

the VoIP traffic in the lab environment.  The emulated 
VoIP traffic is the UDP traffic with the payload size 
equal to the RTP header and vocoding data. 

 
6.1 VoIP Traffic Emulation 
 

Our experiments were performed using different 
network links and architectures. The lab configuration 
is illustrated as follows: 

 

 
Figure 8a.  VoIP Test over Switched Ethernet 

 

 
Figure 8b. VoIP Test over Serial Interface 

 

 
Figure 8c. VoIP Test over Routed Ethernet 

 

 
Figure 8d. VoIP Test over Routed Fast Ethernet 

The switched Ethernet environment is for the 
baseline measurement which is to ensure the validity 
of our measurement tool and the measurement process. 
The low speed link (serial interface up to 2Mbps) is to 
emulate the enterprise intranet, and the high speed 
links (4Mbps and up) are to emulate a potential carrier 
IP backbone.  

In each experiment run, the sender sends a batch of 
UDP messages (with a sequence number and a time 
stamp on each message) to the receiver.  When the 
receiver receives messages, it echoes them back 
immediately. The symmetric traffic is to emulate a 
voice call. When the sender receives the echoed 
message, it computes the delay and then sends the 
message with a new time stamp and a new sequence 
number.  The number of messages in the batch is 
similar to the TCP window for flow control and 
congestion control.  Our objective is to achieve the 
maximum link utilization by having the maximum 
number of messages in the batch without causing any 
congestion or packet loss.  When network congestion 
or packet loss happens, it implies poor voice quality.   

During the experiment, we also monitor the CPU 
utilization of the sender and receiver machines.  If the 
CPU utilization is above 60%, we consider the 
experiment invalid as the bottleneck is on the CPU and 
not on the network. We also conducted a baseline 
measurement in which we use the message size close 
to the MTU of 1,500 bytes.  The purpose of the 
baseline measurement is to demonstrate that the 
experiment is able to achieve the wire speed 
performance. The expected results (theoretical limit) 
are calculated based on the overall bandwidth 
requirements for each codec shown in Table 1. Table 4 
shows a summary of the theoretical maximum call load 
for different codec schemes on different links. 

 
Table 4.  Theoretical Call Capacity  

Links G.711 
(20ms) 

G.711 
(10ms) 

G.729A 
(20ms) 

G.723.1 
(30ms) 

FD FT1 (768k) 9.3 7.6 28.7 43 
FD E1 (2.0M) 24.2 19.7 74.6 111.9 
FD 2×E1 (4.0M) 48.3 39.4 149.3 1 223.9[3] 
10BaseT (HD) 52.5 39.6 127.6 1 191.3[3] 
10BaseT (FD) 105  255.1 382.7 
100BaseTX (FD) 1,050 791.1 2,551 3,827 

 

                                                           
3 Note that a Full Duplex Serial link of 4.0M carries more calls than 
a half duplex 10BaseT link because PPP has less overhead than 
Ethernet. (See Table 1 
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The following section presents the experimental 
results. We compare the experimental results with the 
theoretical limits presented in Table 4 as follows: 

Utilization = experimental result ÷ theoretical limit 

This new metric is to measure the efficiency of a link 
for voice calls, and it is different from the traditional 
measure of data throughput and link utilization. 
 
6.2. Experiment Results 
 

The first experiment is a VoIP traffic test over a full 
duplex 10/100BaseTX link. The key measurement is 
the maximum number of simultaneous calls with toll 
quality (max call load). The results of this experiment 
are presented in Table 5. The column labeled 
“utilization” is the comparison to the theoretical limit 
presented in Table 4. Figure 9 shows a graphical 
comparison between the theoretical and experimental 
max call limit on a 10BaseT full duplex link. 

Table 5. 10BaseT Full Duplex Switched Link 
Message Size 

(bytes) 
Codec Max  call 

Load 
Utilization 

(%) 
1450 (baseline) --- 96% 
160 G.711 105 100% 
20 G.729A 251 98% 
20 G.723.1 376 98% 

  
Figure 9. 10BaseT FD Switched Link 

 
When we tried to run this experiment over the 

100BaseTX link, the CPU utilization of the Linux 
machine reached 98%.  Therefore, the experiment of 
100M is considered not applicable for measuring the 
max call load.  

The second experiment is to test the VoIP traffic 
over a serial link with two routers; we configured the 
link speeds to 768Kbps, 2Mbps, and 4Mbps.  The 
results are given in Table 6. Figure 10a, Figure 10b, 
and Figure 10c show the graphical comparison 
between the theoretical and experimental max call 
limit on a 768Kbps, 2Mbps, 4Mbps serial links 
respectively. 

 

Table 6. Full Duplex Serial Links (2 routers) 
Codec Serial Link 

(768K) 
Serial Link 

(2M) 
 

Serial Link 
(4M) 

 Max 
Load 

Util. Max 
Load 

Util. Max 
Load 

Util. 

Baseline --- 98% --- 98% --- 98% 
G.711 9.2 99% 24.2 100% 40.0 83% 
G.729A 28.0 98% 61.5 82% 70.0 47% 
G.723.1 42 98% 92.3 82% 105.0 47% 

 

 
Figure 10a. Serial Link (768Kbps) 

 

 
Figure 10b. Serial Link (2Mbps) 

 

 
Figure 10c. Serial Link (4Mbps) 

 
The third experiment is to emulate VoIP over three 

routers with 10BaseT link (half duplex), and the results 
are presented in Table 7 and Figure 11.  During the 
experiment run, we also monitor the CPU utilization of 
traffic transmitter and receiver.  The CPU utilization 
on the transmission side is 40% for G.723.1 and 
G.729A and 20% for G.711.  The utilization is much 
lower on the receiver side, less than 10% in all cases. 
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Table 7. 10BaseTX Routed Link 
Codec Half  Duplex (10BaseT) 

 Max Call Load Utilization (%) 
Baseline --- 97% 
G.711 41 78% 
G.729A 73 57% 
G.723.1 109.5 57% 

 

 
Figure 11. 10BaseTX HD Routed Link 

 
The fourth experiment is to emulate VoIP over a 

routed full duplex 100BaseTX link.  In this 
experiment, we used a Linux-Based router on a 
Pentium 4 machine, and the CPU utilization for sender 
and receiver is less than 40% in all cases. The results 
of this experiment are shown in Table 8 and Figure 12 
bellow. 

 
Table 8. 100BaseTX Routed Links 
Codec Full Duplex (100BaseTX) 

 Max Call Load Utilization (%) 
Baseline --- 97% 
G.711 390 37.1% 
G.729A 465 18.3% 
G.723.1 897 18.2% 

 
 

 
Figure 12. 100BaseTX  FD Routed Link 

 
A summary of the observed maximum call loads 

versus expected (theoretical) maximum call loads is 
shown in Figure 13. 
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Figure 13.  Call Utilization for Various Links 
 
The fifth experiment is to study the effect of the 

sampling interval on the maximum call load. In this 
experiment we changed the sampling interval for 
G.711 to 10ms, and the payload size was also changed 
to 80 bytes. We ran the experiment over 10BaseTX 
full duplex switched link and 10BaseT routed link. 
Table 9 and Figures 14a and 14b show the comparison 
between Max Call Load and link utilization for 
different packet sampling rates. 

 
Table 9. Call Load and Packet Sampling Rate 

Codec 10BaseT Switched 
Link 

10BaseT Routed 
Link 

 Max 
Call 
Load 

Util. Max 
Call 
Load 

Util. 

G.711 
(10ms) 

77 98% 26 67% 

G.711 
(20ms) 

105 100% 41 78% 

 
 

 
Figure 14a. Packet Sampling Rates and Codec 

on 10BaseT Half Duplex Link 
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Figure 14b. Packet Sampling Rate and Codec 

on 10BaseT Full Duplex Link 
 

The observations from these experiments are 
summarized as follows: 

1. We are able to achieve wire speed performance 
(96% or better) using the max message size in all 
experiments.  This result confirms the validity of 
the measurement tool and the experiment process. 

2. The data shows close to 100% utilization on 
10BaseT switched Ethernet (Table 5.)  It shows 
that we could achieve the max call load as 
calculated from the available bandwidth. 

3. In the cases of routed networks, we observed close 
to 100% utilization only on low speed links, but 
poor utilization on high speed links.  It shows that 
the max call load cannot be achieved on the high 
speed links. 

4. G.711 always yields better utilization than G.729A 
which is comparable to G.723.1.  It shows that the 
smaller size for a codec scheme would yield lower 
utilization on the link.  This is an interesting 
result, and we will investigate further later. 

5. Although G.729A and G.723.1 compress the voice 
payload by a factor of 8-10, their improvement to 
the max call load is less than 10% on high speed 
links. 

6. When using larger packet sampling rates (from 
10ms to 20ms), we notice significant increase in 
the Max Call Load. 

In summary, the experimental results raise a question 
about how to measure call loads for VoIP. Many other 
studies calculate the call load based on the bit 
throughput (bps), and our experiment shows that bps 
alone could not explain the results observed in the 
experiment as there is a large discrepancy between 
observed data and calculated data. 

 
 
 

6.3. Packet Throughput and Max Call Load 
 
Our lab experiments show that in the case of low 

utilization, it always involves routers. This observation 
leads to the study of packet throughput (number of 
packets processed per second) of network devices.  
The routers used in this experiment are Cisco 2610 and 
Cisco 2620.  According to the product specifications 
[16], these routers are able to carry 1,500 packets per 
second (pps).  If Cisco Express Forwarding (CEF) is 
enabled and the traffic pattern is applicable, the router 
could achieve 15,000 pps. Each VoIP call requires two 
connections (one in each direction) and this is the 
symmetric characteristic of VoIP traffic we discussed 
in Section 5.2. 

The way pps is calculated for router is that   each 
packet is counted twice as it goes through the 
incoming port and the outgoing port. If we use 20ms 
sampling interval and 64-byte frames, the calculated 
max call load of a router would be  

15,000 pps  ÷ (1000 sec  ÷ 20 ms) ÷ 4 = 75 calls/sec 
And for 30ms sampling interval (G723.1) we have 

15,000 ÷ (1000 ÷ 30) ÷ 4 = 112 calls/sec 
 
These numbers are consistent with all the 

experimental results of the routers.  In other words, the 
max call load is bounded by the router “capacity” 
rather than the link capacity. 

We also noticed that we were able to achieve 
maximum utilization on the physical links for the 
baseline tests (using MTU as the packet size). The 
inconsistency in utilization leads to the question about 
the root cause of difference between the baseline tests 
and emulated VoIP tests. To answer this question, we 
need to study the VoIP traffic characteristics in 5.1 and 
compare with the processing of packets by network 
devices. We find that VoIP uses small packet size to 
transfer calls. In order to achieve higher link utilization 
using small packet size, we need to send more packets 
per second. Pushing more small packets into the 
network would not cause congestion on the link itself; 
instead, the routers on the network may not be able to 
process the demand and become the congesting point. 

For example if we use G.729A codec on a half 
duplex 10BaseT link: 
 
Frame Size = 98 bytes (or 784 bits) 

20 byte (payload) +  
8 byte (UDP) +  
12 byte (RTP) +  
20 byte (IP) +  
38 byte (Ethernet, preamble, and IFG)  
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If we want to achieve full link utilization (10M bps) 
using G.729 codec, we need packet throughput of 

10,000,000 bps ÷ 2 ÷ 784 bit/packet = 6,377pps 

Since VoIP traffic is symmetric in both directions, we 
need the network to handle twice this amount. 
According to the product specification, each packet is 
counted twice as it goes through the router (coming 
and leaving). Therefore, the required packet 
throughput for the router is: 

6,377 × 2× 2 =  25,508 pps 

As discussed earlier, our router (Cisco-2600) is 
capable of processing only 15,000 pps.  Because of 
this constraint, we observe a lower link utilization 
which is   

15,000 ÷ 25,508 = 58.8% 

This calculated utilization is almost identical to our 
experimental results of 57% as presented in Table 7  

This example of calculation is applicable to all the 
results we obtained in this research. It proves our point 
that the limiting factor (bottleneck) is on the router’s 
capability to process packets rather than the network 
itself. Therefore, to provide sound traffic engineering 
for VoIP we need to consider pps as well as bps. 

 When we use a Linux machine as a router, we are 
able to achieve a much higher call load, close to 470 
calls/sec (Table 8).  However, this number is still far 
below the link capacity of 100BaseTX.  In our 
experiments, each router has only two interfaces.  If 
the call load is constrained by the router capability, 
then adding more interfaces to the router would further 
lower the utilization for each link. 

If a carrier has a high-end router, such as Cisco 
12000 series with the capability of 4,000,000 pps, this 
router could handle up to: 

4M ÷ (1000  ÷ 20) ÷ 4 = 20,000 calls/sec 
(Based on the 20ms sampling interval) 

This capacity would be sufficient to achieve the 
theoretical limit of G.711 on a gigabit link, but still fall 
short for G.729A on the same link.  If we choose a 
more aggressive packet sampling rate, such as 10ms, 
this capacity would not meet the demand of G.711 for 
a single gigabit link while most routers have multiple 
gigabit links and OC-3/OC-12 links. 

If the bottleneck is on a network device (as we 
observed in our experiments), using a compression 
scheme would not solve the congestion problem. This 
is because most commonly used codec schemes require 
the same packet throughput. In other words, 
compression will not reduce the number of packets 

generated.  The choice of the packet sampling interval, 
10ms vs. 20ms, would significantly change the 
Maximum Call Load as it directly affects the 
transmitted number of packets per second.  

The theoretical Maximum Call Load, if calculated 
based on bandwidth consumption, increases with the 
increase of the packet sampling rate.  The reason is that 
higher packet sampling rate is associated with larger 
packet size and less overhead.    

It should also be noted that Robust Header 
Compression (ROHC defined in RFC 3409) for 
RTP/UDP/IP does not improve max call load if the 
limiting factor is on pps instead of bps.  ROHC 
reduces the header overhead but does not reduce the 
number of packets. 

 
7. Conclusion 
 

The Erlang-B model has been used by the telecom 
industry to determine the call capacity of circuit-
switched networks for many years.  We are proposing 
to use the max call load for VoIP networks as a 
comparable measure to network trunks.  With this 
modification, the Erlang-B model is applicable to 
determine the call capacity of VoIP networks.   

Packet-switched networks, by nature, do not have 
the concept of blocking, and all incoming packets are 
accepted even if the new packets will add more loads 
on the network which could result in delay and packet 
loss. In the case of VoIP, this will cause quality 
degradation to the new calls as well as to the existing 
ones. The solution to this problem is to use a Call 
Admission Control (CAC) where call manager or 
softswitch can apply the Erlang-B model to implement 
a  CAC algorithm to accept or reject an incoming call 
request. 

The traditional approach of calculating the 
maximum call load is based on network bandwidth, 
and our experiments show that this approach fails to 
work on some routed networks with high speed links.  
Our experiments show that packet throughput (pps) of 
network devices could be the constraint for VoIP 
traffic engineering.  Based on our findings, network 
engineers should calculate not only the physical 
bandwidth of network interfaces but also the capacity 
of network devices.  If the device capacity is the 
limiting factor, codec schemes would have no effect on 
the call capacity; instead, packet sampling interval 
could significantly change the maximum call load.  For 
example, one of our experiments shows that increasing 
the packet sampling rate from 10ms to 20ms would 
increase the max call load by 37%.  Of course, a higher 
packet sampling rate introduces longer delay which 
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will adversely affect voice quality.  Therefore, this is a 
trade-off between call capacity and call quality in 
traffic engineering. 

We also acknowledge one deficiency in applying 
the Erlang-B for VoIP traffic. Many VoIP 
implementations support silence suppression. During 
the silence time, the VoIP end-device (an IP phone or a 
VoIP gateway) may transfer small number of packets 
while the Erlang-B model assumes the same packet 
transmission rate as the talking state.  This issue could 
be addressed by applying a new model for traffic 
intensity as presented in [17], and such a model is a 
direction of our future research. 
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Abstract 

 
With the convergence of telecommunications and 

media, Mobile TV has become an intensively 
investigated and hotly debated new service class. 
While the different Mobile TV bearer technologies 
such as DVB-H have been extensively tested and 
standardized, the focus of attention is shifting towards 
advanced concepts that go beyond pure re-broadcast 
of television. In order to explore the possibilities of 
advanced interactive Mobile TV, the research 
community requires an open environment for 
prototyping technology on the network and service 
layer. However, required key components such as 
open, programmable TV-enabled phones and flexible 
white-box broadcast tools are still not available to the 
community. As one solution to this fundamental 
problem, we present our open source platform for 
mobile interactive TV for early stage technology and 
application prototyping, with a focus on mobile client, 
broadcast network and service aspects. Furthermore, 
we illustrate the utilization of the system and outline 
future development directions. 
 
Keywords: Mobile TV, DVB-H, Interactive TV, 
Mobile Service Platforms, Service Prototyping. 
 
1. Introduction 

 
Mobile TV services are widely considered as major 

future growth driver in mobile multimedia markets. 
According to market research analysts such as 
Datamonitor, the mobile television market is set to 
grow exponentially – by 2010, 65.6 million people 
worldwide are expected to subscribe to mobile 
television services, growing up to 155.6 million 
subscribers in 2012 (Datamonitor, 2006). Such 
prospects have triggered a number of technological 

and commercial Mobile TV trials in Europe. 
Furthermore, it is expected that interactive content and 
services will add significant value to mobile broadcast 
service offers in terms of differentiation opportunities 
and new revenue streams (UMTS Forum, 2006). 
Common examples are quizzing, voting, chat as well 
as personalized ESG and advertisements. Mobile 
phones are prime candidates for delivering such 
interactive mobile TV experiences, since they natively 
provide the required back-channel via the cellular 
network. Concerning mobile TV technology R&D and 
standardization, much work has been already 
accomplished in the fields of media encoding and 
delivery, transport protocols for content delivery, 
service/content protection and basic ESG description. 
Nonetheless, there is a need for intendified research on 
advanced interactivity support and rich-media 
integration. However, advanced research on 
infrastructures for mobile interactive broadcast 
services remains difficult for two major reasons: a lack 
of versatile, programmable DVB-enabled mobiles and 
the lack of open, affordable and modular testbeds.  

This article presents our approach to a mobile TV 
research platform and is structured as follows: In 
Chapter 2 we present the research project AMUSE 2.0, 
envisaged demo services and requirements for a hybrid 
DVB-H research platform. In Chapter 3 we briefly 
discuss the most relevant issues and standards 
concerning interactive broadcast services. In Chapter 4 
we discuss different approaches towards extending 
Mobile TV with interactivity as well as related work 
on hybrid infrastructures. In Chapter 5 we present the 
AMUSE hybrid test platform with a focus on broadcast 
network, service framework and DVB-H client issues. 
We then discuss its application to our research use 
cases in Chapter 6 as well as our conclusions and 
planned future work in Chapter 7. 
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2. Project Background and Requirements 
 
2.1 AMUSE Project Background 

AMUSE 2.0 (Advanced Multimedia Services)1 is 
an applied research project conducted at ftw., the 
Austrian competence centre for telecommunications 
research2. Within a consortium including partners such 
as mobilkom austria, Kapsch CarrierCom and Alcatel-
Lucent, the project investigates mobile convergent 
services which we see as ‘Mobile TV 2.0’ – mobile 
TV beyond the currently rolled-out first generation of 
broadcast services which offer little or no interactivity. 
Upcoming next-generation TV services are 
characterized by advanced interactivity, user-to-user 
interaction, pervasive service access and made-for-
mobile content formats (see Figure 1). 

 
 
 

Figure 1.  Mobile TV Generations Timeline (Schatz et al. 
2007a). 

In order to investigate the impact of such upcoming 
service generations and the enabling technologies 
required, our activities focus on the following aspects:  

Hybrid mobile service platform architectures 
and clients that integrate broadcast and 
3G/UMTS/WLAN connectivity. Key aspects are the 
tight integration of mobile services and IP-Datacast as 
well as the generation of interactive broadcast/unicast 
clients for mobile Symbian and Linux handhelds.  

Interactive mobile broadcast services that 
leverage the potential of hybrid unicast/broadcast 
architectures. A particularly focus lies on the 
investigation of advanced interactivity, push-services, 
and person-to-person interaction. 

Extensive user involvement throughout the 
project. Since real-world deployment is the only way 
to fully investigate the complex interactions between 
mobile applications, their users, and the environment, 
user testing in field settings using real-world telecom 
clients are an essential part of the project and thus need 
to be supported by its infrastructure.  
 

                                                           
1 Project Homepage: http://amuse.ftw.at 
2 http://www.ftw.at 

2.2 Mobile TV Platform Requirements 
The given project profile and consortium 

necessitated the development of a custom research test 
environment for hybrid Mobile iTV services with the 
following requirements (Schatz et al., 2007a). 

General requirements: a mobile interactive 
broadcast research platform must be highly modular, 
easily extensible and flexible enough to cover new 
mobile convergent service scenarios. Flexibility also 
demands for programmable components with open, 
well-documented APIs. As research projects tend to 
face major budget constraints (particularly concerning 
high-end equipment) system components should be 
low-cost, i.e. off-the-shelf hardware or open-source 
software at best. Nonetheless, components as well as 
architectures used must be compliant to common 
broadcast and telecommunications standards (such as 
TCP/IP, HTTP, MPEG, DVB-H, 3G/UMTS). 
Nonetheless, while accepting below carrier-grade 
equipment quality, the overall platform must be robust 
enough for performing user trials in the wild in a pre-
commercial context. 

Flexibility on bearer-level is another general key 
requirement for three reasons: on a pragmatic level, 
service prototyping and evaluation are facilitated by 
the option to bypass the DVB-H transmission by 
means of directly feeding multimedia packet-streams 
to the client by e.g. WLAN. Secondly, in the long run 
the user should be shielded from the prevailing 
diversity of standards (DVB-H, DMB, MBMS) and 
access networks (broadcast, unicast). The overarching 
goal here is providing seamless user experience across 
services and networks. Thirdly, the provision and 
seamless hand-over between different transmission 
paths is a hot research topic: broadcast-technologies 
such as DVB-H will exhibit coverage gaps, 
particularly in early roll-out stages. Handover to 
alternative bearers such as 3G/UMTS aids in 
maintaining quality of service, particularly in deep-
indoor scenarios.  

Specific requirements: project context (Europe) 
and consortium (telecommunications companies) 
demand for a focus on DVB-H (which in Europe at the 
moment is the mobile broadcast standard the strongest 
industry) as well as on using mobile 2.5G/3G smart-
phones or comparable devices for the client side. The 
necessity to use standard platforms for mobile phones 
(and not PDAs or other larger, bulky mobile clients) 
such as J2ME or Symbian results from the project 
requirement to deliver results to telecommunications 
stakeholders, which favor a MNO-centric (Mobile 
Network Operator) operational model for Mobile TV. 

2nd Generation 
Peer-to-peer 
Interaction 
Content 
reformatted-for-
mobile 

3rd Generation 
Content Made-
for-mobile 
Full interactivity 
and acess 

   2006                  2008       2010 

1st Generation 
Non-interactive  
Re-broadcasts 

Service Interactivity & Complexity 
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This requirement is still non-trivial: at the time of 
writing, the only available DVB-H phones were closed 
feature phones with proprietary operating systems or 
Symbian-phones (such as Nokia N92, N77 and N96) 
which lack an open, documented DVB-H API3. 

 
2.3 Demo Service Scenarios  
In order to guide the R&D process within our project, 
we developed a number of scenarios that feature the 
possibilities of advanced interactive Mobile TV 
services. Based on these scenarios we focused on the 
development of the following three demo services that 
we considered as most attractive from a commercial 
and technological perspective: Mobile Social TV, Live 
Sports, and CRM/Advertising. 
 
Service 1 – Mobile Social TV. The remarkable 
success of the mobile phone as communication device 
suggests a fusion of entertainment features with 
person-to-person interaction. Similar to triple-play 
Social TV applications such as AmigoTV (Coppens et 
al., 2004), broadcast content (i.e., the currently aired 
TV show) can serve as context for social user-to-user 
interaction. The social interaction is enabled by IM 
(instant messaging via text and emoticons) and 
advanced presence (answering questions such as: Who 
is watching TV? Who watches the same programme?). 
To this end, the Mobile TV functionality is extended 
with public and private chat-rooms for mobile viewers 
(see Figure 2). Further features include 
ShareMarks which are “See-what-I-see” TV-content 
bookmarks and invitations exchanged among users via 
MMS and JointZapping, the synchronization of 
channel switching among peers (Schatz et al., 2007b).  
 

 
Figure 2: Mobile Social TV with Chat. 

                                                           
3 See for example the Aug 2008 discussion on 
http://discussion.forum.nokia.com/forum/showthread.php?p=449105, 
[last access 12th Jan 2009] 

Service 2 – Live Ski Race. This service enhances live 
TV sports coverage with interactivity features in the 
context of a ski race. It enriches streamed AV content 
with additional information such as current athlete and 
results. Parallel to watching the ski race, the user can 
browse the starting list, current rankings, and the list of 
not qualified runners. This information is regularly 
updated as the race goes on. In addition, 
personalization features allow for marking favorite 
athletes. In turn, notifications are sent to the user when 
one of them is about to start so that the runs of favorite 
athletes are not missed. 
Service 3 – CRM/Advertising. Our third scenario 
addresses customer relationship management and 
click-through advertising. It utilizes the different 
enablers of the AMUSE platform to push 
advertisements to clients. When an advertisement is 
displayed the user can react to it (see Figure 3 below). 
For example, the service allows users to register with 
one-click for an SMS info channel, which the operator 
then uses to address users directly with relevant 
information about special offers, coupons, etc.  
 

 
Figure 3: Advertising Banner with One-click Registration. 

3. Interactive Broadcast: Standards and 
Related Work 

This section discusses the most relevant standards and 
technologies that provide the foundation for interactive 
Mobile Broadcast TV. 
 
3.1 DVB-H: Digital Broadcast for 

Handhelds 
DVB-H (Digital Video Broadcasting – Handheld) is 
the digital broadcast standard for the transmission of 
broadcast content to handheld terminal devices, which 
was developed by the international DVB-Project4 and 

                                                           
4 http://www.dvb.org 
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published in November 2005 by ETSI (European 
Telecommunications Standards Institute). DVB-H is 
based on the DVB-T standard for digital terrestrial 
television but is tailored to the special requirements of 
the pocket-size class of receivers (ETSI, 2004). 
Furthermore, the DVB-H data stream is fully 
compatible with DVB transport streams carrying 
legacy DVB-T streams. These properties guarantee 
that the DVB-H data stream can be broadcast in both, 
dedicated DVB-H and DVB-T networks. 
As a transmission standard, DVB-H specifies the layer 
from physical up to network layer level. It uses a 
power-saving algorithm based on temporally 
multiplexed transmission of different services. The 
technique, called time-slicing, enables considerable 
battery power-saving. Additionally, time-slicing allows 
soft handover if the receiver moves from network cell 
to network cell. 
Figure 4 shows the DVB-H protocol stack and 
characteristic extensions such as time-slicing. For 
reliable transmission under poor signal reception 
conditions, DVB-H introduces an enhanced error-
protection scheme on the link layer. This scheme is 
called MPE-FEC (Multi-Protocol Encapsulation – 
Forward Error Correction). MPE-FEC performs 
additional coding on top of the channel coding 
included in the DVB-T specification in order to 
increase reception robustness for indoor and mobile 
contexts.  

Main 
Extensions 
by DVB-H 

 
Figure 4: Protocol Stack Overview highlighting the main 
Extensions by the DVB-H Standard (based on ETSI 2004). 

3.2 IP Datacast (IPDC) 
In order to use DVB-H for delivering complete 
services to the end-user, protocols of the higher OSI 
levels on top of DVB-H are required. In addition to 

supporting the standard DVB applications like TV, 
radio and MHP, support for all kinds of services 
including the use of complementary cellular 
communications systems is required. To this end the 
DVB Project has introduced IP Datacast (IPDC) for 
an end-to-end system approach around DVB-H. The 
IPDC specification (ETSI TR 102 468; ETSI, 2006) 
defines the electronic service guide (ESG), service 
access management, delivery protocols, bearer 
signaling, QoS, mobility, roaming, and will further 
provide information on the terminal capabilities to 
make them suitable for IP Datacast. 
IP Datacast specifies two transport protocols based on 
IP (RTP and FLUTE/ALC), since the IP protocol on its 
own does not serve all required use cases of service 
delivery. Services may be sent via RTP (Real Time 
Protocol) for real-time streaming content (for example 
a live TV channel). Non-real-time data (e.g., file 
downloads) is delivered by a FLUTE/ALC5 (Paila, 
2004) data carousel. For selecting the services, IPDC 
foresees an XML-based ESG6 that contains metadata 
and access information about the available services 
(i.e., mostly TV-programmes), transmitted via 
FLUTE/ALC. Note, that a return-channel is not 
mandatory for IPDC which therefore specifies the 
UDP7 protocol for connectionless transport.  
 
3.3 Return-channel Interactivity for Mobile 

TV: Hybrid Architectures 
Since IP Datacast via DVB-H constitutes a 
unidirectional transmission path, it enables only ocal 
interactivity. This means that viewers can only interact 
with e.g., ESG information or content previously 
downloaded to the terminal such as teletext, also 
known as enhanced TV (Jensen, 2005). However, more 
complex services such as chat and presence require a 
two-way return-channel to carry the viewer’s 
commands and responses back to the service provider. 
This step actually allows for the evolution of Mobile 
TV towards complete interactive Mobile TV services 
in the sense of Jensen (2005).  
 
In the context of Mobile TV the most suitable option 
for realizing the return-channel is the use of a packet-
switched wireless 3G network. The advantages of this 
approach are threefold: bandwidth is sufficiently high 
(starting from 384kbit/s for base UMTS packed data 
service level), packet delay is low (<250 ms) and 3G is 
the standard connectivity offered by smartphones, the 
                                                           
5 FLUTE/ALC = File Delivery over Unidirectional Transport / 
Asynchronous Layered Coding 
6 ESG = Electronic Serivce Guide, which in general also includes the 
EPG (Electronic Programme Guide) 
7 USP = User Datagram Protocol 
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main platform for Mobile iTV (UMTS Forum, 2006). 
The combination of both DVB-H and 3G for service 
delivery is described by the hybrid network reference 
model depicted in Figure 5 below. A hybrid network 
consists of a broadcast and a unicast path being jointly 
used in order to exploit their complementary 
advantages (cf. Hartl el al., 2005; ETSI, 2006). 

Cooperative
Mediation
Platform

DVB-H
Transmitter

UMTS
Core

Network

UMTS
Radio 

Access

Mobile 
Terminal

DVB-H / UMTS

Broadcast Network

Mobile Cellular Network

Multimedia
Object

Carousel

Broadcast
Service
Provider

Interactive
Service
Provider

DVB-H

UMTS

Data Control  
Figure 5: Hybrid Network Architecture applied to Mobile 
TV combining DVB-H Broadcast and Cellular Unicast.  

From a purely theoretical perspective, the broadcast 
network as well as the mobile network can be used for 
multimedia content and interactivity data transmission 
to the mobile. Nonetheless, the most common scenario 
is the delivery of mass TV-content and EPG-
information by DVB-H broadcast while interactivity 
and personal content are handled by the cellular 
network, thus taking the strengths of each bearer type 
into account. Furthermore, the hybrid reference 
architecture foresees system control and coordination 
between the two paths. This task is performed by the 
Cooperative Management Platform (CMP) and its 
interfaces (Hartl, 2005; Baldzer, 2005). The CMP 
handles interaction between the interactive service and 
the broadcast playout, for example when user voting 
determines the next TV clip to be played. In addition, a 
CMP may optimize the load distribution in the network 
and including proposals for load balancing between the 
DVB-H and UMTS transmission path to the mobile 
end-terminals. One example are videostreams, that the 
CMP routes over broadcast and unicast depending on 
overall popularity and number of users requesting it. 
 

4. Extending Mobile TV with Interactive 
Multimedia: General Approaches 

 
Mobile TV technology is still at an early stage of 
diffusion with standardization activities having mostly 
focused on the detailed specification of broadcast 
delivery of non-interactive TV content. In contrast, the 
mechanisms for interactivity and value-added services 
have only been addressed on a highly abstract level. 
For example, standardization within IPDC and OMA 
BCAST8 does not specify triggers for elementary 
actions on the terminal (such as invoking an URL or 
menu choices) like for example the open source 
standard HisTV (Skrodzki, 2006). These 
circumstances have led to a highly fragmented 
landscape of proprietary approaches towards 
interactive Mobile TV (Petrovic, 2006; Baier & 
Richartz, 2006; Setlur et al., 2006) and a fragmented 
standardization landscape (Martinez,  2006). This 
heterogeneity is contrasted by a lack of standardized 
Mobile iTV approaches and open reference 
implementations, an issue that constitutes a major 
challenge for Mobile TV research and development 
(Kumar, 2007; Högg et al., 2007).  
 
This section compares existing approaches and 
introduces a generic approach that takes advantage of 
established mobile service technologies and allows for 
rapid prototyping of Mobile iTV services on video-
enabled smartphones. In general, the spectrum of 
currently investigated approaches to mobile interactive 
TV and Video can be divided into three categories: 
generic browser, rich media and download applications 
(Baier & Richartz, 2006).  
 
4.1 Approach 1: Generic Browser 
Generic browser approaches are characterized by the 
usage of a lean, universal software runtime as thin-
client for rendering the statically declared content. This 
approach is ideal for application prototyping as well as 
large-scale deployments, since services do not rely on 
local code that needs to be adapted for each terminal 
platform. If only broadcast is used for content delivery, 
pre-defined scenes or pages are rendered locally, for 
example when DVB-H ESG service guide information 
is transmitted via FLUTE and locally browsed using 
the Mobile TV player. If the runtime is an HTML- or 
XHTML-browser, standard web-applications accessed 
via the unicast back-channel serve as the basis for 
Mobile iTV services. A representative usage example 
is a hypertext side-information browser to complement 
                                                           
8 See also http://www.openmobilealliance.org/Technical/ 
release_program 
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the current news coverage currently presented on the 
screen. This approach has considerable advantages, 
particularly for prototyping and development: since the 
majority of existing mobile multimedia services are 
web-applications (Ofcom, 2006), this approach takes 
advantage of mature web technologies and application 
server platforms (e.g., J2EE) that are widely supported 
in the telecommunications and web domain. 
Furthermore, service deployments and updates only 
need to be made on the server side. Nonetheless, a 
major drawback of this approach is its dependency on 
connectivity to the server. Applications that depend on 
frequent page-changes or a high number of images per 
page are vulnerable to wireless network latency or 
drops in bandwidth, since web-browsers issue separate 
HTTP-requests for each media element (Sullivan & 
Connors, 2008).  
 
4.2 Approach 2: Rich Media 
Rich-Media services are based on dynamic, interactive 
collections of multimedia data such as audio, video, 
graphics, and text. Applications range from movies 
enriched with vector graphics, overlays and 
interactivity to complex services with real-time 
interaction and different media types per screen, 
delivering a user experience as known from e.g., 
Adobe Flash9 applications on the Internet. For the 
mobile domain Rich-Media yields the following 
advantages according to (Dufourd et al., 2005): 
 
1. Graphics, animations, audio, video and scripts are 
packaged and streamed altogether. Rich-Media 
technologies are based on well defined and 
deterministic scene- and container-components that 
integrate the media content. This integration improves 
the fluidity and quality of the end user experience. 
2. Full screen interactivity with multiple media 
streams. With the use of vector graphics, content can 
easily be made to fit the screen size, allowing the 
design of user interfaces similar to native mobile 
applications.  
3. Real-time content delivery. Rich-Media allows for 
efficient delivery over constrained networks. Content 
can be delivered as streamed packages, allowing 
display of content as soon as the first packet is 
received. As such, services can be designed with 
reduced perceived delays and waiting times. 
Unfortunately, because of these qualities, Rich-Media 
runtimes put very high demands on the capabilities of 
the device, particularly in terms of CPU-load and 
graphics processing. Therefore, the usage of Rich-
Media in the context of Mobile iTV on current 
                                                           
9 http://www.adobe.com/flash 

smartphone platforms is problematic, since the device 
also has to cope with the reception and display of the 
broadcasted video (Cazoulat & Lebris, 2008). 
Furthermore, the lack of open mobile player runtime 
components and server engines constitutes a major 
roadblock for the application of Rich-Media to Mobile 
iTV prototyping. 
 
4.3 Approach 3: Download Applications 
Download applications represent a thick-client 
approach that allows for the execution of complex, 
performance-intensive logic (e.g., games) locally on 
the mobile terminal. Typically, such applications are 
based on the J2ME10 platform or they are native, i.e., 
specifically developed for an operating system such as 
Symbian S60. Unfortunately, these dependencies also 
narrow compatibility to very specific platforms and 
handsets which makes portability of native 
applications difficult. However, cross-platform 
portability and compatibility are also problematic for 
applications based on J2ME which is supposed to 
realize the vision of “write-once-run-anywhere” for 
mobile software development (Blom et al., 2008). 
J2ME suffers from several complications, including a 
large set of options as well as buggy and inconsistent 
virtual machines and package implementations (cf. 
Coulton et al., 2005). Nonetheless, the recently 
standardized JSR 272 Mobile Broadcast Service API 
for Handheld Terminals11 for J2ME which uses an 
approach similar to MHP12 Xlets has the potential to 
drive a broad uniform support of Java download 
applications by future Mobile TV handsets that 
implement this API. Table 1 overleaf compares the 
three approaches along with relevant projects and 
standards. 
 

                                                           
10 J2ME = Java Micro Edition, see http://java.sun.com/javame 
11 The JSR 272 Mobile Broadcast Service API for Handheld 
Terminals is a standard effort lead by Nokia and Motorola to define a 
middleware-level API enabling the development of Mobile TV 
applications on J2ME. See also http://jcp.org/en/jsr/detail?id=272  
12 MHP = Multimedia Home Platform, see www.mhp.org  
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Approach Capabilitie
s and 
complexity 

Properties Advantages (+) /  
Disadvantages (-) 

Projects and Standards relevant to 
Mobile iTV 

1. Generic 
Browser 

Low Generic browser client pre-
installed on terminal 
 
Interactivity using static 
declarations of scene-
description or pages 

+ Portability 
+ Limited demands concerning 
device capabilities 
+ Simple deployment 
+ Leverages established mobile 
service technologies and platforms 
- Limited multimedia features 
- Access to mobile device not 
standardized 
- Network dependencies 

HisTV (www.histv.org), misc. 3G-
Videostreaming Portals (e.g. 
Vodafone Live Mobile TV) 
 
XHTML, HTTP, IP-Datacast ESG  
 

2. Rich-
Media 

Medium Generic Rich-Media Player 
pre-installed 
 
Multimedia streaming or 
discrete content access 
 
Dynamically generated 
Scene-descriptions 

+ Versatile multimedia and GUI 
capabilities  
+ Enables asynchronous 
client/server communication and 
modular services 
- Complex technology 
- High demands on mobile device 
hardware/software 
- Fragmentation of standards and 
specifications 
- Only closed, proprietary runtimes 
available 

MORE (Setlur et al. 2007), Ikivo, 
Streamezzo 
 
Flash, SVG-T, MPEG-LASeR 
(www.mpeg-laser.org), OMA-RME 

3. Download 
Applications 

High Complete applications 
executed on the client 
Broadcast channel mainly 
used for application 
download, return-channel 
mainly for user feedback 

+ High performance 
+ Enables complex applications 
that leverage device capabilities 
- Portability and cross-platform 
service provisioning problematic 
- High development effort 
- On proprietary solutions available 

HSP (Steckel,2006), Vodafone DVB-H 
Trial Client (Baier et al. 2006a)  
 
Java JSR 272 Mobile Broadcast API 

Table 1: Comparison of the Three Main Approaches for Mobile Broadcast Interactivity (based on Baier & Richartz, 2006). 

4.4 The AMUSE Approach to Interactivity: 
An Enhanced Generic Browser Client 

Given the requirements stated in section 2.2, using a 
generic browser client emerges as the most suitable 
approach for a Mobile iTV R&D system. In line with 
the guidelines and recommendations for mobile and 
ubiquitous computing systems by (Greenhalgh et al., 
2007), this approach is optimal for rapid prototyping of 
interactive services by shifting business- and 
presentation logic to the server. This is an important 
design feature, since despite recent advances in mobile 
operating systems, mobile phone application 
development is still an arduous and slow endeavor.  
Main reasons are limited debugging support, 
inconsistencies and errors in virtual machines and 
libraries, as well as long development cycles (Coulton 
et al., 2005; Huebscher et al., 2006). This general 
approach of using the generic browser as the mobile 
application’s main UI component yields the following 
three key advantages (cf. Zucker et al., 2005):  
 
1. Flexibility and easy authoring. Using markup 
allows for rapid development and customization, 
facilitating prototyping and the integration of new 
features, even if they are orthogonal to other services. 
The latter is important for features such as chat that 

have to be accessible also when the user interacts with 
other iTV services like side-information browsing. 
2. Dynamic updates. Our approach also leverages the 
browser’s inherent capabilities to dynamically update 
content from local and remote sources. This capability 
is particularly required for deployments in field 
evaluation settings where the application need to be 
managed remotely. 
3. Platform independence. The player can be 
extended with additional GUI features without having 
to rely on OS-specific GUI programming, which 
increases portability e.g., between Symbian and 
Mobile Linux. 
 
Concerning end-user experience, the chosen web-
based approach allows for visual and navigational 
qualities similar to iTV set-top boxes, since mobile 
smartphone platforms such as Symbian S60 and Nokia 
Maemo13 offer XHTML microbrowser components 
that can be integrated with video-based applications. 
This way, video and interactive content can be 
simultaneously presented in a split-screen fashion (see 
Figure 6). In addition, the presentation capabilities of 

                                                           
13 Maemo is a Linux-based Mobile OS, used for Nokia N770, 800, 
810 devices, see http://www.maemo.org 
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contemporary CSS-enabled XHTML microbrowsers 
have sufficiently matured to enable industry-grade 
Mobile TV information and entertainment services 
(Kumar, 2007; Liebermann, 2007). The key reason is 
that – compared to standard mobile application 
interfaces and web pages – mobile iTV services 
impose additional constraints in application design due 
to the fact that multiple content elements have to share 
the same screen. Mobile iTV application interfaces 
therefore are considerably simpler, since interaction 
designers have to severely limit visual and navigational 
complexity of services in order to avoid attention and 
size conflicts with the simultaneously displayed main 
video (Roibás, 2004; Trefzger, 2005; Knoche & 
McCarthy, 2005).  
 

 
Figure 6: Split-screen Concept for the Mobile TV Client 
featuring a Live Sports Information service with Push and 
Pull Content. 

Furthermore, the increasing capabilities (scripting, 
DOM14 tree access) of mobile microbrowser runtimes 
such as the Nokia S60 WebKit15 allow for the 
utilization of AJAX16 (Asynchronous JavaScript and 
XML). AJAX constitutes a set of techniques that 
mitigate the shortcomings of purely HTML-based 
applications (such as page reloads, limited 
responsiveness) with mechanisms such as 
asynchronous event-processing and local partial 
updates which considerably improve the mobile user 
experience (Garrett, 2005).  
 

                                                           
14 DOM = Document object model 
15 The S60 WebKit is a component used by Noka to equip its current 
range of Smartphones and has been pu into open source.  See also the 
S60 WebKit Project Homepage, 
http://trac.webkit.org/projects/webkit/wiki/S60Webkit 
16 AJAX refers to the usage of a bundle of web standards 
(XML/XHTML, DOM, CSS, JavaScript, XMLHTTP-Request 
Object) in order implemenet web-applications with richer GUIs and 
improved user interaction similar to Rich-Media applications. Since 
updates and communication between client and server can happen 
asynchrously in the background, AJAX considerably lowers demand 
for page reloadsing and return-channel bandwidth. 

4.5 Related Work 
In the field of hybrid architectures for interactive 

broadcast services, the following projects are related to 
our work: 

Hartl et al. (2005) have reported upon a system 
setup for a German DVB-H trial and implemented 
prototype application and some initial results of 
coverage measurements and service application 
feedback by friendly test users. The trial focused on 
the general technical feasibility of a hybrid DVB-H 
and GSM mobile multimedia broadcast system. 
Ollikainen and Peng (2006) go another step further and 
switch between the DVB-H and the UMTS networks 
without doing any frequency scans. They tested service 
handover approaches with almost no packet loss 
during the handover process. This, however, was only 
achieved by keeping the UMTS IP connection open all 
the time, which in practice means very high battery 
consumption. In the ‘Podracing’ project (2005-2007), 
which tested Mobile TV in 3G, DVB-H and WiFi 
networks, an interactive Mobile TV J2ME client and 
servier infrastructure was developed by Ollikainen et 
al. (2008). Similar to our approach, they used a 
browser run-time for interactivity. However, the 
project suffered common limitations of the J2ME 
runtime environment (i.e., no DVB-H API access, 
limited video integration) and thus focused less on 
parallel interactive service but rather on the evaluation 
of different content delivery mechanisms such as on-
demand, download, and broadcast. Finally, 
Klinkenberg and Steckel (2006) introduced an 
approach to modularize interactive services in 
broadcast-only and respectively hybrid networks. Their 
work focuses on Java-applications complemented by 
XML-media descriptions, delivered to PDAs via DVB-
H and the IP Datacast framework on top. 

 
In addition to the demonstration of the general 

technical feasibility of hybrid network architectures by 
above projects, the AMUSE project features a 
browser-based thin-client approach on existing 
smartphones, true DVB-H reception, and a modular 
open source implementation.  
 
5. The AMUSE Platform 

 
The following discussion of the system architecture 

focuses on three key pars: broadcast chain, unicast 
path and mobile iTV client. The AMUSE platform 
includes an open extensible Mobile TV broadcast 
subsystem well as a J2EE framework for developing 
advanced interactive Mobile TV services. It is based 
on the requirements, technology choices and standards 
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discussed in the previous sections of this chapter. 
Figure 7 overleaf presents an architectural overview of 
the AMUSE system and the communication networks 
used. Modeled according to the hybrid reference 
architecture discussed in section 3.3, the platform 
consists of a broadcast path and a unicast path 
operating in a coordinated fashion. Furthermore, the 
environment includes an open mobile terminal client 
for interactive Mobile TV based on microbrowser 
runtimes. In this sense, the AMUSE Mobile iTV 
environment serves four major Mobile TV R&D 
purposes:  
 
1. AMUSE enables the operation of plain Mobile TV 
services, since its components comply with the DVB-
H and OMA BCAST standards. This means that DVB-
H enabled phones such as the Nokia N92 can display 
the platform’s broadcast output, while the MiVIBES 
player is also able to receive (unencrypted) DVB-H 
from other broadcast sources.  
2. The platform allows for extensive Mobile TV 
technology prototyping since all components are 
open, white-boxed and easy to modify. For example, 
the broadcast path can be reconfigured down to the 
transport stream protocol level in order to evaluate new 
service types and content transmission schemes 
(Berger et al., 2008). 
3. The AMUSE approach enables rapid service 
prototyping for Mobile iTV since the unicast 
subsystem is based on a service framework for 
developing applications based on J2EE technology. 
This means that new iTV services are developed as 
web-applications fully on the server-side based on 
SOA components and enablers, thus avoiding the 

difficulties and steep learning curve of mobile client 
development.  
Finally, the AMUSE environment supports reliable 
user testing of Mobile iTV services in laboratory and 
in field settings, since users can interact with the 
applications on the same networks and terminals that 
are also used for real-world deployments in mobile 
communications contexts. Furthermore, platform and 
client support flexible switching between live and local 
simulation configurations and provide a mobile user 
experience that is not affected by unwanted, system-
related usability issues (e.g., high latency, GUI 
rendering errors) caused by technical limitations of the 
platform itself.  
The following paragraphs present a brief overview of 
the main subsystems of the AMUSE environment.  
 
5.1 Broadcast Path 
In essence, the platform’s broadcast subsystem is a 
chain of open components that transform a bouquet of 
TV-channels and additional content (such as ESG, 
EPG and interactivity data) into a DVB-H compliant 
MPEG transport stream which is then transmitted to 
Mobile TV clients.  
 
5.1.1 Broadcast Subsystem Overview 
The broadcast subsystem constitutes an open end-to-
end DVB prototyping platform that consists of the 
following main functional components: 
 
1. The content server is a standard fileserver that 
hosts looped TV channels and optional unicast 
multimedia content as MPEG files. Furthermore, it 
provides access to a set of TV tuners used for feeding 
live TV into the system. 

 
Figure 7: Architectural Overview of the AMUSE Mobile TV Platform.
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2. Media-encoding and playout. This component 
manages the conversion of streamed of file-based A/V 
material into MPEG-4 streams, controlled by an active 
playlist for each TV channel. It is based on the Apple 
Darwin17 streaming server and the VideoLAN client18. 
 
3. The data-carousel and ESG generates additional 
IP data-streams (carrying e.g., ESG/EPG information, 
public chat-messages, alerts and other events) by 
means of an object carousel based on the DVB-H 
FLUTE standard (ETSI 2004). This added content can 
be of static nature or is dynamically added by the 
application server of the interactive platform. 
 
4. The DVB-H IP-Encapsulator receives the different 
A/V- and other data IP-streams and transforms them 
into a DVB-H broadcast stream via multi-protocol 
encapsulation (ETSI 2004). This process involves the 
computation of Forward Error Correction (FEC), 
additional headers and time-slicing to create a DVB-H 
compliant MPEG-2 transport-stream optimized for 
mobile reception (details regarding the encapsulation 
are discussed in the following subsection).  
 
Finally, the DVB-H MPEG-2 transport-stream is 
processed by a Dektec DVB-T/H Modulator card and 
broadcasted via a custom DVB UHF radio frontend. 
 
5.1.2 Software IP-Encapsulation – FATCAPS 

As already mentioned, one of the key components 
of the DVB-H broadcast chain is the IP-Encapsulator 
which transforms the incoming content and metadata 
streams into an MPEG-2 transport stream ready for 
transmission. 

In general, the priorities behind our design of the 
broadcast chain were compliance to DVB standards 
and maintaining full openness of all components. 
Consequently, also for the IP-Encapsulator we opted 
against carrier-grade black box solutions and 
implemented the required functionality in software. 
The resulting contribution to the research community 
is the DVB-H encapsulator FATCAPS (Freakin’ 
Advanced Tremendously Useful enCAPSulator). The 
software performs all the encapsulation and 
multiplexing necessary to generate a DVB-H 
compliant MPEG transport stream (Berger et al., 
2008). Its execution platform is a standard PC running 
the Linux operating system. FATCAPS was developed 
within AMUSE and put into open source19.  
                                                           
17 Apple Darwin Streaming Server, 
http://developer.apple.com/opensource/server/streaming/index.html 
18 VideoLAN - VLC media player. http://www.videolan.org  
19 FATCAPs can be freely downloaded under 
http://amuse.ftw.at/downloads/encapsulator  

FATCAPS accepts arbitrary IP/UDP data as input. 
Hence, it can also handle the FLUTE20 protocol for 
reliable file transmission over unidirectional channels, 
a mandatory requirement in the DVB-H standard 
(ETSI, 2006). As the latter enforces stringent timing 
characteristics of the transmitted signal due to its 
timeslicing feature, the implementation of FATCAPS 
faced significant challenges concerning ensuring real-
time behavior. Fortunately, the flexibility of the Linux 
operating system and its mature real-time capabilities 
allowed us to meet the DVB-H standards’ 
requirements and keep burst jitter below 10ms. 
Figure 8 shows the basic functionality of FATCAPS at 
a glance. The Content Server streams arbitrary data to 
the DVB-H transmitter. For each DVB-H channel, an 
instance of FATCAPS’s data-aggregator tool runs on 
the transmitter box. It collects the data stream received 
from the Content Server and hands it further on to the 
Encapsulator. This component organizes the data in 
DVB-H compliant MPE frames, adds several header 
fields, and optional additional error correction 
information (MPE-FEC). Subsequently, the sec2ts tool 
splits the generated frames in a stream of MPEG-2 TS 
packets of 188 Bytes size each. The Timeslicer tool 
takes care of maintaining the time-multiplexing 
features, a mandatory requirement in DVB-H. It 
outputs channel bursts at distinct moments in times, 
adhering the maximum burst jitter discussed above. A 
multiplexer component finally periodically adds PSI/SI 
service information before the stream is written to the 
Dektec modulator for transmission. 

 

 

Figure 8:  FATCAPS DVB-H Tools Schematic Overview. 

5.1.3 Validation – Measurements in the Field 
We verified the robustness and versatility of our 
broadcast tools during a measurement campaign on in-
building transmission of DVB-H. During a large trade 
fair in Vienna, we evaluated critical transmission 
parameters like burst jitter, forward error correction 
                                                           
20 We used the MAD Project FLUTE implementation from Tampere 
University of Technology. For documentation and download see 
http://mad.cs.tut.fi 
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computation, and the correctness of mandatory DVB-
H service information (PSI/SI). Our end-to-end setup 
proved to function in real-world settings with adverse 
propagation characteristics (obstructions, reflections) 
with many sources of transmission errors such as a 
great variety of obstacles (exhibition stands and 
visitors moving around). As a key result, we found that 
a low-cost amplifier with an output power of 1W was 
sufficient to cover an entire square-shaped 17.000 m² 
exhibition hall. Our results, which we will report on in 
a future publication, do not only demonstrate the high 
robustness of DVB-H transmission, but also the ability 
of our platform to cover small- to medium-scale testing 
sites and interoperate with mobile DVB-H standard 
and measurement receivers.  
 
5.2 Unicast Path 
The main purpose of the unicast subsystem is to extend 
the broadcast Mobile TV path with return-channel 
interactivity and communication features. The central 
component is a service framework for prototyping 
interactive web-applications that provides the 3rd party 
interfaces and enablers that are necessary for turning 
standard web-applications into iTV services. These 
services communicate with the Mobile iTV clients via 
the wireless UMTS/3G back-channel using different 
push and pull channels (HTTP, TCP/IP sockets, 
MMS/SMS). The unicast path consists of the following 
main elements: 
 
1. The cellular 3G/UMTS network provides packet-
switched wireless connectivity to the clients as well as 
mobile network specific communication gateways for 
messaging and voice telephony. The network also 
exposes certain interfaces (e.g., for sending/receiving 
SMS) to the AMUSE service-platform and is usually 
provided by a Mobile Network Operator21.  
 
2. The J2EE Service Framework has a dual role: as a 
framework, it provides a skeleton of an iTV service to 
be customized by application developers as well as a 
set of reusable business objects for standard tasks such 
as persistence, event-based messaging, server-side 
push, user-identity and subscription management as 
well as device-specific UI adaptation and formatting 
(Johnson, 1997). As a service platform running on a 
Jboss22 J2EE application server, it manages and 
provisions these services and components. The 
platform also hosts the CMP components that 

                                                           
21 In the context of the AMUSE 2.0 project the consortium partner 
‘mobilkom austria’ provided the cellular network infrastructure, see 
www.mobilkom.at  
22 The JBoss Foundation, http://www.jboss.org 

coordinate the unicast and the broadcast subsystem, 
e.g., to let the FLUTE object carousel inject additional 
data such as EPG-XML fragments or public chat 
message objects into the DVB-H stream. 
 
3. The Chat and Presence Server extends the 
platform with instant-messaging (IM) and presence 
which are elementary functions for Mobile Social TV 
services. It is a representative example of how the 
platform integrates 3rd Party components and offers 
them as resource to interactive TV services. The 
decision for using an external component for 
messaging, chat and presence functions was made 
since interoperability with existing infrastructures is a 
strong requirement for Social TV: instant-messaging 
protocols such as Jabber/XMPP23 and SIP/SIMPLE24 
have become widely adopted standards and a number 
of mature, open IM clients and servers exist that are 
available for integration (Chatterjee, 2005). In the case 
of the AMUSE platform, an open-source Jabber 
server25 is interfaced by the application server so that 
iTV services can provide chatrooms, buddy-lists and 
presence-awareness to their users. Moreover, the 
Jabber server can be accessed by any XMPP-
compatible client and federated with other Jabber 
servers in order to join a larger instant-messaging 
network. Therefore this approach presents a sensible 
way to ameliorates one of the currently most 
problematic issues of Social TV: interoperability with 
existing communication infrastructures and other 
Social TV platforms. 
 
5.3 Mobile iTV Terminal Client 
The requirement for the AMUSE testbed to support 
flexible service prototyping and reliable evaluation in 
field on current smartphones in conjunction with the 
problem of the availability of only closed, proprietary 
Mobile TV solutions such as Streamezzo26 or HisTV27 
has necessitated the development of an custom 
software client: MiVIBES. MiVIBES28 is an open 
Mobile iTV player for Symbian and Linux-based 
mobiles that integrates streaming video/TV with 
additional services displayed via multiple side-frames 
in a split-screen view (Figure 9). For back-channel 
interactivity, the client uses generic microbrowser 
components to access and render web-based services 

                                                           
23 http://www.jabber.org 
24 http://www.softarmor.com/simple/  
25 Ignite Realtime: Openfire Server, see 
http://www.igniterealtime.org/projects/openfire 
26 http://www.streamezzo.fr 
27 http://www.histv.org 
28 MiVIBES = Mobile interactive Video Browser Extended Software, 
see also http://amuse.ftw.at/downloads/aitv-client/MIVIBES  
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according to the thin-client approach described in 
Section 4.  

 
Figure 9: iTV Split-screen View on a Nokia E61 Symbian 
Device based on two Browser- and one Video Panel. 

5.3.1 Key Features 
Like the AMUSE platform, MiVIBES is designed for 
prototyping and evaluation of Mobile iTV offering 
choice different network and service configurations. 

Key features of the client are:  

1. Tight integration between video, broadcast data and 
interactive browser components (e.g., clicked links 
referencing video content are automatically caught and 
with the media presented in the main window). 

2. Flexible switching between different screen layouts 
(e.g., full-screen, one- and two-panel) 

3. Support of the different bearer types 
(UMTS/WLAN/DVB-H) relevant for video-streaming 
and interactivity 

4. Live DVB-H channels (relayable via WLAN) and 
simulated offline channels 

5. Support for push via TCP/IP sockets, SMS and 
MMS (as necessary for messaging/chat, event 
notifications, updates of additional content) 

6. High performance and low-level system access 
enabled by native C++ implementation on Symbian 
S60 (Nokia E61i, N92, N95) and Mobile Linux (N800, 
N810 Maemo) devices. 

Finally, a general handicap in prototyping new ideas in 
the context of broadcast Mobile TV is the current lack 
of open handsets with an API that enables access to the 
received DVB-H stream. To address this issue, we 
have developed a basic receiver platform using the 
Linux-based Nokia N800 Internet Tablet. A standard 

DVB-T adapter29 connected via USB enables the N800 
to receive and display both, AV content and FLUTE 
data (Figure 10). Together with the AMUSE 2.0 
platform, this setup constitutes the world’s first fully 
open, end-to-end testing platform for DVB-H. 
 

 
Figure 10: N800 device extended with DVB-H reception. 

5.3.2 Client Architecture 
The MiVIBES system architecture features the 
abstraction of the different mobile networking and 
communication channels available on the device 
(WLAN, UMTS, SMS/MMS, etc.) as well as a tight 
integration between media rendering and the user 
interface (UI), including the microbrowser-based 
service presentation component (see Figure 11). This 
approach enables a seamless presentation of iTV 
services on mobiles as well as flexible adaption to 
different runtime environments.  
 
Mainly two components in the overview above 
constitute the player’s thin-client player approach, 
which differentiates MiVIBES from related work: the 
Interaction Manager and the Service Presentation 
Manager. The Interaction Manager aggregates and 
routes the different user- or system-events and network 
connections to components for Service- and A/V-
Content Presentation. This tasks also includes 
processing and dispatching push-events and -content 
(received e.g. via TCP/IP, SMS or DVB-H/FLUTE) so 
that e.g., public chat messages are displayed in the 
correct window.  
The Service Presentation Manager (SPM) hosts the 
generic runtime components such as an XHTML 
microbrowser through which the user accesses the iTV 

                                                           
29 Note that a standard DVB-T adapter (like the AVerMedia AVerTV 
DVB-T Volar) is not able to pick up a DVB-H signal using the 4k 
OFDM mode. However, for most use cases the supported 2k and 8k 
modes are fully sufficient. 
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Figure 11: MiVIBES Mobile iTV Client Architecture. 

web-applications provisioned on the service-platform. 
The SPM manages the integration of such components 
with the player’s overall UI so that for example, the 
click on an URL that references an RTP-stream gets 
intercepted and then rerouted to the A/V-player. The 
SPM also abstracts away the hosted components’ 
interfaces, so that additional runtimes (e.g., a SMIL30 
player) can be used to extend the range of supported 
interactive service types and standards. Furthermore, 
the SPM uses the microbrowser not only for 
interfacing and displaying iTV services, but also for 
local GUI functions such as rendering contextual 
menus and application settings dialogues.  
 
5.3.3 Bearer Agnostic Network Access  
We address the requirement for bearer-agnostic access 
by using an intermediary All-IP access layer, which 
allows for flexible acquisition of the video stream via 
3G/UMTS, WLAN and DVB-H. This feature makes 
the streamed media source transparent to application 
modules located at higher levels. Bearer independence 
also allows Mobile TV reception even on smartphones 
without TV reception capability. In order to receive 
DVB-H streamed content on such clients, we use the 
following workaround: a small DVB-T enabled 

                                                           
30 Synchronized Multimedia Integration Language, see also 
http://www.w3.org/AudioVideo/ 

notebook operates as gateway and relay between the 
broadcast air interface and mobile phone. Multiplexed 
video channels and the additional services including 
multimedia data of the incoming DVB-H stream are 
de-multiplexed on the notebook and redistributed to 
the phone client as separate streams via WLAN, as 
illustrated in Figure 12 below. 
 

 
Figure 12: DVB-H via a Notebook as Relay to WLAN. 

Utilizing a small laptop still guarantees sufficient 
mobility of the reception setup. We use a suite of 
Linux open source tools for analyzing, demultiplexing 
and relaying the DVB streams to the mobile phone. To 
decode the DVB video content, we use the open source 
Video LAN Client (VideoLAN, 2008) because of its 
versatility and its native support for re-streaming. In 
addition, we have developed the multicast reflector 
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MCREFLECT31 that relays a multicast connection 
(e.g., the video of a specific channel in the DVB-H 
Stream) to multiple unicast connections. This 
conversion is necessary, since many clients (such as 
Symbian phones) only support TCP/IP unicast but not 
multicast connections. IP Datacast content other than 
video (such as ESG fragments) is directly passed on to 
the mobile phone via an additional TCP/IP connection. 
 
6. Research Use Cases 
 

In addition to prototyping interactive Mobile TV 
and DVB-H measurement campaigns, the AMUSE 
platform has been successfully applied to the following 
research use cases: 

 
6.1 Mobile TV User Studies 
For the purpose of user studies, the AMUSE test 
environment allowed us to evaluate Mobile iTV 
service concepts on behalf of high-fidelity prototypes. 
On top of the AMUSE platform, we developed the 
three demo services (Sports, Mobile Social TV, 
Advertising) described in Section 2.3 as J2EE web-
applications. We then set out to evaluate our 
prototypes with end-users under realistic conditions, a 
highly common and essential step within R&D projects 
that investigate new services. This means that 
applications have to be tested in situ on mobile 
handsets. To achieve this goal, we used the framework 
of combined lab and field user studies designed as 
controlled experiments, allowing in-depth observation 
of participants’ interactions and behaviors (Schatz & 
Egger, 2008). Test users were asked to engage with the 
iTV services and features in different contexts such as 
living room, café or at the bus stop. Thanks to the 
presence of our mobile DVB-H/WLAN-relay 
(described in the previous section) that was carried by 
one observer, participants could test mobile iTV with a 
variety of Symbian devices (Nokia N92, N95, E61) 
without any constraints. 
 

                                                           
31 Further information and download under 
http://amuse.ftw.at/downloads/dvbh-relay/ 

 
Figure 13: Study Participant in the Café filmed by Cameras 
mounted on a Hat of our LiLiPUT system. 

In addition, we used our custom-designed LiLiPUT 
(Reichl et al. 2007) system to capture user behavior 
(see Figure 13). LiLiPUT is a mobile observation 
system based on a wireless camera-equipped hat that 
captures the end-user’s reactions and immediate 
context. This is achieved by recording the subject’s 
facial expressions, the mobile device screen status, as 
well as any sounds involved. As such, LiLiPUT 
enabled us to gather behavioral data from mobile 
conditions with the same fidelity as in indoor settings. 
For further details on our Mobile TV user studies 
please refer to (Schatz & Egger, 2008). 
 
6.2 EPG Recommender  
The second research use case features the extension of 
the broadcast path and EPG subsystem of the AMUSE 
platform in order to prototype accelerated access to the 
‘right’ Mobile TV channel by means of a content-
based recommender system. The recommender utilizes 
text mining and NLU (Natural Language 
Understanding) to extract key features from the EPG 
metadata of TV shows32 and match them with user 
preferences (Bär et al., 2008). Figure 14 shows the 
interface of the recommender service. The four sliders 
specify the user's mood preference (action, thrill, fun, 
erotic) while the text field allows for alternative verbal 
input of keywords. The result is a ranked list of best 
matching programs links ordered by a match score. 
 

                                                           
32 For accessing EPG metadata we used the XMLTV system. See 
also http://www.xmltv.org 
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Figure 14: Recommender interface (top) and integration of 
SEDs in broadcast stream (bottom). 

The recommender system is deeply integrated in to the 
DVB-H broadcast path and features a two-stage 
processing cycle: SED-generation/transmission and 
on-device recommendation generation. Firstly, when 
new content metadata is imported into the system, each 
EPG metadata entry is preprocessed in terms of 
extracting recommendation-relevant features (i.e., 
topics and moods). Each entry is then stored in the 
AMUSE platform’s EPG database which we extended 
store the feature data as so-called Semantically 
Enriched EPG Dataset (SED). The enriched EPG 
information itself is delivered as OMA BCAST 
compliant XML fragments: the programme entries are 
encapsulated by the complex element ’Content’. We 
use the child element ‘TargetUserProfile’ to carry the 
additional semantic information of the SEDs. The 
enhanced EPG data is then multiplexed with the video 
streams by the platform’s DVB-H IP-Encapsulator 
(FATCAPS) and transmitted to the clients. Secondly, 
upon user request, the MiVIBES player generates a 
recommendation based on local processing of the 
SEDs previously received. This approach has several 
advantages: It only requires a unidirectional broadcast 
link, avoiding the roundtrip latency of a wireless 
backchannel. Secondly, the user does not have to 
perform any registration and profiling steps before 
using the system. Thirdly, the user's privacy is 
protected since no personal information leaves the 
client device. This example demonstrates how the 
openness and flexibility of the AMUSE platform 
enables the rapid integration of new features and 

protocol extensions. For further details on our Mobile 
TV recommender please refer to (Bär et al., 2008). 
 
7. Conclusion and Outlook 
 

We consider a flexible open-source testbed as a 
vital enabling platform for the research community for 
experimentation with hybrid broadcast/unicast 
architectures and related multimedia services. In this 
paper we presented our open-source platform that 
allows for flexible prototyping and evaluation of 
interactive hybrid multimedia services and 
technologies.  

After an evaluation of existing approaches, we 
chose an All-IP SOA using standard J2EE components 
and frameworks for advanced interactivity via unicast 
as well for mediation platform functions. For the 
broadcast path we used a suite of open source tools for 
encoding and streaming in conjunction with standard 
DVB-H/T equipment, with an optional bypass of the 
DVB-H air interface. This approach has proven 
economic, bearer-agnostic and flexible enough for 
research purposes. On the client side, a major result is 
the integration of video display with browser 
functionality to realize a unified rich media player for 
the S60 mobile platform as well as Mobile Linux. This 
architecture allows for rapid prototyping of mobile 
iTV concepts by shifting business logic and 
presentation authoring from the client to the server.  

 
The AMUSE platform and service framework 

enables any research group to become a digital TV 
broadcast operator en miniature without having to 
strain their project budgets with the procurement of 
carrier-grade equipment. Even more important, due to 
the openness of all components, the platform serves as 
a perfect tool for research purposes. It lays the 
foundation for prototyping new broadcast/unicast 
services such as interactive advertisement and program 
recommender systems. Furthermore, the AMUSE 
platform and service framework can be used to support 
experimentation on the lower layers of the OSI stack, 
for instance for the development of new error 
correction schemes, improvements on channel coding 
algorithms, statistical multiplexing (cf. Jacobs et al., 
2008) as well as the investigation of synchronization of 
AV content with supplementary data (cf. Leroux et al., 
2007). Plenty of ideas for future improvements of our 
open source components exist and we cordially invite 
the community to work with us on them together. 
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Abstract— Over the last years, computation and networking
have been increasingly embedded into the environment. This
tendency has been often referred to as pervasive or ubiquitous
computing, to remark the aim to a dense and widespread interac-
tion among computing devices. User intervention and awareness
are discarded, in opposition to an automatic adaptation of
applications to location and context. To this aim, much attention
is drawn to technologies supporting dynamicity and mobility over
small devices which can follow the user anytime, anywhere.

The Bluetooth standard particularly fits this idea, by providing
a versatile and flexible wireless network technology with low
power consumption. Operating in a license-free frequency, users
are neither charged for accessing the network nor they need
an account with any company. Bluetooth dynamically sets up
and manages evolving networks, by providing the possibility
of automatically discovering devices and services within its
transmission range.

Research studies have forecasted that within a few years, most
of the devices accessing the Web will be mobile, and presumably
most of them will be Bluetooth-enabled. Therefore, we need
solutions that encompass networking, systems, and application
issues involved in realizing mobile and ubiquitous access to
services.

In this paper, we present a lightweight solution to extend
the possibility of accessing Web resources also from Bluetooth-
enabled mobile phones. All the implementation details will be
hidden both to users and to application developers, allowing an
easy and complete portability of applications working on tradi-
tional TCP/IP communication protocols towards the Bluetooth
technology.

Index Terms— Ubiquitous Computing, HTTP, Bluetooth, Mo-
bile Phones, J2ME.

I. INTRODUCTION

The evolution of technology has led to a deep transformation
of users habits, with an increasing requirement of support for
mobility and connectivity. Furthermore, nowadays a brand new
set of applications fit mobile environments and allow device
interactions over wireless channels. Today’s mobile phones
are small, powerful, and usable enough to be fundamental
working instruments, and to be considered for the deployment
of complex applications.

Modern applications, however, require connectivity and
thus a critical issue for the diffusion of mobile devices is
the capacity to run network applications, especially Web
applications. In the last years, several new protocols have
been presented for wireless communications, such as IRDA,
WLAN, and GPRS/UMTS. However, IRDA connections are

∗A preliminary version of this work has been published in ICSNC 2007
[23]

limited to two devices with a direct line of sight, and thus
IRDA is not practically useful for a real intercommunication
scheme. WLAN instead has been designed as a powerful
technology to support multipoint connections, but diffusion of
WLAN on mobile devices and particularly on mobile phones is
still low. GPRS/UMTS are widely supported but they provide
connectivity at modest speed and requires a personal account
with a phone company. At the same time, we witnessed the
growth of Bluetooth, that is a low-cost, robust, powerful,
and flexible short-range wireless network technology with low
power consumption [4]. It operates in a license-free frequency
range, so that user is not charged for accessing the network nor
needs an account with any company, thus allowing a relevant
decrease of communication costs. Nowadays, the evolution of
Bluetooth technology is driven by the Bluetooth SIG, that
consists of over 7000 member companies that guarantee a
large support to this technology. In fact, Bluetooth technol-
ogy is used in many widespread different devices, such as
handhelds, mobile phones, smartphones, laptops, PDAs. A
thorough overview on Bluetooth is given in [6] and [24].

A recent study has pointed out that the number of users
accessing the web from a mobile device has overtaken the one
using a “standard” terminal [9]. Therefore, we need solutions
that encompass networking, systems, and application issues
involved in realizing mobile and ubiquitous access to services.

In this paper, we analyze how to extend the possibility
of accessing Web resources from Bluetooth-enabled mobile
phones.

Our goal is to provide a transparent middleware which
allows user to access Web resources by using a Bluetooth
connection. In particular, we provide application developers
with a lightweight solution to let their mobile applications
establish HTTP connections over a Bluetooth channel. In this
way, the cost of communication is brought to zero, and the
power-consumption is kept low. Furthermore, we have in mind
a transparent middleware allowing programmers to ignore the
implementation details related to the underlying Bluetooth
channel.

Common applications massively using HTTP connections
are Web browsers, e.g. Opera Mini [18] – the Web browsed
released by Opera Software [19]. Being developed in Java,
the Opera Mini browser is platform independent and can
be easily deployed on every J2ME-powered mobile phone.
Whenever a user wants to surf the Internet, the application
instaurates a HTTP connection over WAP, GPRS, or UMTS,
which are the available protocols supporting TCP/IP. Provided
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that a Bluetooth connection is available to a device acting as
a gateway to the Internet, our transparent middleware would
allow Opera Software to release a version of Opera Mini which
works on the free Bluetooth communication channel, without
refactoring the source code.

Paper Organization. The rest of the paper is organized as
follows. In Section II, we present the endorsed technologies,
i.e. Bluetooth, J2ME, and the JSR-82 APIs. In Section III, we
give an overview of our solution to allow J2ME application
developers to establish HTTP connections using Bluetooth
as the communication channel. Then, Sections IV and V
present the details of our implementation respectively for
the client-side and the server-side. Subsequently, Section VI
discusses the transparency of our solution and presents some
application scenarios. Finally, Section VII briefly evaluates the
performance overhead.

II. ENDORSED TECHNOLOGIES

In this section, we present all the technologies on which our
work relies: the Bluetooth Standard [4] and the J2ME [11].
The former defines details for the communication between
devices, while the latter describes how to write Java appli-
cations on mobile devices. Then, we give an overview of the
networking management within J2ME. Finally, we present the
API needed to use Bluetooth within J2ME, defined by the
JSR-82 standard [15].

A. The Bluetooth Wireless technology

Bluetooth specification was introduced in 1994 by Ericsson
to provide radio communications between mobile phones,
headsets and keyboards. The specifications were then formal-
ized by the Bluetooth Special Interest Group (SIG) [4] in
1998. Within this technology, radio communications can take
place by means of integrated and cheap devices with small
energy consumption. This is achieved by embedding tiny,
inexpensive, short-range transceivers into electronic devices
that are available nowadays. The Bluetooth standard defines
the following requirements:

• The system must operate globally, and the required fre-
quency band must be license-free and open to any radio
system.

• The system must provide peer connections.
• The connection must support both voice and data.
• The radio transceiver must be small and operate at low

power.
Bluetooth devices operate in a license-free frequency range

(starting from 2,4 GHz). The available bandwidth is divided
into 79 channels. In version 1.2 one can establish a 1 Mbps
link (a 2 Mbps link is supported by Version 2.0) [6]. Moreover,
security and error support allow to assure efficient and reliable
connections even in environments with a strong presence of
interferences and electromagnetic fields.

Bluetooth-enabled devices can dynamically discover other
devices in their range and their supported services, through
an inquiry process. A Piconet, consisting of one master

Fig. 1. The Bluetooth Stack [26].

device and up to seven slave devices, will be settled once
the peer connections have been established. Piconets can be
interconnected to form a Scatternet.

An overview of the Bluetooth stack is presented in Figure
1. The radio level is the lowest one and defines the technical
details of the communication. Bluetooth adopts the FHSS
(Frequency Hopping Spread Spectrum), making 1600 hops
per second; thus each physical channel is occupied for 625µs.
These intervals are referred to as slots and they are numbered
sequentially. Frequency hopping occurs by jumping from one
physical channel to another in a pseudorandom sequence. The
baseband layer handles channels and physical links, providing
services such as error correction and security. It supports
multipoint communications through FH/TDMA (Frequency
Hopping/Time Division Multiple Access). The master device
is in charge of defining the hopping sequence to all the slave
devices. A physical channel is shared between the master
and a slave using a time division scheme in which data
are transmitted in one direction at time, with transmissions
alternating between the two directions: the master transmits
in even slots; slaves transmit in odd slots and may hold the
transmission for 1, 3, or 5 consecutive slots. Links between
master and slaves can be either Synchronous Connection
Oriented (SCO) or Asynchronous Connection-Less (ACL). The
first type of link is used in real-time applications and it
allows a symmetric point-to-point communication achieving
64 Kbps transmission rate. The second is used for asymmetric
transmission between master and slaves with 723 Kbps for
downlink and 57 Kbps for uplink. Bluetooth standard defines
two different types of packets for ACL links: Data Medium
Rate (DM) which provides a 2/3 FEC Hamming code (i.e.,
error correcting capabilities), and Data High Rate (DH) which
provides no FEC coding (i.e., no error correction at all).
Therefore, we have six different data packets according to the
slots assignment and data encoding: DH1, DH3, DH5, DM1,
DM3, and DM5 (digits denote the number of occupied slots).
Up in the stack we find: the Link Management Protocol (LMP)
handling link setup, authentication, and link configuration; the
Host Controller Interface (HCI) which provides a uniform
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method of accessing the Bluetooth baseband capabilities; the
Logical Link Control and Adaptation Protocol (L2CAP) which
deals with data multiplexing and segmentation. Finally, on top
of L2CAP, we find several data communication protocols. The
main protocols are:

• SDP (Service Discovery Protocol), which handles the
discovery of devices and services within the device’s
transmission range.

• RFCOMM, which implements emulation of serial con-
nections, setting up point-to-point connections. It sup-
ports framing and multiplexing and achieves all the
required functions for serial data exchange.

• OBEX (Object Exchange), which is built on the top of
RFCOMM to implement exchange of objects, such as
files and vCards. Originally, it was developed by IrDA
(Infrared Data Association) for IR-enabled devices.

• TCS (Telephony Control protocol Specification), which
defines ways to send audio calls between Bluetooth
devices.

The Bluetooth technology is also composed by a set of
profiles. Bluetooth profiles describe several scenarios where
Bluetooth technology is responsible of transmission. Each
scenario is described by a user model and the corresponding
profile gives a standard interface that applications can use to
interact with the Bluetooth protocols. The profile concept is
used to decrease the risk of interoperability problems between
different manufacturers’ products, for instance, some profiles
are:

• FTP (File Transfer Profile), which defines how folders
and files on a server device can be browsed by a client
device.

• HPF (Hands-Free Profile), which describes how a gate-
way device can be used to place and receive calls for a
hand-free device.

• VDP (Video Distribution Profile), which defines how a
Bluetooth enabled device streams video over Bluetooth
wireless technology.

Other details on the Bluetooth specification can be found in
[4] or in [27].

In order to interface applications to the physical layer
a Bluetooth Stack implementation is necessary. The stack
provides a standard interface between the application layer and
the Bluetooth specification. This interface is used to overcome
the compatibility problems between application and different
Bluetooth devices. Indeed, Bluetooth stacks are responsible of
implementing the Bluetooth wireless standards specifications.
There are several different stacks targeted to different devices,
applications, and operating systems. To our knowledge, cur-
rently available Bluetooth stack implementations are:

• Mobile devices vendors’ embedded stacks. Vendors pro-
viding Bluetooth-enabled devices have to build their own
Bluetooth stack; for mobile phones stack implementations
depend on the OS (e.g., Symbian).

• Broadcom BTW (not free) [8]. It is addressed to PC
OEMs and accessory manufactures to quickly and easily
add Bluetooth technology to desktop PC and notebooks
running Windows. It includes the object code for the

Protocol Stack (L2CAP, SDP, RFCOMM, OBEX, PPP,
BTM-Bluetooth Manager), an application programming
interfaces (APIs), and test tools.

• Microsoft BT Stack [20]. It is the Microsoft version of
the Bluetooth stack and is embedded in Windows XP SP
2. It provides the support for most of Bluetooth profiles,
essentially the ones based on the RFCOMM protocol.

• BlueZ (free and open-source) [7]. It is the official Linux
Bluetooth Stack. The code is licensed under the GNU
General Public License and is included in the Linux 2.4
and Linux 2.6 kernel series. It provides a direct access to
the transmission layer and allows developers to set several
parameters of the communication (i.e., choosing an ACL
or SCO connection, choosing different time shifting, etc.).

B. J2ME
The J2ME (Java Platform Micro Edition) is a collection of

Java APIs supporting the development of applications targeted
to resource-constrained devices such as PDAs and mobile
phones. Formally, J2ME is an abstract specification, however
the term is frequently used also to refer to the runtime im-
plementations. The advantages of using Java as programming
language are the code portability and an increase of mobile
devices’ flexibility. In particular, J2ME provides support for
deploying dedicated applications, named MIDlets. Since the
range of micro devices is so diversified and wide, J2ME was
designed as a collection of configurations, where each con-
figuration is tailored to a class of devices. Each configuration
consists of a Java Virtual Machine and a collection of classes
that provide a programming environment for the applications.
Configurations are then completed by profiles, which add
classes to provide additional features suitable to a particular set
of devices. J2ME defines two configurations: the Connected
Device Configuration (CDC) [12] and the Connected Limited
Device Configuration (CLDC) [13].

CDC is addressed to small, resource-constrained devices
such as TV set-top boxes, auto telematics. It can add a graph-
ical user interface and other functionalities; CLDC, instead,
is addressed to devices with limited memory capacity. In this
paper, we restrict our attention to the CLDC configuration,
which is the most diffused one. CLDC is a low level spec-
ification that includes a set of APIs providing basic features
for resource-constrained devices, such as mobile phones and
PDAs. Producers should add features to CLDC by providing
new libraries and thus creating a Profile. The first profile pro-
posed for CLDC was the MIDP (Mobile Information Device
Profile) [14]. MIDP is a set of Java libraries that allows to
create an application environment for mobile devices with lim-
ited resources. Here, limitations include: amount of available
memory, computational power, network communications with
strong latency, and low bandwidth. MIDP 1.0 specification
was produced by MIDPEG (MIDP Expert Group), as part of
the JSR-37 [17] standardization effort; while, the MIDP 2.0
specification was released with the JSR-118 [16] standard-
ization effort. MIDP 2.0 devices have to meet the following
requirements:

• Memory, 250 KB of non volatile memory for MIDP
components, 8 KB for user data.
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• Display, 96x54 resolution, 1-bit color depth, 1:1 aspect
ratio.

• Networking, bidirectional and wireless communication,
limited bandwidth.

C. Networking in J2ME

Fig. 2. The J2ME Connection hierarchy diagram.

The J2ME has to support a large variety of mobile devices
with different sizes and shapes, different networking capabili-
ties, and I/O requirements. Therefore, networking management
in J2ME should be both flexible and device specific. To this
aim, the CLDC defines the Generic Connection Framework.
Such a framework delineates the abstractions of the network-
ing and file I/O, in order to support the largest variety of
devices, while leaving device manufactures to provide real
implementations. Abstractions are defined as Java interfaces
and the device manufacturers choose which one to implement.

Networking features within J2ME are defined by the MIDP
in the javax.microedition.io package. It supports the
following communication protocols:

• HTTP and HTTPS connections
• datagram
• socket
• secure socket
• serial port communication
Figure 2 shows the interface diagram of the

javax.microedition.io.Connection hierarchy.
Those interfaces are part of the Generic Connection
Framework of J2ME’s CLDC, together with the Connector)
class. We remark that no implementation is given at the
CLDC level. The actual implementation is left to MIDP. The
Connector class is the core of the Generic Connection
Framework. All connections are created by its static method
Connection open(String connect). Different
connections are instantiated according to different connect
strings. The connect string has a URL-like format:

PROTOCOL:[//TARGET][PARAMS],
where PROTOCOL defines the type of connection (e.g., file,

socket, http); TARGET defines a hostname, a port number, or a

file name; PARAMS defines optional parameters. Polymorphi-
cally, different parameters in the connection string make the
Connector.open method return a different Connection
object. For example, a connection string starting with http://
will drive the open method to return a HttpConnection
object.

We remark that MIDP-powered devices are required to
support at least HTTP connections. HTTP is the most used
protocol and it is easily implemented over different wire-
less networks. The use of HTTP allows user to exploit
server-side infrastructure which are available for cabled net-
works. The HttpConnection interface defines the MIDP
API for HTTP. This interface extends another interface,
ContentConnection, to add fields and methods required
for: URL parsing, request management, response parsing.

HTTP connection parameters can be set up by the following
methods:

• setRequestMethod(String method): chooses
GET, POST, OR HEAD operations.

• setRequestProperty(String key, String
value): sets up a generic request.

In Figure IV, we show an example of how to execute from a
MIDP-powered device a simple HTTP post operation to a Java
Servlet on a remote Web Server . We remark that the operating
system is in charge of establishing a physical connection. If
more network interfaces are available, it selects a default one
or asks user to choose one.

The Java code performs the following operations:
(1) Open a HTTP connection with the Web Server for both

send and receive operations.
(2) Set the request method to POST

(3-6) Send the string entered by user byte by byte.
(7-8) Close the output stream.

(9) Open an InputStream on the connection.
(10-18) Retrieve the response back from the servlet.

(19) Close the input stream.

D. JSR-82

Although the synergy between MIDP and J2ME technolo-
gies supplies a large number of communication schemes,
it does not provide support for the Bluetooth technology.
Therefore, the Java Expert Group JSR-82 [15] introduced
the Java API for Bluetooth Wireless Technology (JABWT)
that provides a standard and high-level support for handling
Bluetooth communications in Java applications. This API
operates on top of CLDC to extend MIDP functionalities.
Its development is still in progress, but about twenty mobile
vendors have adopted it in their devices. The last released
version (Version 1.1) provides support for:

• Data transmission on the Bluetooth channel (audio and
video are not supported).

• Protocols: L2CAP, RFCOMM, SDP, OBEX.
• Profiles: GAP, SDAP, SPP, GOEP.

The Generic Access Profile (GAP) defines the generic pro-
cedures related to discovery of Bluetooth devices and link
management aspects of connecting to Bluetooth devices. The
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(1) HttpConnection hc = (HttpConnection) Connector.open(defaultURL, Connector.READ_WRITE);

(2) hc.setRequestMethod(HttpConnection.POST);

(3) DataOutputStream dos = hc.openDataOutputStream();
(4) byte[] request_body = requeststring.getBytes();

(5) for (int i = 0; i < request_body.length; i++)
(6) dos.writeByte(request_body[i]);

(7) dos.flush();
(8) dos.close();

(9) DataInputStream dis = new DataInputStream(hc.openInputStream());

(10) int ch;
(11) long len = hc.getLength();

(12) if(len!=-1) {
(13) for(int i = 0;i<len;i++)
(14) if((ch = dis.read())!=-1)
(15) messagebuffer.append((char)ch);
(16) } else { // if the content-length is not available
(17) while ((ch = dis.read()) != -1)
(18) messagebuffer.append((char) ch);
}

(19) dis.close();

Fig. 3. A simple HTTP post operation from a MIDlet

Service Discovery Application Profile (SDAP) defines the fea-
tures and procedures for an application in a Bluetooth device
to discover services registered in other Bluetooth devices and
retrieve any desired available information pertinent to these
services. The Serial Port Profile (SPP) defines the requirements
for Bluetooth devices necessary for setting up emulated serial
cable connections using RFCOMM between two peer devices.
The Generic Object Exchange Profile (GOEP) defines the
requirements for Bluetooth devices necessary for the support
of the object exchange usage models.

The interaction between the J2ME environment and the
Bluetooth API is shown in Figure 4.

Fig. 4. J2ME - Bluetooth API interaction architecture [25].

Using JABWT, it is possible to interact with the Bluetooth
stack in a Java application. In particular, it is possible to call
services such as device and service discovery, establishment
of RFCOMM, L2CAP, and OBEX connections.

In order to use the Java APIs for Bluetooth, a real implemen-
tation of the JSR-82 specification is necessary on the device.
To our knowledge, the current JSR-82 implementations are:

• Mobile devices vendors’ embedded JSR-82 implementa-
tions.

• Atinav aveLink suite (not free) [5]. It offers both a
standard implementation of the Bluetooth stack and the
implementation of all the standard profiles for ANSI C,
JSR-82 for J2SE Java, JSR-82 for J2ME, Windows and
Windows CE.

• Impronto Rococo (not free) [10]. It is a complete product
that provides the Bluetooth Stack and the integration
layer, the JVM and the JSR-82 implementation layer both
for J2SE and J2ME.

• Avetana (not free) [2]. It enables writing J2SE applica-
tions to access the Bluetooth layer; it is available for
Windows, MacOS X, and Linux platforms.

• BlueCove (free) [3]. It provides the Java JSR-82 support
for J2SE applications over the Windows XP SP2 Blue-
tooth stack.

III. HTTP CONNECTIONS OVER BLUETOOTH

In this section, we will present our solution to allow a
J2ME application developer to establish HTTP connections
using Bluetooth as the communication channel.

Since a few years, Bluetooth has been exploited to connect
a PC to the Internet through Internet connections available
on a paired mobile phone, such as cell network service (e.g.
GPRS, EDGE, UMTS) or WLAN. In this scenario, the mobile
phone acts as a gateway, while the communications between
the phone and the PC are carried over Bluetooth.

However, the cell network internet service is often expen-
sive or not always available. Also, mobile phones supporting
WLAN are still in a minority of the market and are available
only on high-end cost phones. In this work, we want to provide
HTTP connections to mobile phone users without requiring
them to use the cell network Internet connection, i.e. using a
Bluetooth connection.

Therefore, we refer to the scenario shown in Figure 5,
where a client establishes a HTTP connection with a server.
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Fig. 5. Ideal scenario: a mobile phone accesses the Web using Bluetooth.

We observe that wireless communication by means of HTTP
over GPRS/EDGE/UMTS and WLAN is widely supported
within J2ME. On these channels it is easy to create a HTTP
connection and deploy MIDlets that network over this channel
by means of HttpConnection objects. However, to the best
of our knowledge, there is no implemented support for cre-
ating a HttpConnection object which uses an underlying
Bluetooth channel. To overcome this limitation, we created
ourselves the BtHttpConnection class and introduced a new
entity, the BHSP (Bluetooth Http Server Proxy), that takes
care of interfacing clients to the Web Server. We argue that we
can maintain the same server-side architecture and guarantee
the interoperability of applications running on the mobile
device with any Web Server. Moreover, no modification to the
MIDlet is required to use Bluetooth as communication chan-
nel, instead of the previously supported channels, i.e. WLAN
or GPRS/EDGE/UMTS. Figure 6 illustrates the operational
scenario to which we refer.

Fig. 6. Operational scenario of our solution.

The resulting framework is then composed of four different
entities:

• Client Application. It runs on a Bluetooth-enabled mobile
device and it establishes HTTP connections on a Blue-
tooth channel using the J2ME standard way, i.e. using the
HttpConnection class.

• BtHttpConnection interface performs all the work
required to communicate on the Bluetooth channel and
to achieved the transparency for the client application’s
developer.

• BHSP - Bluetooth Http Server Proxy. It interfaces clients
with Web Servers, by listening to requests on the Blue-
tooth channel, forwarding them to the Web Server, and

giving back results to the client application.
• Web Server. It is a standard Web Server (e.g. Apache)

that replies to clients’ requests communicating through
the BHSP.

We remark that the BHSP has been designed as a sup-
plementary module of the Web Server (i.e., it is a daemon
starting together with the Web Server), conceptually allowing
the Web Server to accept requests from a Bluetooth channel,
too. Within this scenario, a Web Server administrator can
decide to provide its resources not only through the Internet,
but also to Bluetooth-enabled mobile devices which are within
its transmission range. This Web server will be listening
upon port 80 (the standard HTTP port) and upon Bluetooth
RFCOMM port, see Figure 7(a). Moreover, our solution fits
another scenario as well. Indeed, the BHSP can act as a real
proxy and be implemented over any device equipped with
two interfaces: (i) Bluetooth, used to interact with the client
application, and, (ii) an interface supporting TCP/IP, that can
interact with the Web Server. In this way, the client application
and the Web Server are not required to be within transmission
range, see Figure 7(b).

In the scenario depicted by Figure 7(a), the BHSP will post
the received request to localhost, while in the scenario in
Figure 7(b) it will post the request to the domain request by the
client application. We remark that in the first case requests are
bounded to the Web Server in the transmission range, while
in the second one they can address any Web Server reachable
from the BHSP.

IV. THE BTHTTPCONNECTION CLASS

As discussed in Section II-C, the connection string given as
parameter in the Connector.open polymorphically drives
the type of the object that will be returned, according to the
cast made by the developer

Our goal is to provide a new interface in the Connec-
tion hierarchy which provides HTTP support over Blue-
tooth. We named this interface BtHttpConnection and
we implemented by extending the HttpConnection in-
terface. As a result, we can invoke the Connector.open
method with a HTTP-based connection string and decide
to cast the generic Connection object returned either as
a HttpConnection or a BtHttpConnection object.
In this case, operations will be carried out over a Blue-
tooth channel. However, in order to do that we should
modify the source code of the Connector.open method.
Although the whole J2ME environment has recently gone
open source, this modification should then be reflected in
all the J2ME implementations by phones’ vendors. There-
fore, although the BtHttpConnection class extends the
HttpConnection class, we cannot polymorphically cast
the HttpConnection object to BtHttpConnection.
Hence, we let the Connector.open method still return
a HttpConnection object, but then we instantiate a
BtHttpConnection method which takes in input all the
information about the HttpConnection object:

Whenever a BtHttpConnection is instantiated, the fol-
lowing operations are performed:
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Fig. 7. Two possible settings for the BHSP.

(1) HttpConnection hc =(BtHttpConnection)
Connector.open(defaultURL, Connector.READ_WRITE);

(2) BtHttpConnection bhc =new BtHttpConnection(hc);

Fig. 8. From a HttpConnection to BtHttpConnection

• Establish an association between the “http”-starting URL
(given in the connection string) and a Bluetooth remote
device (the BHSP).

• If the association has not been previously established,
perform an inquiry operation to discover a Bluetooth
device which exposes a “Web Server” service and which
corresponds to the URL in the connection string. After-
wards, store the association in a local database.

• If the association has been previously established, re-
cover the correspondent Bluetooth address from the local
database.

• Once the Bluetooth Address has been found, establish a
RFCOMM connection with the BHSP, which will be used
to send/receive HTTP requests/responses.

Code reuse. We remark that the extra work required
to implement HTTP connections over Bluetooth is
totally transparent to application developers. In fact,
BtHttpConnection provides programmers with the
same interface as HttpConnection, masking all the
implementation details of the Bluetooth interactions. Suppose
that a programmer has implemented the MIDlet showed
in Figure IV to performs a HTTP post to a servlet using
WLAN from his mobile phone. If he wants to deploy
its application on cheaper mobile phones, not supporting
WLAN but supporting Bluetooth, then he has only to use the
BtHttpConnection instead of HttpConnection. We
stress that all the methods are unaltered, so no modification
to the code is required. The operation is showed in Figure 9,
which differs from only for the line code (2).

Figure 10 shows the resulting new class diagram
with the new BtHttpConnection class to extend the
HttpConnection class.

V. BHSP: THE BLUETOOTH HTTP SERVER PROXY

The BHSP has been implemented as a Bluetooth listener
daemon. It will run as a J2SE application on a desktop

Fig. 10. The J2ME Connection hierarchy diagram

computer but it has been designed to operate at a low-level
and to be lightweight (it has a small footprint) in order not to
affect performance. It does not interpret processed data but it
simply forwards it.

Whenever an incoming request is received from the Blue-
tooth channel, it is inserted in a queue and processed as soon
as possible. The BHSP uses the Apache Commons HttpClient
package [1] to execute the required method on the Web Server.
Once that it has got the response, it forwards it back on the
Bluetooth channel to the client application.

The work is performed by a BTServer class, which takes
care of:

• setting the device in discoverable mode
• activating a listening connection
• accepting incoming connections
• performing I/O on the Bluetooth channel
• instantiate a Poster object.

The Poster class is in charge of:
• performing an HTTP post operation on the Web Server,

using the Apache Commons HttpClient package
• giving back the request to the BTServer object
In order to have a licence-free and JSR-82 compliant imple-

mentation of our BHSP, we have considered two alternatives:
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(1) HttpConnection hc =(BtHttpConnection) Connector.open(defaultURL, Connector.READ_WRITE);

(2) BtHttpConnection bhc = new BtHttpConnection(hc);

(3) bhc.setRequestMethod(HttpConnection.POST);

(4) DataOutputStream dos = bhc.openDataOutputStream();
(5) byte[] request body = requeststring.getBytes();
(6) for (int i = 0; i <; request body.length; i++)
(7) dos.writeByte(request body[i]);

(8) dos.flush();
(9) dos.close();

(10) DataInputStream dis = new DataInputStream(bhc.openInputStream());

(11) int ch;
(12) long len = bhc.getLength();
(13) if(len!=-1) {
(14) for(int i = 0;i<len;i++)
(15) if((ch = dis.read())!=-1)
(16) messagebuffer.append((char)ch);
(17) } else { // if the content-length is not available
(18) while ((ch = dis.read()) != -1)
(19) messagebuffer.append(10) ;
}

(20) dis.close();

Fig. 9. A simple HTTP post operation performed over a Bluetooth channel

1) To use BlueCove [3], the free implementation of the
JSR-82 API within the Microsoft Windows XP SP2.

2) To use BlueZ [7], the Linux Bluetooth stack, and provide
a JSR-82 implementation for BlueZ.

We remark that for this part we have modified the implemen-
tations of the works in [21] and [22] that performed a similar
operations for Web Services invocation over Bluetooth.

Figure 11 shows the main steps of the BHSP. The Java code
in Figure 11 executes the following operations:

(1) Set the device in discoverable mode.
(2-4) Activate a listening connection on localhost, on the

channel 1, named “rfcomm test”.
(5) Accept incoming connections.
(6) Open an InputStream on the connection.

(7-8) Read data on the stream.
(9-10) Post the HTTP request at the specified address, using

the Poster class, to get the response.
(11) Open an OutputStream on the connection.
(12) Write data, i.e. the HTTP response.

VI. A TRANSPARENT AND EFFICIENT SOLUTION

In Figure 12, we summarize how our solution works. The
top section of the diagram depicts the association of the
BHSP’s Bluetooth address to the http:// URL, performed by
the BtHttpConnection interface through an inquiry. The
bottom section shows a generic operation over the established
connection: data is exchanged between the client and the BHSP
over the Bluetooth channel; requests to the Web Server are
posted by the BHSP through the use of Apache HttpClient
package [1].

We stress that the work needed to use a Bluetooth con-
nection is totally transparent to both the application devel-
opers and the user. In fact, BtHttpConnection provides
programmers with the same interface as HttpConnection,
the only change required w.r.p. a normal HttpConnection-
based MIDlet is to use the BtHttpConnection instead of
HttpConnection.

We envision several applications for our solution. For in-
stance, there could be waiting rooms, such as stations or air-
ports, that provide a free Internet access to users, for timetable
information, emails, weather forecasts. The same scenario
could take place in trains, buses, coffee shops, restaurants. No
massive money investment is required for this goal, other than
exposing a BHSP (or more according to the expected number
of users), to which users can connect with their simple J2ME-
and Bluetooth-enabled mobile phone.

Also, we envision a scenario where Sun embeds our solution
in the official J2ME specification, so that all the implemen-
tations will provide the support for HTTP connections over
Bluetooth. The only requirement would be to have a BHSP
proxy available in order to support the communication. We
remark that our solution does not work on the TCP/IP protocol,
but only allows simple POST/GET operations on Web Servers.
As a result, there would be no support for congestion control,
sessions, and all the other nice features provided by the
protocol stack. However, we argue that Bluetooth commu-
nications, though as not reliable as TCP/IP ones, provides
completely free communications on tiny and inexpensive de-
vices. Moreover, we argue that the new Bluetooth technology
(2.0) implemented by the new generation’s chips is efficient
enough to support simple HTTP operations, such as chats or
Internet browsing on most of the web sites normally accessed
by mobile phones’ users..

Furthermore, we claim that our work fills an important
gap of the J2ME environment. In spite of limitations such as
communication speed or the necessary presence of a Bluetooth
proxy, our solution finally gives the appropriate tool to appli-
cation developers to deploy complex applications which work
on Bluetooth. Indeed, we argue that this free technology could
be exploited for many solutions, and not only for simple files
exchange anymore. Thanks to its transparency, our solution is
ready-to-use for real scenarios on many low-end price class
of devices massively available and spread out today.
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(1) (LocalDevice.getLocalDevice).setDiscoverable(DiscoveryAgent.GIAC);

(2) (StreamConnection) notifier = (StreamConnection)
(3) Connector.open("btspp://localhost:1;name=rfcommtest;master=true;encrypt=false;authorize=false;
(4) authentication=false;receiveMTU=512;transmitMTU=512");

(5) notifier.acceptAndOpen();
(6) InputStream input = notifier.openInputStream();

(7) /* Perform buffered readings to get the request */
(8) String request = input.read();
(9) Poster poster = new Poster(address);

(10) String response = poster.doPost(request);
(11) OutputStream output = notifier.openOutputStream();
(12) output.write(response.getBytes());

Fig. 11. Java code for the BHSP.

Fig. 12. Time Diagram of a client application accessing a Web resource.

VII. PERFORMANCE EVALUATION

In this section, we analyze the performance of our solution
in order to evaluate its lightness and its usability in real world
scenarios. To this aim we set up the following test bed:

• The WS and the BHSP lie on a PC IBM ThinkCentre
50 Personal Computer, with Pentium 4 2,6 GHz and 760
MB RAM, running Windows XP Professional SP 2, with
a Bluetooth TrendNet TBW-102UB USB dongle, and
BlueCove [3] implementation of the JSR-82 Bluetooth
API for Java.

• The client application runs on a Nokia N73 mobile phone
(Symbian OS 9.1), compliant with MIDP 2.0 and JSR-82
standards.

We evaluated the overhead taken by the
BtHttpConnection class to let a mobile client interact
with a Web Server using HTTP connections over a Bluetooth
channel. To this aim, we have compared times to post growing

size strings for the following applications:

1) A MIDlet which posts strings to a Bluetooth-enabled
Web Service using the BtHttpConnection.

2) A simple MIDlet which sends strings to a remote device
over Bluetooth.

Figure 13 shows times for strings ranging from 1 KB to
50 KB with an increasing size of 0,5 KB. Each test was
repeated 50 times to get significant average times. As we
can see in the diagram, the use of BtHttpConnection
slightly slows down the computation. The other application
can directly access the Bluetooth channel and send data over it,
while the BtHttpConnection implies a small computation
overhead to handle the connection and to give a higher profile
to the application. However, the overhead is almost constant
and small enough to consider our solution efficient enough to
be used in real world scenario with complex applications.
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Fig. 13. Performance evaluation of BtHttpConnection.

VIII. CONCLUSION

We have presented a solution to establish HTTP connections
over Bluetooth channels from low-end price class J2ME-
enabled mobile phones. The resulting solution is lightweight
and works at no extra cost for users and application developers,
but it only requires the presence of a Bluetooth connection to a
device connected to the Internet. The provided implementation
requires no code modification and allows programmers to
enhance the features of HTTP-based MIDlets with basically no
effort, extending their range of action from mobile phones pro-
vided with GPRS/UMTS connections (sometimes expensive
or not available) or WLAN access (available only on high-
end price cost devices), but also to inexpensive mobile phones
provided with Bluetooth interface, which is free to use.

Our performance evaluation confirms the real applicability
and lightness of our solution, showing that it is efficient
enough to be used in a real world scenario for a wide set
of applications.
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