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Attempts of Fading Student Support in E-learning

Testing a hypothetical model of minimum support through a pilot study

Takeshi Matsuda

University Education Center
Tokyo Metropolitan University
Hachioji City, Tokyo, Japan
e-mail: mat@tmu.ac.jp

Abstract—Mentoring support for students who use self-
regulated, home-based e-learning often leads to the students
becoming too dependent on that support. This paper describes
a pilot study that examined the minimum level of mentoring
that junior high school students needed to keep to a home-
based e-learning program, with a view to informing a “fading”
strategy that will leave students not needing any support. The
study was done over two months and involved four e-mentors
and 14 students at a “Juku” (private preparatory school) in
Japan. Data gathered from the e-learning system’s log as well
as the results of questionnaires and interviews were used to
specify the minimum support model. Three major patterns or
types of learning were identified. The study concluded that the
pattern where students are reminded by mentors to start their
learning sessions but are thereafter left to their own devices
indicates the minimum level of support needed.

Keywords-Online learner support; e-learning; self-regulated
learning; fading; minimum supprt model.

L INTRODUCTION

This paper is an extension of our previous presentation
[1] at an IARIA conference.

Juku in contemporary Japan means a private preparatory
school for university or high school entrance examinations.
According to the Japanese government’s statistics, there are
47,570 Juku schools all over the country that employ more
than 330,000 people [2]. Gakken Juku Holdings is one of the
largest managing companies of Juku in Japan. As of
November 2018, it operates 16,452 Juku schools. The
company was planning to introduce flipped classroom style
courses nationwide in its financial year 2019 and started to
cultivate human resources capable of supporting learners
online.

Following the flipped classroom approach, in the initial
plan students were required to study at home first, using drill
materials for basic tasks and video materials explaining the
tasks, and then to come to the classroom to ask questions
about things that are unclear to them, as well as to complete
applied tasks.

The tasks and videos that students use at home were
developed and provided as student-centered adaptive
learning content, using artificial intelligence, and proved to
be effective. However, students have to learn how to learn,
because with the flipped classroom approach it is the

Mitsuru Kimoto & Ken Kuriyama

Gakken Juku Holdings
Gakken Research Institute for Learning and Education
Shinagawa Ward, Tokyo, Japan
e-mail: m.kimoto@gakken.co.jp K.Kuriyama@gakken.co.jp

students, not the teachers, who need to control learning, in
particular ~ “anytime-anywhere”  style e-learning or
asynchronous distributed e-learning. How to achieve this
was not addressed at the time. Self-regulated learning (SRL)
is one of the theoretical solutions.

II.  RELATED WORK AND PURPOSE OF RESEARCH

The acquisition of SRL skills, which means learning how
to learn, is often said to be an important competence in the
twenty-first century [3]. For example, it’s one of the eight
key competences enumerated in the ‘Recommendation on
Key Competences for Lifelong Learning’, which was
adopted by the European Parliament and the Council in
December 2006 [4]. In Japan, the latest national curriculum
also emphasizes the necessity of shaping students’ learning
habits and autonomy in secondary education [5].

SRL theories attempt to model how each of these
cognitive, motivational, and contextual factors influence the
learning. According to a social cognitive perspective, SRL is
divided into three cyclical phases: forethought, performance,
and self-reflection (Fig. 1) [6][7][8]. In this study, we

<

Self-

Performance
Reflection

Figure 1. Phases of self-regulated learning.
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investigated ways to support the performance phase; that is,
learning itself.

Continuous e-learning needs self-regulation. However, it
is difficult for most learners to acquire SRL skills by
themselves. In other words, ordinary students do not become
good self-regulated learners automatically. Therefore, the
challenge that we have to overcome is how to support them
to be self-regulating. Research that supports SRL using
asynchronous distributed e-learning has been carried out and
reported on from several perspectives in Japan. Examples are
the introduction of elements of gamification [9], a system
that automatically detects and warns of learning delays [10],
a system that does not allow students to get access to content
without having registered their own schedule [11], and
human online supporters or professional “e-mentors” [12].

Among them, support by e-mentors does not require
special software nor a change in learning content. Support
can be offered through ad hoc communication by real people
with high availability. Furthermore, there are advantages
such as that it is easy to introduce and effective in various
types of learning programs.

However, to provide effective support as an e-mentor,
besides understanding the teaching content and system, skills
are needed to effectively and efficiently implement online
communication and adequate intervention with regards to
learners” SRL. In addition, when providing a high level of
quality support to all learners, the number of learners that
can be handled by one e-mentor is limited. Also, some
learners do not improve their SRL skills and start to rely
totally on e-mentors. These disadvantages cannot be ignored
in the education service industry, which requires verification
of the effect of e-mentors from an economic as well as the
educational point of view. The aim is to promote the
autonomy of the learner while ensuring the learning support
effect and being cost-effective.

There are several names for the professionals motivating

and supporting students online, e.g., tutor, adviser, and coach.

We us the word “mentor” because for junior high school
students, instructors in private tutoring schools, especially
part-time university students, are counseling partners who
are close to their age, and their personality engenders trust in
the learners.

In addition to learning effects, there is a movement to
introduce learning support activities from the viewpoint of
quality assurance of education and accountability. In quality
assurance of asynchronous distributed e-learning, learning
support is one of the important elements. Especially when
supporting junior high and high school students who are not
ready for SRL, the focus is likely to be on “coaching” and
“scaffolding”. This means that the aim of guiding a student
to be an autonomous learner or an SRL expert is lacking in
many studies.

Hence, in this research, we focused on “fading”, an
approach that is often overlooked. Fading means that a
mentor gives a student only the minimum support they need,
with a view to gradually decreasing that support until the
student can practice SRL successfully on their own.

In previous research reports and papers, several methods
of fading have been proposed. The early practice of the
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fading graduated reduction model contains detailed support
and then involves lessened support over time [13][14]. In
recent cases, however, most fading approaches relate to
fading support all at once at the end of the program [15].
Therefore, even when fading is implemented, as soon as
support is faded, students are immediately required to jump
in and exert self-regulation of their performance, which they
had no opportunity to practice before. This indicates that
whereas fading may be necessary to provide the opportunity
to practice the performance of a strategy and thereby acquire
strategy knowledge, it may not be sufficient [16].

On the other hand, an advanced model for fading offers
graduated reduction of skills to enhance students’
autonomous activity in attaining the desired skills [17]. After
all, effective fading methods are being studied, and there is
no unquestionable theories that can be generalized [18][19].

Taking this situation into account, we decided to
investigate the tentative goal, or minimum support level
before exploring its method. The aim of this study was to
specify the minimum support level a student needs by
analyzing log data from Gakken’s learning management
system (LMS), the results of a questionnaire filled out by
learners and their supporters, as well as interviews with
learners and supporters. The results would support Gakken in
creating a realistic fading strategy so that students do not
become overly dependent on their mentors and can progress
towards practicing SRL on their own.

The rest of this paper is organized as follows. In Section
II, the methods used in this study are described. This is
followed by a presentation of the results in Section III, after
which the conclusion and suggestions for future works are
presented in Section IV. The acknowledgment closes the
article.

III. METHODS

In this section, we describe our hypothetical model, the
pilot program we used to test it, as well as the data we
gathered during the process.

A.  Hypothetical Model

A total of 14 junior high school students who attend a
tutoring class at “Juku A”, in Kobe city, in western Japan,
were selected for the study. One of the selection criteria was
that the students must be able to study online at home. E-
mentors for the study were selected from among teachers at
the same school. Juku A is managed by a subsidiary of
Gakken. The e-learning program is composed of drill
contents that cover five subjects (English, Japanese,
Mathematics, Science, and Social Studies) and their
explanation videos. Students and e-mentors collaborated to
create a learning plan on the LMS according to the standard
curriculum of the school before this pilot program was due to
start and the students and e-mentors agreed times at which
each learning session had to start. The learning plan for each
subject was generally set at 60 minutes of home study once
or twice a week. After undergoing a training program that
was developed assuming full-scale implementation, e-
mentors were assigned support activities based on activity
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guidelines. The study’s hypothesis was that the minimum
level of support that a student would need is to be notified at
the scheduled start and end time of each day’s e-learning
session (see Fig. 2). This approach was incorporated into the
guidelines for e-mentors.

B.  Pilot Program

When it comes to applying SRL theory to practice,
appropriate scalability or granularity of the time range
matters. The granularity can range from a period of one day
up to a year. In this study, we decided on an e-learning
program and its learning support activities from October to
December 2016 as a pilot program. Most junior high schools
in Japan have a three-semester or trimester system that starts
at the beginning of April. A school usually conducts school-
wide tests twice per semester as mid-term and term-end tests,
except for the last semester. We implemented this program
from the end of the mid-term test in the second semester to
the end of that semester, assuming an SRL cycle tailored to
the term-end test (Fig. 3).

The students who participated in this program were
junior high school students in the 7th and 8th grades, and all
were doing extra-curricular club activities. Fig. 4 indicates
their typical daily schedule. As is apparent, their days were
quite busy and they would benefit from studying at home,
using Juku content.

Four university students who were teachers at Juku A
were selected as e-mentors and received approximately 25
hours of training in September 2016. The training was
designed with reference to the e-Learning Professional tutor
qualification skill set [7] and its training program. For the
actual e-learning activity, Juku A created guidelines and
defined activities and reporting methods (Table ).

Learner
{ ] E-mentor
Initial
G Message

Reply to the initial message
/ Start learning

Engagement (Tests, Video etc.)

Closing
l = e

Finish learning / Reply to

the closing message

Figure 2. Hypothetical learning flow.
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1t Term 20 Term 34 Term
; ol et o
pot 2 = o™ L;Lﬂ“‘““\i““m e
Test Test Test Test Test
* s » .- *
] & — Z ale— - - —

o UMM Year end and new Spring
Vacation (5Ws) year Vacation (2Ws)  Vacation (2Ws)

This research

Figure 3. Period of this research.

8:30
Go to school and attend 5 or 6 classes a day

Go home from school
Have dinner, and then go to “Juku”

Study at “Juku” (twice or three times a week)
Or do their homework at home

Go home and get some rest

Figure 4. Typical day of participants.

TABLE L. PILOT PROGRAM OUTLINE
Item Details

Period Eight weeks (17 Oct.-19 Dec. 2016)

Learners Junior high school students at Juku A, Kobe city
(Fourteen volunteer students in total; Four seventh
grade, Ten eighth grade)

E-mentors Selected from one-on-one class teachers

Passed a training course (Four university students)

System Original learning management system

Contents Drills and videos of five subjects

According to the guidelines, e-mentors were supposed to
send messages at the beginning and end of each scheduled
learning session. The message from the e-mentor was
displayed on the dashboard that the learner saw immediately
after logging in to the LMS, and he or she could respond
with a smiley face emoticon that expressed a positive
response or a crying emoticon that expressed a negative
response (Fig. 5). Students could choose an option not to
respond at all, either.

E-mentors were to check the login status of students at
the start time of their scheduled learning session, and if a
student had not logged in after 10 minutes from the
scheduled start time, the e-mentor had to phone them to
encourage them to start learning. In addition, while the
learner was learning, the e-mentor was instructed to watch
the work in real time and to “understand the learner's
situation with LMS and give advice with the message
function”. These activities by the e-mentors were announced
to learners in advance.
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Figure 5. Screenshots of the learning management system (Top: Schedule,
Bottom: Learner’s dashboard).

The weekly schedule was displayed in the LMS, and
students and e-mentors both had access to that screen (Fig. 5).
Since it was important to know how to use the LMS via the
terminal that the learner used, the e-mentor instructed the
learner for around 30 minutes on the phone how to do this at
the beginning of the first session.

Because e-mentors worked in shifts, they were instructed
to create a daily activity record for each learner they were
responsible for and to share this information with colleagues.
E-mentors were told not to give any subject-specific
instruction to students.

One reason for this is that the e-mentors were also tutors
at Juku A, so teaching could be done face-to-face, which is
more efficient. Furthermore, as a more fundamental reason
for this, Juku A's intention is to create learning habits by
using the content developed for SRL, rather than allowing
students to simply ask questions when they get stuck with a
subject.

C. Collected Data

Several kinds of data were available for this study, as is
shown in Table II. The table indicates two types of data;
quantitative and qualitative. The former includes LMS
access logs, students’ school test scores, and the answers to
multiple-choice questionnaires. The latter consists of the
contents of e-mentors’ messages, free-text answers to the
questionnaire, and the record of interviews with the e-
mentors. The access log data were mainly used for
developing the supporting models in this study and we
analyzed the results of the questionnaires for students and e-
mentors as auxiliary data (see Appendix A and B for all
items of questionnaires). In addition, the learning
environment of the learner and their school life are
considered to have a large impact on actual learning activity,
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TABLE II. AVAILABLE DATA
Category
Source
Profile Questionnaire Access Log

Access logs of
Name of school LMS

Students Grade Pre and Post | Responses to e-
Schedule of tests mentor messages
Online test scores
Access logs of

Work experience LMS
E- Name of Messages
mentors University Pre and Post Recorc%s of training
Major program
Work records
Design
Manager Specification of
of JukuA | ~ } LMS

Guidelines

so we collected data such as the term-end test schedule of the
learner through interviews in order to consider the influence
of extra-curricular club activities and the schedule of school
events.

In this study, we did not evaluate the e-learning content
or teaching methods and considered the change in learners'
test scores as an indirect effect. The reason is that the pilot
program that was the subject of this study was a rehearsal,
with limited participants and duration. Another reason was
that we were trying to achieve SRL ability through learning
support by e-mentors.

IV. RESULTS

First, we discuss the log data and messages that we
analyzed, and then we present the study patterns that
emerged, as well as an analysis of the perceptions of the
students and their e-mentors.

A.  Summary of Logs

Table III shows a summary of the students’ logs on the
LMS. In this paper, log means the number of days they got
accessed to the sessions. It also shows the total number of
scheduled learning days (128) for all the students combined.
There were 96 learning days with messages from a mentor,
11 learning days without messages, and 21 no-learning days
with messages (Fig. 6). Therefore, we analyzed 107 days,
being the total number of learning days. Although it could
provide valuable insights as to why the students did not learn
as scheduled on those 21 days, there was nothing to analyze
because data did not exist for these days.

As described above, the 14 participants learned over the
course of eight weeks in this pilot program. The total number
of logs for learners was 1,504, which account for 107.4 on
average per person. The maximum number of logs was 242
and the minimum was 4 (Table III). The reason for the large
range was that there were learners who dropped out after
learning for one or two days, and that the learning
frequencies were either once a week or twice a week.
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TABLE III. LEARNERS’ LOGS ON LEARNING MANAGEMENT SYSTEM

Days Logs Messages

from Mentor

Total Number (incl. no-learning days) | 128 1504* 258

Average Number per Student 9.14 107.43 18.43
Range | Maximum Value 19 242 38
| Minimum Value 4 4 5

a. Including 106 logs on the days without any messages

No-learning days
Total learning days; 107 with message; 21
1§ |
1 tideys
without
message; 11

Learnin-g days
with message; 96

Figure 6. Breakdown of the total learning days.

TABLE IV. MESSAGE CONTENTS FOR EACH E-MENTOR
Message e-Mentors Total
1 2 3 4 5

Prompt Start 13 32 16 21 1 83
Content of Study 14 29 17 13 2 75
Praise 2 5 4 4 0 15
Learning Pace 3 6 16 2 1 28
Closing Greeting 9 28 7 9 1 54
Other 0 2 1 0 0 3

Total 41 102 61 49 5 258

a. E-mentor 5 worked as a substitute for absentee

B.  Messsages

The total number of messages sent by e-mentors
throughout the pilot program was 258, being an average of
63.3 per e-mentor (with an average of four mentors,
excluding one who worked temporarily as a substitute for an
absentee). The average number of messages was 18.4 per
learner, and 2.4 per study day per learner. As for the contents
of the messages, ones that encouraged students to start
learning were the most common, followed by instructions on
the contents of the learning material, praising learners
concerning pace of learning, and the greeting at the end of
the learning session (Table V).

Among these, instruction on the contents were not the
same as subject instruction which the e-mentors were told
not to provide. Most of them were showing which content
should a student start to learn because he or she often forgot
the last content they learned.

As mentioned earlier, in the guidelines, e-mentors were
to send messages at the start and end of a scheduled learning
session and were instructed to send an additional message if
learning activities were stalling, so it can be said that the
messaging activities were generally based on the guidelines.

Of the 14 learners, two did not use the emoticon response,
and neither learnt much; one student had only four logs on
the single day of logging in, and the other had a total of 27
logs and had two days of logging in. On an individual
message basis, 92 of the e-mentors’ messages received no
response (35.7% of all messages). In the case of many
ignored messages, there were responses to at least one other
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message received on the same day (47 messages), or on a
day when the learner did not log in (22). Therefore, learners
read messages from e-mentors on most study days. One of
the causes of this phenomenon being observed is the system
specifications. The system was designed to be able to send
messages to students who were not logged in.

C. Observed Patterns

In order to confirm the learner's activity history after
receiving the message, we classified the learning log data as
either before or after the day’s initial message from the e-
mentor. As shown in Table V, most logs were recorded after
receiving the first message from the e-mentor. Furthermore,
the log activity before receiving the message includes a
response (reply using emoticons) to a message that could not
be responded to at the previous login, so it can be inferred
that the messages played a role in getting learners to start
learning.

Three main types of learning flow pattern became clear
when we classified the learning processes based on the e-
mentor’s message timing. Type 1, shown in Fig. 7, is the
flow originally assumed by Juku A. In this type, messages
were sent twice, and the learner starts learning online or
responding with the first message. The process is completed
when the learner picks up the cue from the closing message
or completes the session by replying to it. This type
accounted for 34 days out of a total of 107 days.

TABLE V. DISTRIBUTION OF LOG

Before MSG | After MSG | No MSG
Number of Logs | 47 1,351 106
Ratio® 3.4% 96.6% -

a. Excludes the logs on the days with no message from e-mentor

Learner
{ ] E-mentor

\

Reply to the initial message
/ Start learning

¥

Engagement (Tests, Video etc.)

Closing
= e

Finish learning / Reply to

Initial
Message

the closing message

Figure 7. Type 1 learning flow pattern (34 / 107 days).
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With Type 2, the learner begins to learn, motivated by
the e-mentor’s initial message, and ends after the same
amount of time as in Type 1, but the learner receives a
message from the e-mentor three times or more during the
session (Fig. 8). This type is also within the scope of the
guidelines and constitute 40 out of the 107 days.

Type 3 is a flow pattern in which the message is sent
only once at the start and, the same as with Types 1 and 2,
this initiates the online learning. As will be describes later,
the e-mentors did not send a closing message because the
student did not seem to end his or her study session (Fig. 9).
Type 3 was less frequent than Type 1 or 2 and occurred on
12 out of the 107 days.

Learner

E-mentor
Initial
Reply to the initial message
/ Start learning

Engagement (Tests, Video etc.)

Encouraging
0 <:
‘ <:|

Finish learning / Reply to

Closing
Message

the closing message

Figure 8. Type 2 learning flow pattern (40/ 107 days).

Learner
[ } E-mentor
Initial
‘ ¢ Message

Reply to the initial message
/ Start learning

Engagement (Tests, Video etc.)

Over scheduled time

Finish learning

Figure 9. Type 3 learning flow pattern (12 / 107 days).
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Some patterns were observed that were completely
different from these three types. In the no-message type, the
e-mentor did not send any message at all, however, learners
accessed the course material voluntarily on 11 days. There
were also 10 days of learning that did not follow any pattern
and, as was explained previously, 21 instances of messages
that did not results in any learning activity.

Eight learners had at least one day when they did not
learn even when an e-mentor called, and five learners learned
on a day that they were not scheduled to learn. There are
eight students who accessed the LMS on a day when there
was no call from an e-mentor. Of the three students except
five who have studied on a day when they do not plan to
learn, two used the LMS before the actual course started.
One student learned only for one day and then dropped out.
These five students seem to have had a planned strategy to
make up for delays in learning or to modify the schedule
according to their own circumstances.

Table VI shows the distribution of each type in line with
a time series. Two situations are apparent.

First, learning continued after the end-of-term test.
Learners were junior high school students who belonged to
extra-curricular clubs. The course started about 10 days after
the completion of the mid-term test. The term-end tests at the
learners” various schools started from November 21 to
December 8, and finished on November 24th to December
12th, before the winter vacation. It was assumed that the
learners would start learning with the end-of-term test in
mind. However, 11 students continued to study at the same
pace after the end of the end-of-term test. As mentioned
earlier, there were two learners who canceled the class at an
early stage, so only one student stopped taking the class right
after the term-end test.

According to Table VI, the number of days that students
learned after December 11 did not drop significantly, and the
ratio of Types 1 to 3 did not change. It is suggested that such
learners got into the habit of doing e-learning in response to
the messages from the e-mentors.

Second, Types 1 to 3 observed depending on the learner's
situation. This means that individual students followed one
of these patterns, depending on their situation on any given
day. Moreover, Types 2 and 1 were the most common. The
fact that there were many Types 1 and 2 indicates that e-

mentors acted in line with their guidelines. On the other hand,

TABLE VL. TIME SERIES DISTRIBUTION OF LEARNING TYPE

Day Observed Types of Learning Flow Total
/Month 1 2 3 Other No MSG
October 34
(at most 15 days) 13 10 | 4 3 4

1-10/Nov. 3 8 0 2 1 14
11-20/Nov. 4 6 1 1 1 13
21-30/Nov. 3 3 2 2 1 11
1-10/Dec. 6 6 3 1 3 19
11-19/Dec. 5 7 2 1 1 16
Total 34 |40 12 10 11 107
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there were Type 3 learning flow patterns where the closing
message was not sent, and other types were also observed.
Their causes are discussed in the next subsection.

D. Awareness of Students

The effect of the e-mentors’ monitoring was confirmed
by the questionnaire results for the learners. With the post-
program questionnaire, we asked, “I felt I was being watched
over by mentors” (Item number 6) and “”” (Item number 22).
Three out of 13 students (23%) responded negatively to both
items 6 and 22, and this means that more than three-quarters
of learners realized the effect of monitoring.

Looking more closely at the responses of the ten students
who had positively evaluated this effect, seven answered
positively to the item “e-mentor’s presence helped establish a
habitual learning custom at home” and so did eight
respondents to the item, “the message from the mentor is
encouraging”. Nine students chose either “increase the type
of reaction to mentors”, “make it possible to send a text
message to mentors”, or “can make a video call with
mentors” as a necessary improvement plan for learners
(Table VII).

To summarize the findings from the results so far, it can
be inferred that the message from the e-mentor played in role
in getting students to start their sessions, judging by the
reaction to the message and the timing of the learning
activity. Therefore, the support effect was shown to some
extent. In addition, many learners felt the effect of the e-
mentors monitoring them and wanted more opportunities for
discussions with e-mentors.

E.  Perspectives of e-mentors

Regarding the e-mentors’ perspectives, we examined the
post-project questionnaire that e-mentors answered and their
daily activity records. In the questionnaire, among the items
that evaluate their own activities, all the e-mentors gave
themselves the highest possible score for “explained the
operation of the system by telephone at the beginning”.
System operation ignorance is a typical example of initial
problems that are difficult to support in text-based
communication. It was clear that they felt it was necessary to
prevent this. Also, regarding the number of messages, both
“too many” and “too few” got low responses and the
frequency was deemed appropriate.

TABLE VII.  ANSWERS TO QUESTIONNAIRE BY STUDENTS WHO
EVALUATED MONITORING BY E-MENTOR POSITIVELY (N=10)
Positive Answer Communication | Encouraging Learning

(Number) (%) (%) Habit (%)
Only item 6 (4) 4 (100) 4 (100) 2 (50)
Only item 22 (1) 1 (100) 1 (100) 1 (100)
Both item 6 and 22 | 4 (80) 3(60) 4 (80)
€]

(For reference)
Negative answer | 2 (67) 1(33) 2(67)
3)
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On the contrary, on the following items all e-mentors felt
anxiety and dissatisfaction:

e “Sometimes I was worried that the students would

not read my message.”

e “Sometimes the meaning of the reaction from
students was not understood.”

To solve these problems, it is necessary not only to
improve e-mentor’s skills, but also to develop information
sharing functions or communication functions for the LMS.

In addition, we asked how many students could be
assigned to an e-mentor based on this system; they answered
that they could support a range of 10 to 30 students. This
number was higher than the value (8-10 students) that Juku
A expected, so it can be said that the support service can be
further enhanced.

Next, in order to further examine these questionnaire
results, individual semi-structured interviews were conducted
by the first author with all four e-mentors. As a result, all of
them shared the following impressions regarding work and
management:

e They had very little to do during the e-mentoring
because the work mainly involves watching the
students’ progress.

e If the job is the same as during the study, it is
possible to handle more than ten students at a time
by slightly staggering the start times of students.

o I felt that the cooperation of parents was necessary
for students to be able to regulate themselves.”

e  “Even though I worked as an e-mentor, there was no
major change in traditional face-to-face instruction.”

On the negative side, the opinions and explanations of
each e-mentor were as follows:

e  “When I did not want the student to finish studying

at the scheduled end of the session, I sometimes did
not send a closing message.”

e “I wanted to teach rather than monitor, so it was a
job that wasn't very good for me.”

From these statements, the reason for Type 3 in the
previous subsection becomes clear. There was a concern that
the guidelines were not met.

A lesson learned from these results is that useful
information can be gleaned even from results that are
generated when guidelines are not followed, e.g., from the
Type 3 learning flow pattern.

V. CONCLUSION AND FUTURE WORK

In this section, we discuss the limitations of the study
before we come to the discussion of our conclusion and the
recommendations for future work to be done.

A. Limitations

Although this study was an on-site trial that created a
situation as close as possible to the actual environment, it
had several limitations, and data was collected under the
following constraints:
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e Data was collected in a small-scale program (14
learners participated) and a program conducted for a
limited period (about two months).

e Participants in the pilot program were recruited, and
only those who had a network line at home and a
terminal that could be used for learning were
selected. In other words, it was a program aimed
only at those who were highly motivated and well
equipped.

e An e-learning schedule was established that fully
reflected the learner's wishes. That is, there was no
direct support for the planning phase of SRL, and the
learner him- or herself alone decided the e-learning
schedule.

The impact of these constraints on the extraction of
learning patterns can be described as follows. First, because
the number of learners was small, it was impossible to
examine data using a strict statistical hypothesis test, and it
was not possible to form a learner model based on causal
relationships. Furthermore, it was not possible to confirm
long-term effects, especially the establishment of attendance
habits.

B. Discussion

We observed three major patterns or types of learning
flow through the pilot program. Two of them (Type 1 and 2)
followed the expected processes and the rest (Type 3 and
others) showed unexpected flows. According to the post-
questionnaire, ten out of 13 students felt the effects of being
monitored by e-mentors although their activities were quite
limited. Type 3 should be the prototype of minimum support
model because this shows some proficiency with SRL;
starting on time using a message as a starting cue, features of
self-control, and concentration on their work. Type 3 also
shows the possibilities that may lead to the establishment of
students’ learning habits, which is one of the major
characteristics as an expert self-regulated learner [20].

It is possible to increase the number of learners per e-
mentor to at least ten for Type 3, judging from the comments
of e-mentors. In addition, the treatment of learners who
continue learning even when they reach the originally
scheduled end of the session should be added to the
guidelines. In order to establish learning habits at home, it is
considered effective to add an information supplement and to
request the parents to cooperate.

Lastly, when e-mentor candidates are selected, those who
are convinced that an e-mentor has a different role from an
instructor should be chosen.

C. Future Work

These are the points that should be improved upon and
the issues to be addressed in order to devise methods for
starting full-scale e-learning and a learner support service:

1) Development of management methods and systems
that enable e-mentors to work effectively and efficiently

Specifically, how to arrange e-mentors’ work shifts, how
to improve the existing guidelines for e-mentors, what
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information should be offered to e-mentors, and what
interface of the LMS should be presented will be considered.
We plan to apply learning analytics knowledge that uses
learner's own information and data recorded in the LMS in
order to address these issues.

2) Support in the SRL phases other than the
performance phase

In this pilot program, support during the performance
phase was carried out, and we will develop support methods
for the planning phase and the reflection phase for the sake
of providing appropriate interventions in SRL.

3) Methods of fading or removal of the scaffold

As mentioned at the beginning of this paper, Juku A aims
to provide e-learning as an opportunity for students to
acquire SRL ability and to encourage them to become self-
regulated learners. This means that it is not desirable to
continue learning support in the performance phase, and it
should change to a situation where students continue to learn
systematically without direct learning support, so that no
students have to rely on e-mentors.

To achieve students’ SRL, fading practices that reduce
support and help students to acquire autonomy are important.
In this pilot program, we did not reach the stage of fading, so
how to do fading without difficulty, in particular how to lead
students who act according to Type 2 to Type 3, is one of the
major future challenges.
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A.

APPENDIX

Post-Course Questionnaire Items for Students (Likert Scale, 1: Not at all agree- 4. Totally agree, Excerpt)

Q1. Please circle the number that best describes your current thoughts and situation regarding the “smart drill” and e-mentor
assistance you received this time. If you selected “Yes” in the last question (No. 25), select the function that could not be
used.

Nel

. I could learn by flowing my plan.

. Messages from e-mentors encouraged me.

. I'tried to learn earlier than scheduled time.

. There was a day I was never motivated for the soul of me.

I could immediately learn how to use Smart Drill.

. I felt I was being watched over by mentors.

. Explanation movies were able to be played without problems.
. Smart drills are more suited to me than going to Juku.

. I started learning from my favorite subject.

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.

I started learning from my weak subject.

It took longer than I expected to study once.

It was good to know right and wrong answers immediately after I answered.
I sometimes ignored messages from mentors.

I was encouraged to see a chart showing the progress of my learning.

I was able to use Juku and smart drill separately.

It was interesting to study with a smart drill.

I sometimes felt sleepy with a smart drill.

With smart drills, I was able to study more intensively than at school.

I felt pressed when I got a call from a mentor.

I thought there might be more difficult learning content.

It was good that learning to solve the problem was the main program.

I felt I couldn't skip because there were mentors.

There should be a function to ask questions to mentors.

This program will help me get into the habit of studying in my home.

Some functions were not available on my home computer or tablet. (For this question alone, the choices were yes or no.)

If you answered ‘No’ in the previous question, select all the functions that you could not use and enclose them with a circle.

B.

Options: 1. Drill, 2. Movie, 3. Test, 4. Learning Time, 5. My progress of Learning

Post-Course Questionnaire for e-Mentors (Likert Scale, 1: Not at all agree- 4. Totally agree, Excerpt)

Question 4. Please circle the number that best applies to the learning support you have provided and the system, Smart Drill,

yo

u have used.
I supported students without any problems.
I was sometimes worried whether students were reading my messages.
I understood the contents of the mentoring guidelines.
Information sharing notes, mentoring reports, were useful for business transfer.
I sent too many messages to students.
I sent too few messages to students.
I sometimes couldn't wait and watch and called a student.
It’s good for us to have explained the operation of the system by telephone at the beginning.
I sometimes didn't understand the meaning of reaction from students.
. I sometimes wanted to write a longer message.
. I knew exactly what the students were doing on the system.
. There were many changes in the learning plans.
. It would be useful if you could see the screens that the students were operating.
I want more detailed guidelines.
. T'had a direct consultation with a learning coach or chief mentor.
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Question 5. Based on this experience, how many students do you think can support? Write the approximate number of people
in increments of 10 people. (Example: I can support up to 50 students.)
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Abstract—Continuous efforts on TV technology have been carried  size of the image cells becomes smaller due to the high-
out over the years with respect to resolution enhancement. resolution. The best way to reduce noise in a high-resolution
Currently, 4K TV is a standard TV and 8K broadcasting is  video is to increase the sensitivity of image cells’ photoelectric
planned to begin in December 2018. High resolution in con-  effect. However, in order to achieve this, there are technical
junction with low noise is an essential figure of merit in video limitations, which need to overcome. Even high-end mature
systems. Unfortunately, any increase in resolution unavoidably HDTV Cary‘neras may have pulse noise called “Shot noise”

increases noise levels. A signal processing method called “noise d lighti diti h ight ti hooi
reduction” or “noise reducer (NR)” is often used to reduce noise. under poor lignting conditions, such as nig Ime shooting
or shooting in a dark room.

However, accurate noise level is needed when NR method is ! - .
employed. Noise level depends mostly on lighting conditions and Noise reducer (NR) is a technology able to reduce noise
is estimated by comparing adjacent frame difference. However, in video systems by using signal processing techniques. Al-
the frame difference is generated by moving objects as well as though, a large humber of NR algorithms have been reported
noise. Therefore, it is essential to determine whether the frame most of them are complex and only compatible with still
difference is caused by the moving objects or by the noise, which jmages. The use of such an algorithm in real-time video
noise 'e""e'. ddete"t'ot” must be ach'ec‘i"";b'e |nkrgal-t|m|et.cond$||3ns complex NR algorithms are not suitable for use in real-time
snce i o systems ar requred o vork 1 eame: TS | video systems. Anothe issue s the abify o defect accurae
detection. In this paper, two noise level detection algorithms are noise levels in video/image system; befqre applying noise
presented. The combination of two of them is a concise algorithm ~feducing techniques. In case of real-time video systems, noise
able to accurately detect the noise level and work in real-time |€vels should be detected in real-time as well. Adjacent frame
conditions. difference is a basic method to detect noise levels. However,
noise, as well as moving objects, is contained in the frame,
which makes the detection of accurate noise levels in a real-
time video a difficult task. In this paper, a real-time noise level
detection method is proposed [1].

. INTRODUCTION This paper is organized as follows. In Section Il, related

A dramatic change in imaging technologies has takerfvorks of NR and noise level detection are explained. In Section

place in the 21st century. High Definition Television (HDTV) !Il, two noise level detection algorithms are proposed. In
broadcasting started only 20 years ago and at that time HDTVEction 1V, S|mula'g|on results are presented_. In Section V, the
sets were expensive. Today, HDTV is already a part of histony2dvantages and disadvantages of the algorithms are discussed
4K TV broadcasting started a couple of years ago and 8 nd Fhe combmatlon of two o_f them is investigated. Finally, in
satellite broadcasting is started in December 2018. Althougip€ction VI, conclusions of this work are presented.
significant advances have been made in video resolution,
imaging technologies are based on the same principle, i.e., Il RELATED WORKS
the photoelectric effect. Imaging devices primarily comprise  Conventional NR uses spatial or temporal digital filter to
of photoelectric cells and the number of electrons generatetkduce noise [2]-[6]. Many NR methods are used for still
by each cell is proportional to the number of photons receivedmages. They are spatial digital filters. Generally, the spatial
by the cell. As the resolution increases from HDTV to 4K digital filters cause image blurring. Although the common
and then to 8K, the size of the image cell decreases, i.e., thmethod is NR with wavelet transformation [7]-[10], the ap-
number of photons per image cell is inversely proportional toplication of this method in videos is difficult: because real-
the resolution. Therefore, it is necessary to amplify the electricime performance is required. Hence, an NR with a recursive
energy of a video signal at the output of a video camera. temporal filter [11] is the only practical real-time method used
The electrical energy generated by the image cell is amplifor videos. Figure 1 shows the signal flow of the conventional
fied by a pre-amplifier for each pixel. An amplifying process NR method with the temporal recursive filter. The input is a
always results in thermal noise called “Gaussian noise.” Thaoisy video frame, and the frame memory stores the previous
level of noise is inversely proportional to the electric energyoutput frame, wherex (0 < o < 1) is the NR parameter.
generated per cell. This is because fewer photons generatigher values of thev indicate a higher NR effect. However,
a lower voltage signal that requires amplification to achievet is necessary to know the accurate noise level for the NR
the appropriate voltage level. As HDTV, 4K, and 8K are to work. Generally, videos comprise a wide variety of content
high-resolution systems, the noise level increases because tivith different noise levels. The differences are also caused

KeywordsVideo noise reducer; 4KTV; 8KTV, Real-time; Non-
linear signal processing; Image quality.
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Figure 1. NR with recursive filter

by lighting conditions. In the development of automatic, real-

time NR hardware, the NR parameter must be set properly in
accordance with the actual noise level of a video. Although the
adjacent frame difference is the basis of noise level detection,
the frame difference is the result of noise and the moving
areas.

Only a few proposals for noise level detection methods
in videos are available. The wavelet transformation is used
for the noise level detection [12], [13], but its real-time work
application is difficult owing to its high processing cost.

The spatial and temporal digital filter is simple and is used
for noise level estimation with low cost [14], [15]. Gaussian
noise can be detected by applying high-pass filter, such as
Sobel filter and Laplacian filter. However, these filters detect
both noise and temporal moves of videos: the noise level is : o s Ty N
overestimated if the video includes fast and complex moves, (b) Frame difference of (a)
such as camera works and object moves.

In the authors’ previous works, a noise level detection
method, which uses a bilateral filter has been proposed [16].
However, the bilateral filter also comes with a high hardware
cost. A noise level detection algorithm is essential not only for
the real-time function but also the accurate determination of
the actual noise level. The method that uses the bilateral filter
fails to perform when the noise level is high. Therefore, some
improvements are necessary to address these issues.

Ill. PROPOSEDMETHODS

In this paper, two noise level detection algorithms for high
and low noise levels area proposed, and the combination of
these methods is considered.

(c) appropriate areas of (b) for noise level detection

A. Noise Level Estimation

A video has three axes, namely, vertical, horizontal, and the Figure 2. Video frame and frame difference
frame. The plane that consists of the vertical and horizontal
axes is called spatial, whereas the frame axis is called temporal.
By comparing the correlations of spatial and temporal, th P
spatial correlation is stronger than the temporal. The conveei-s 'trtlwecessar'y ' '|I:'h € flatzareas shown in Figure 2 (a) are marked
tional NR [11] uses the temporal characteristic, as does th&"h greenin Figure ©). o )
noise level detection algorithm. However, the adjacent frame There are two characteristics of the frame differences for
difference is the most effective method to detect the noise levefeparating the flat areas and moving areas. The frame differ-
but it involves two types of signals: frame differences cause@nce caused by moving objects has shapes and areas, whereas
by noise and that by moving objects in a video. that caused by noise is isolated. Moreover, moving objects have
Figure 2 i”ustrates some examp|es_ Figure 2 (a) presen[l@.rge fl’(?lme dlﬁerence Va|ueS, WhereaS noise Often _ge_nel’ates
the frame of a video [17]. In the sequence, trees and Ieave’ﬂ“a” difference values. Base_d on these characteristics, we
rustle in the wind. Figure 2 (b) shows the frame differenceintroduce two NR methodologies.
caused by the trees and leaves. The noise level can be obtained .
by the standard deviation of the frame difference values i Frame Difference and Threshold Process
the flat areas because the frame difference in the flat areas As discussed in Section IlI-A, the frame difference values
is created by noise. Thus, separating the flat areas with framesaused by the moving objects are larger, thus, distinguishing
difference caused by noise from the areas with moving objectthese two using a threshold process is possible. Figure 3 shows
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Frame difference Frame ditterence
Video Frame Noise level Noise Video Frame Area Noise level | Noise
. Threshold ] . ; ; ;
input memory calculation level input memory filter calculation level
Canny Edge
detection
Figure 3. Frame difference and threshold process Figure 5. Proposed method 1
-» -
Input Output Input Output
(a) Interest pixel as flat area (b) Interest pixel as moving area
Figure 6. Examples of area filter process.

Based on the input to the frame difference detection,
Figures 5 and 3 are similarly presented. The frame difference
is distributed into three blocks: the area filter, the Canny
Figure 4. Areas detected using the frame difference and threshold procesgdge detection, and the noise level detection in Figure 5. The
function of the area filter is illustrated in Figure 6, and is
a symmetric nonlinear type of filter. The center pixel value
is processed with the surrounding pixel values and has two
arameters, the kernel size and the threshold level. The kernel
ize is5 x 5, as shown in Figure 6. The input of the area filter
the frame difference and has positive and negative values.
In the area filter block, the frame difference is processed
h an absolute function to render all values positive. The
bsolute values are identified using the algorithm presented
Figure 6. The white pixels indicate values exceeding the
eshold level, whereas the black pixels are equal to or less
an the threshold level. If the number of the surrounding
ixels exceeding the threshold level is the majority, the area
Iter decides the interest pixels as the moving area, otherwise,
decides the interest pixels as the flat area. As shown in
gure 6 (a), the number of pixels exceeding the threshold is

the block diagram of the noise level detection with frame
difference and threshold processing. The frame difference i
detected using a frame memory and the input frame. In th
threshold processing, only a small frame difference is selecteos,
and its values and pixel humbers are sent to the noise levﬁ'/it
calculation block. In the noise level calculation block, the
frame difference values and pixel numbers are accumulate
The average noise level can be measured using these e,
values. Figure 4 shows the candidate of the flat areas usir}%
the frame difference and threshold process. However, thi
method also incorrectly identifies the frame difference cause
by moving objects in the tree areas. The moving objects d(i)[
not always produce large frame difference values. With thef:i
luminance-level difference between the moving objects and "o \yhite bocks), and the number equal to or less than
the background, the frame difference values are small and cgfi, i, osho1d is 14 (the black blocks). In this case, the output
sometimes generate similar values to those caused by nois

St the center pixel is as the flat area. As shown in Figure 6
Although the frame difference between the blue sky and th ' oo :
trees is substantial in the video shown in Figure 2 (b), th b), the number of pixels exceeding the threshold is 14 (the

frame difference among the tree leaves is minimal and simila lack blocks) and less than or equal to the threshold is 11
g the ) ; I the white blocks). Therefore, the output of the center pixel is
to the values caused by noise. The incorrect identification du

I X ; ; N s the moving area. By using the following method, we can
to similar magnitudes in change between moving Objects anfoo .+ most of the moving areas in Figure 4, but not quite all of
noise is the problem with this method.

them. Therefore, we also introduce the Canny edge detection.
i i The Canny edge detection identifies the continuous edges in
C. Proposed Method 1: Area Filter and Edge Detection the frame difference. These edges are caused by the leaves. A
As shown in Figure 4, the frame difference caused by theouple of pixels around the Canny detected edges are obtained
tree leaves is detected as the flat areas for determination &fom the Canny edge detection block. By using the logical OR
the noise level. Although the moving objects, that is, treeon the area filter and edge detection blocks, the appropriate
and leaves, result in large frame difference values, some caareas for the noise level detection are accurately detected.
be quite similar to the nearby areas, such as white shinin ) )
leaves and the blue sky. The shining leaves and the skg.DProposeq Method 2: Isolated Point Removal and Motion
produce small frame difference, such as noise because th&Pmpensation
have similar luminance levels. To prevent this issue, we need The proposed method 1 shown in Figure 5 can accurately
to connect these areas and exclude the spaces from analysigtect the noise level when standard deviation is less than 9.
Thus, we introduce the area filter and Canny edge detectiowe will discuss the problem in the following section in detail.
[18] illustrated in Figure 5, to improve the noise level accuracy.To address the problem that arises when standard deviation is

2019, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



International Journal on Advances in Telecommunications, vol 12 no 3 & 4, year 2019, http.//www.iariajournals.org/telecommunications/

54
Frame difference
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Figure 7. Proposed method 2-A

Input Output Input Output

(a) Interest pixel in moving areas (b) Interest pixel in flat areas

Figure 8. Examples of isolated point removal process

Frame difference

. - Isolated N .
Video Frame N Motion Noise level | Noise

. . point R
input | |memory| |compensation calculation| level
- removal vy

Figure 9. Proposed method 2-B

(b) Proposed method 2-A

higher than 9, we have proposed another method.

The signal flow of the proposed method 2-A for a high-
level noise is shown in Figure 7. The frame difference detection
process of the input and frame memory blocks in Figure 7 is
the same as that in Figure 5. The frame difference is distributed
into two blocks. The first one is the isolated point removal
block and the other one is the noise level calculation blockwhich is larger than 5. The process identifies the area to be the
As discussed in Section llI-A, the frame differences are Causedujving area. As shown in Figure 8 (b), the pixel of the white
both by moving objects and noise. Given that noise level camrea contains 4 pixels, which is less than 5. In this case, the
be detected in flat areas, discriminating the flat areas withyixel is determined to represent the noise, and it is removed.
noise from the entire frame is necessary. Generally, the frame Many frame differences are present in the frames. These
differences caused by noise in flat areas are isolated. Whefifferences have larger values when a video includes camera
isolated point removal is used, the output of the isolated poinfvorks, such as panning and tilting. However, the threshold
removal block can be the same as the frame difference causggocess cannot detect the frame difference accurately for the
by the moving object, and the noise level can be estimategioise level detection. Thus, we also introduce a block-based
using the areas excluding the detected moving areas. motion compensation to detect and reduce moving areas in

The isolated point removal process is shown in Figure 8the frame difference. The proposed method 2-A with motion
The center pixel in Figure 8 is the interest pixel. Figure 8compensation (method 2-B) is shown in Figure 9. The process
(a) shows an example where the interest pixel is the movingf the motion compensation block; the frame is partitioned
area, and Figure 8 (b) illustrates the noise on the flat area. Thato blocks of pixels, and each pixel of a block is shifted
input is the frame difference. Moreover, the absolute value ofo the position of the predicted block via the motion vector.
the frame difference is calculated and is binarized using thehis process is common in the discussions of video coding
threshold level. The pixels shown in Figure 8 are the resultechnologies, such as MPEG-2, MPEG-4, and HEVC. Further-
of the binarization. The black areas are below or equal thore, we Verify and discuss the performance of the motion
the threshold level, indicating the flat area. Meanwhile, thecompensation in the following sections
white areas are higher than the threshold level, which are
candidates similar to the moving areas or the noise on the flat
areas. Using only the flat areas is necessary for the noise level The comparison of the areas for noise level estimation with
estimation. Thus, in the isolated point removal process, théhe proposed methods 1 and 2-A is shown in Figure 10. The
candidate pixels in the white areas are removed if the pixefjreen areas show the flat areas that are used to calculate noise
is isolated and identified as the noise on the flat area. Thkevel, and the black areas show the estimated moving areas.
parameter of the pixel size of the noise is used and the pix@aComparing the proposed method 1 and 2-A, they use different
size is set to 5 pixels, as shown in Figure 8. As presented iareas to calculate the nose level, thus, combining two methods
Figure 8 (a), the pixel size of the white area contains 7 pixelsit is able to estimate wide range of noise levels.

Figure 10. Areas for noise level estimation
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(c) Sequence 3

(d) Sequence 4

Figure 11. Test sequences

IV. EXPERIMENT method are overestimated and demonstrate large variance. The

Simulation experiment was conducted to verify the perfor-estimated results for the proposed method 1 are the most
mance of the proposed methods. Different levels of noise wergccurate and have the smallest dispersion of results. However,
added to video sequences, and the accuracy of the estimatitf estimation is not possible with the noise standard deviation
noise level determined by each method was compared. exceeding 9 because there are few or no appropriate areas for

calculating noise standard deviation. The proposed methods

A. Test Sequences 2-A and 2-B returned fewer errors and demonstrate more con-
istent estimated results than the frame difference. However,
rge errors tend to occur when the noise standard deviation
; 3 . Is less than 3. A comparison of the results for the proposed

f?i,\./z)’l-? S_?_\t/ht(alpg%%o:eld ggg;h\?%z § éeanirf cgs(?le?]“gﬂ (fv.vi).irr hr%ethods 2-A and 2-B, with and without motion compensation,
’ ; q rgsemonstrates that motion compensation is effective in certain

Figure 11 were used in this experiment. Sequence 1 contai o 2
the train moves from the back to the front while the camera2Ses: However, it increases the cost significantly because a

pans. In Sequence 2 the woman stands at the same positiB‘?\al'Ume motion compensation requires large hardwa.re.'
while only the background moves. The background is inset Figure 13 shows the estimated noise standard deviation for

with chroma key. Sequence 3 is a pop music show videcgI frames of sequence 1 (Figure 12 (a)). Figures 13 (a) and

Noise levels in general videos were estimated using th
frame difference (Section 3.1), the proposed method 1 (Secti

: : ; ) show the estimation results for the proposed methods 2-
Sequence 3 is called confetti and contains flash. Sequen gand 2-B when the noise level is larger than 9. Here the

4 looks similar video sequence as Sequence 2. The wom S o .
stands at the same position while only the background zoon‘?iax'S is the frame n;Jmhber, and the K'a);'s IS thehestlmat:ad
back with chroma key. Sequence 5 shows the teams enter tizsdard deviation of the noise in the frame. The results
march and the camera tilts vertically. All sequences includeé’ecome constant if the noise level estimation is correct.

moving objects and various camera actions, such as panni In sequence 1, the train is moving with camera panning

and tilting. Gaussian noise with different standard deviationzc%minaetso tésr?'lof\rlzmdeusr’inthi?aéhees qaér(l)nltr;g 4‘;[8 p?h-errhee i;ri'g
(1, 3,5,7,9, 11, 13, and 15) was added to the videos. 9 :

motion in frames 420-450. As shown in Figures 13 (a) and
B. Experimental Results (b), the effect of motion on the estimation result is negligible,
. - gnd the results become constant.

The experimental results are shown in Figures 12 and  Tpg results for all test sequences are shown in Figures 15-
13. Figures 12 (a)-(e) show the results for sequences 1-pg regpectively. Here the x-axis is the frame number, and the
respectively. The figures show the estimated standard deviatiQn,,is is the estimated standard deviation of that. All the results
for each level of added noise. The x-axis is the standardyoy the same tendensies. The frame difference does not show
deviation of the noise added to the test sequence, and the y-ai$s accurate standard deviation and it changes dramatically de-
is the estimated standard deviation of the noise in the sequen nding on the moving objects. The proposed method 1 gives
The marks show the median values of the estimated standalffy,ost accurate standard deviation when the noise standard
deviations. If the estimated noise level is correct, the resulfieyiation is lower than 9. However. the proposed method 1
has the same value as the added noise standard deviation, i€,es not work when the standard ,deviation exceeds 9. The
y = x. The bars indicate the minimum to maximum range,onosed method 2-A produces good results when the standard
of the estimated noise standard deviation, which shows thgeyiation is higher than7 except for Sequence 5. Sequence

variation of the results in the sequence. _ 5 has both moving detailed objects and the camera tilting
In Figures 12 (a)-(e), the results for the frame difference
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Figure 12. Results of estimated noise standard deviation. (a) - (e) show the results for sequences 1-5, respectively. The estimated results of all frames of th
video sequence are accumulated. The marks show the median values of the estimated standard deviations. The bars indicate the maximum and minimum valt
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Figure 13. Results of estimated noise standard deviation in time axis for sequence 1 using the proposed methods (a) 2-A and (b) 2-B

(c) Proposed method 1, standard deviation 7

Figure 14. Areas of calculated noise standard deviations for one frame of sequence 1

movement. Two different motions generate frame differenceadded Gaussian noise are shown in Figures 14 (a)-(b) (standard
with different properties. A new method should be added tadeviation 3) and Figures 14 (c)-(d) (standard deviation 7).
improve performance. This is a future work. Here, the white areas are estimated moving areas; thus, only
the black areas are used for noise estimation. When comparing
Figure 14 (a) with Figure 14 (b), and Figure 14 (c) with Figure

) ) o ) 14 (d), the moving areas estimated using the proposed method
Comparisons of the areas for noise estimation using the are thick; however, there are few areas for noise estimation

proposed method 1, and the proposed method 2-A are showghen the noise level is high. Since the proposed method 1 fully
in Figure 14. The estimated noise areas for sequence 1 with

V. DISCUSSION
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proposed method 2-A (c)
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Figure 18. Results of estimated noise standard deviation in time axis for sequence 4 using the frame difference (a), the proposed method 1 (b), and the
proposed method 2-A (c)
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Figure 19. Results of estimated noise standard deviation in time axis for sequence 5 using the frame difference (a), the proposed method 1 (b), and the
proposed method 2-A (c)

eliminates moving areas, the noise level estimation becomes The proposed method 2-A shows higher noise level than
accurate. However, the noise estimation does not work witlthe actual noise level. Even if a noise level higher than the
high level noise due to few or no available estimation areasactual level is used for the noise reducer, it has little effect
In contrast, the estimated moving areas using the proposesh the image quality. When the higher noise level than the
method 2-A are thin; therefore, the moving areas of the frameactual level is input to the noise reducer the noise reducer
with high level noise are detectable. works stronger. However, at this noise levet: £ 9), there

As described in Section IV-B, the proposed method 1 carns considerable visual degradation and the effect is difficult to
detect low level noise accurately when the standard deviatioperceive.
is less than 9. However, this method requires improvement to In our experiment the proposed method 2-A did not show
detect high level noise when the standard deviation is highethe good result in Sequence 5. Sequence 5 has mainly three
than 9. In contrast the proposed methods 2-A and 2-B camotion factors. They are vertical camera tilting, marching
detect high level noise when the standard deviation is 5 opeople, and others including noise. The global motion vector
more. Therefore, we propose combining the proposed methoasn cover the vertical camera tilting. Although the marching
1 and 2-A, i.e., when the detected noise level is less than Qeople move almost the same direction, each person moves
the proposed method 1 is appropriate and when the detectelifferently. The motion compensation can cover marching peo-
noise level is equal to or higher than 9, the proposed methogles movement as a group. However, the motion compensation
2-A is appropriate. Moving compensation can improve noiseannot cope with each persbiss movement. If local motion
detection accurately; however, it requires significantly morevectors are used, the accuracy of the motion detection would
expensive hardware. be improved. It would improve precision of the noise level.
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However, it requires significantly more expensive hardware angis]
it also increases cost.

VI. CONCLUSION [16]

In this paper, real-time noise level detection algorithms for
videos were proposed. They consist of two ideas because it
is difficult to cope with the wide range noise level detection.[17]
The proposed method is a combination of the low noise levell8]
detection methodo( < 9) and the high noise level detection
(o < 9). The simulation results demonstrate that the best
results can be realized by combining two methods. Although
further research is required, the proposed method showed
satisfied results. In future, we intend to develop a way to switch
between methods automatically and to control NR using the
proposed methods. Ultimately, we hope to develop real-time
noise reduction hardware that controls noise level parameters
automatically.
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