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Joint Demand Regulation and Capacity Management for Multi-cellular Clusters - a

Stochastic Meanfield Control Approach

Abheek Saha

Hughes Systique Corporation

Email: abheek.saha@hsc.com

Abstract—Mean-field theory is a significant recent develop-
ment in the field of stochastic optimal control. By allowing the
optimal control functions to take into account not only the state
of the individual agent, but also the common state of an entire
ensemble of mutually inter-dependent agents, mean-field theory
allows us to model ensembles of autonomous agents pursuing
individually optimal trajectories in a shared environment. In
this paper, the application of stochastic optimal control has
been shown for a very standard problem of cellular networks,
the optimum resource allocation problem. In modern cellular
networks, the optimal resource assignment for individual cells
has to take into account the loading of the entire network, since

user stations are free to adjust transmission rates and migrate
among cells and cells, while cells can also trade bandwidth
between themselves. The problem is to achieve an optimal
matching of available resources to the individual demands for
capacity, taking into account the temporal and spatial variation
in demand. By modelling the demand and capacity and their
mutual interaction using mean-field theory, it has been shown
that the matching problem can be cast as a distributed optimal
control function. We have used a novel method to solve the
corresponding mean-field game and demonstrated that the
solution provides an effective mechanism for demand regulation
and capacity assignment.

Keywords—mean-field games; stochastic control; distributed
resource allocation; distributed optimization; adaptive rate control.

I. INTRODUCTION

Stochastic optimal control is a powerful technique to

control time-varying systems with a random component in

the inputs. Developed over the last fifty years from the base

of variational inequality and dynamic programming, it has

been applied in multiple disciplines ranging from finance

to oil exploration and medical trials. By leveraging the

fundamental strength of stochastic calculus and optimization

theory, stochastic optimal control can help in developing the

control law which is used to control live processes in the face

of unknown, time varying inputs.

Wireless cellular networks have to deal with the problem

of efficient resource allocation, and it is well known that

this can be modelled as an optimal control problem [1].

In modern cellular networks the network resource allocation

function has to deal with varying adaptive user demand as

well which is also a stochastic processes. Application of

stochastic optimal control to wireless networks, however, has

been sporadic [2][3][4]. The immediate reason for this is

that optimal control problems do not easily yield analytic

solutions. In fact, most of the work in optimal control theory

is limited to linear and linear quadratic state equations.

Wireless protocol stacks are based on more complex laws.

However, there is a second, more difficult problem to solve.

In the cellular wireless world, there is the problem of inter-

node interdependence. This was recognized even in the 2nd

generation wireless networks, which were designed to be

interference constrained. Wireless networks of the 4th and

5th generation have taken this one step further. They are

built around the principles of dynamic inter-cell coordination

and cooperation for managing resources and matching them

to demand. The need for cooperative resource management

protocols is driven by two factors. The first is the ability

of individual user terminals to use larger and larger bands of

spectrum, while the overall network is spectrum-conservative;

hence network nodes must be able to deploy spectrum

flexibly in response to hotspots of demand, while minimizing

the overall spectrum deployment. The second is the need for

networks to dynamically adapt to large variations in demand,

both spatially and temporally. Cellular networks are being

moved towards newer and newer business cases such as wide-

area connectivity for cellular networks supporting Internet

Of Things, connected vehicles, etc. Most of these use cases

are dependent on network nodes being able to flexibly adapt

to new patterns in user behaviour. Hence, the paradigm of

dynamically shared resources and network node cooperation

is here to stay. There is wide-spread theoretical and practical

interest in Coordinated Multipoint networks in 4G, Hetnets

and Inter-Cell Interference Coordination (ICIC/eICIC). In-

deed, the 3rd Generation Partnership Project (3gPP) has

introduced the X-interface between network nodes as an

explicit means of inter-node coordination in real-time, in

order to make coordinated network operation possible.

A. Optimal Control for Wireless Networks

Network nodes are independent, yet coexisting agents,

tied together by the constraints of shared resources and

shared environments. In this situation, an optimal control

law which treats the network node or cell as an individual

agent and optimizes its performance in an isolated manner is

not very useful and can result in severely degraded network

performance. To apply optimal control theory to wireless

network resource allocation problem, one would need to

model the impact of resource usage by one node on the

rest of the network. One solution is to try to solve the

problem simultaneously by constructing as a N -dimensional

control equation for all network nodes, i.e., the network state

becomes a vector of states, one for each agent. This however

leads to the dimensionality problem as the number of degrees

of freedom increase as O(n2). It also requires a degree of
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simultaneous coordinated control that is not feasible in most

wireless networks.

A strictly adversarial approach (such as used in game the-

oretic techniques) has also been used with interesting results.

In reality, network nodes cannot afford to be completely

adversarial, since they are not operating in cooperation,

not competition of each other. For example, it may make

sense for a given node to hand over load to another node

or to take over load from another node cooperatively. In

these situations, the objective is to optimize overall network

capacity, not individual node capacity. However, it is still

possible to solve this problem as a game, by writing the utility

function to take this into account. A second problem is that

game theoretic approaches require inter-node negotiation,

which requires a very large amount of signaling between

nodes and their neighbours. This makes the game-theoretic

solutions analytically difficult and hard to scale to a large

number of nodes.

What is needed then, is a way to abstract the bulk state

of the network and construct a common model for demand

and capacity and their mutual interaction. The model should

take into account both the effect of the network state on the

individual agent, as well as the effect of the independent

actions of the nodes and how it impacts the bulk network

state in turn. As shall be seen below, the mean-field model

provides exactly that.

B. The Mean-Field Extension to Stochastic Optimal Control

Mean-field theory originated in particle physics, where it is

used to model the behaviour of a large number of particles

within a single field. The states of the individual particle

follows statistical laws, which is controlled by the field itself.

However, its application to optimal control theory is relatively

recent. It was only in the first decade of the 2000s that Lasry

and Lions [5] and independently, yet nearly simultaneously,

Minyi Huang and his team [6] kicked off a concerted

research effort on optimal control of multiple interacting

stochastic processes by modeling their interactions through a

shared global variable called a mean-field constraint. Optimal

control problems of this nature are called Mean-Field Games

(henceforth MFG). The term field here is similar to the use of

field in classical physics; a common, network-wide influence

which modulates individual nodes in the field and is also

modulated by them, under the control of a universal field

equation.

The authors above showed that MFGs can be modelled as

an extension to stochastic optimal control theory, by allowing

the empirical distribution of individual network node states

to be included in the transition and cost functions. This

provides us a mechanism for incorporating the network state

variables into individual node decision control algorithms.

For example, Huang et al. in [7] use mean-field stochastic

control as a way of optimal power control in wireless

networks. Wireless nodes have to set transmission power

so as to maximize the Signal to Interference Ratio (SIR),

yet minimize cross-neighbour interference. In this case, the

latter is modelled in terms of the empirical power distribution

across the network.

C. Objective and Structure of the paper

In this paper, stochastic control with mean-field constraints

has been applied to the problem of cellular resource al-

location. The focus is to model the demand capacity gap

in a multi-cellular environment and how this has to be

incorporated into a dynamic model for aggregate demand in

the per-cell level. By using rate adaptation models from the

existing literature, this interaction and the resultant demand-

capacity allocation problem has been modelled as a stochastic

game, which can be solved to get a common optimal control

law. A closed-form analytic solution has been worked out for

a non-linear stochastic MFG which, to our knowledge is the

first that has been presented in the existing literature.

The rest of the paper is organized as follows. In Section II,

we introduce the problem in more detail. In the next Section

III, we review the existing state-of-the-art in the area of

cellular resource management and establish the contribution

of this paper in contrast to the current literature. In Section

IV a mathematical model has been defined for modelling

adaptive user traffic, which is going to be the basis of the

theoretical model. Section V contains an introduction to

stochastic optimal control and its extension to the mean-field

constrained game, along with the adjoint equation technique

that shall be used as a basis for the solution of this game.

In Section VI, the model demand regulation problem is

introduced as a mean-field stochastic game and a closed form

solution is presented. The success of the demand regulation

algorithm is established through simulations in SectionVII.

Finally, Section VIII contains the conclusion, analysis and a

roadmap for future work in this area.

II. PROBLEM STATEMENT - DYNAMIC RESOURCE

MANAGEMENT IN WIRELESS CELLULAR NETWORKS - A

SURVEY OF EXISTING LITERATURE

The resource management problem of cellular networks

has been studied as part of dynamic network optimization

since a long time and is seen as a fundamental component of

the Self Optimizing Network (SON) [8],[9]. The problem is

briefly described as follows: there is a network consisting

of (possibly overlapping) cells in a given coverage area.

Each cell is controlled by a network node (base-station).

Within each cell, there are a number of active UEs (User

Equipment), which have a requirement for network capacity;

they communicate these resource requests to the base-station

on a frame by frame basis. Each individual network node

aggregates these per UE requests for capacity, into an ag-

gregate demand which is the state variable of the network

node, X i
t , appropriately normalized. This term is frequently

referred to the demand or the load of the cell. The network

nodes also have a certain amount of capacity to handle this

load, based on the resources available to it. A scheduling

algorithm distributes the capacity to the individual UEs on a

frame-by-frame basis.

The resources available in each cell are a combination

of various different physical and computational resources,

such as spectrum, power and backhaul capacity. All of these

combine to determine the overall load handling capacity Ck
t
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of a given cell. Clearly, one would like to minimize the gap

between the available resources Ck
t and the resources which

would be required to service the aggregate demand. The task

of the resource optimization algorithm is to ensure an optimal

deployment of resources per cell, so that the demand-gap

(difference between capacity demand and capacity available)

is minimized for all the cells in the network.

Since loading patterns vary dynamically in both temporal

and spatial dimensions, the network has to be load-following.

It must be able to use the reported aggregate load from

each cell as a basis for spectrum allocation, reallocation and

cooperative load-balancing. There are multiple mechanisms

for this as has been reported in the literature. For example,

in a dynamic network, real-time trading of spectrum may be

possible within cells belonging to a group or cluster, under

the control of a central controller. Alternately, cells may use

power as a resource; in [10], the authors use a strategy of

adjusting the transmit power of individual cells so as to let

less loaded cells expand their coverage area to take more

load. More cases shall be discussed in Section III-A. In a

cellular network, the bulk of the cell-level resources (if not

all) are shared resources, with either soft or hard constraints

on their deployment in the network. No individual node can

unilaterally change its deployment without affecting others.

In many cases, the impact of reconfiguration of an individual

resource may be network-wide. For example, a network node

increasing its transmit power will cause interference among

its immediate neighbours, whereas a network node deploying

additional spectrum will cause co-channel interference with

other nodes reusing that spectrum. Thus, a cell can only add

spectrum or increase transmit power if other cells are willing

to reduce the one or the other. Thus, adapting to load involves

cooperation between network nodes.

However, solutions to the resource allocation problem are

inadequate unless they are extended to incorporate the prob-

lem of modelling of behaviour at the user-level. This is a cru-

cial, yet often overlooked factor. User applications, especially

the data-hungry applications which dominate modern cellular

usage, are autonomously adaptive, seeking to optimize their

utility from the network by adapting to the environment that

they experience. They continuously sense the ability of the

network to service their requirements, and adapt their service

requests to this, both at the micro and the macro level. At

the macro level, they will move from heavily loaded cells to

lightly loaded cells by initiating handovers. The handover

triggering decision traditionally only used signal power;

however, with the increased density of cells, actual network

load is being increasingly used as an input. At the micro

level, they implement sophisticated rate control algorithms

so that the demand they generate will rise and fall based on

the capacity available as measured by them individually. The

mechanism for rate control is based on standard congestion

control algorithms deployed in the transport layer. There is

a near universal consensus, in modern congestion control

theory on end-to-end congestion control algorithms similar

to TCP or equivalents (Dynamic Adaptive Streaming over

HTTP (DASH), TCP Friendly Rate Control (TFRC), etc.).

This family of algorithms have widespread deployment in

transmission stacks and have proven themselves over a long

period of time extensively in a vast variety of environments

[11]. While the basic algorithm is simple (computationally)

to implement, its rather challenging to model; this shall be

discussed further in Section IV-A.

In conclusion, the resource allocation problem can be

cast as a dynamic optimization problem, but two separate

issues have to be considered. The first is the problem of

allocation of resources in a fair manner, which has been

addressed in the literature. The second, relatively unsolved

problem, is that of anticipating user behaviour, both in terms

of mobility as well as in terms of demand variation in

response to this allocation. In general, user behaviour is

hard to model and takes time to converge to an equilibrium.

On the other hand, capacity-allocation/de-allocation on the

fly (by moving spectrum from one cell to the other, for

example) is also complex problem with unexpected impacts

network-wide. When the two occur together, they can have

significant impacts on network stability and user perceived

QoS. In this paper, the two variables, demand (load) and

capacity are mutually interdependent. Only by considering

the ones impact on the other and vice-versa, can a stable

operating equilibrium be achieved and an optimal control law

be derived. The need, then, is for a joint model of capacity

allocation and demand regulation, which shall be described

in subsequent sections.

III. PREVIOUS WORK

The existing literature in multi-cellular resource manage-

ment in wireless networks is focussed around the problem

of resource allocation and load balancing. A relatively recent

survey of the problem and analysis of the current status and

open areas is given by Andrews et al. [12]. In this work, the

authors also discuss the myths surrounding cell loading and

QoS. One of the myths identified by the authors is that the

capacity of a cell is rarely a property of the link SIR, but

also has to take into account the loading of the cell itself.

This underlies the need to do real-time resource planning as

a network management strategy.

A. Survey of existing research in multi-cellular resource

management

The approaches to multi-cellular resource management, as

found in the existing literature, can be divided broadly into

two categories. One set of research tends to focus on user

distribution, using intra-cellular and inter-cellular handovers

[13][14]. While handover optimization has been an area of

study for a long time, the use of handovers as a strategic

tool for resource optimization is somewhat more niche area.

In these papers, the handover decisions are typically taken at

the endpoints with the network nodes providing information

about current loading. In [15], the authors provide a complete

mathematical framework for this kind of re-direction, inte-

grating both the equilibrium loading as well as the resources

required for re-direction in the general analysis.

The second category focusses on dynamic resource deploy-

ment between cells. In some cases, the network nodes con-

trolling the cells operate autonomously to learn the optimal
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loading limit individually and then act to achieve this, without

needing any active inter-node coordination. For example, in

[16], the authors propose reinforcement learning techniques

for network nodes to tune specific configuration parameters

to achieve the optimal load. The cooperative approach using

explicit coordination between cells is discussed in a series

of papers by Bigham and Lin [10],[17,[18], where coverage

is used as a metric for load and power is the resource

variable to be optimized. The authors formalize a method

of structured direct negotiation between a network node

and its neighbours. The decision function optimizes the

allocation of coverage to individual network nodes by jointly

selecting the appropriate transmission signal power for each

network. The coverage area, broken into tiles is treated as

the resource. The equivalent, but more modern challenge of

coverage optimization for the multi-antenna case is treated

in the work of [19],[20]. Other approaches to the dynamic

resource planning problem involve migration of spectrum

[21]. This work is interesting because it allows both hard

and soft channel blocking strategies (channel blocking with

and without locking). The approach is extended in [22]

by incorporating support for variable demand multi-media

traffic. In this paper, the cells with multimedia traffic are

marked in terms of their potential peak traffic, not just the

current demand. By marking a cell in this state, it is taken

out of the borrowing/lending pool of cells, since this may

cause thrashing between peak and safe states. Finally, there

is a fair amount of literature, where resource management

is not cooperative, but adversarial. For example, a game

theoretic approach is found in papers such as [23]. Here the

authors model the negotiation process as a game between an

individual loaded cell and underloaded neighbour cells, with

each cell autonomously trying to maximize its own utility.

B. Contribution of this paper

Optimal resource planning in cellular networks is about

matching capacity to demand. Looking at a cluster of cells,

which are under a common optimization framework, it is

desirable to find those cells which have surplus capacity

and match them against cells which have excess demand.

Algorithms as available in the existing literature typically

tend to focus on optimization of this demand-capacity gap

and balancing it, either by moving demand to where capacity

is available (handover) or by moving capacity to where

demand exists (spectrum/power redeployment).

As discussed earlier, our focus, in this paper is on a

different problem; that of demand regulation at the cell-level

and how it interacts with optimal resource planning at the

cluster or network level. The motivation for this arises from

the fact that the demand for resources in a cell is not merely

a function of the coverage or the number of UEs (above a

certain limit), but the availability of capacity in the cell. In

other words, while capacity follows demand, demand adapts

to existing capacity (see the simulation results in Figure 3).

Hence, the need for a closed-form model which incorporates

the dynamics of both.

To this end, a demand-regulation algorithm has been pro-

posed that operates at individual cells, yet takes into account

the availability of capacity within and without the cell, at

the cluster and possibly the network level. The algorithm has

two simultaneous purposes. One is to provide feedback to the

users within the cell optimally and the other is to model the

true demand of each cell and incorporate it into higher level

resource optimization algorithms. It has been then shown how

this demand-regulation algorithm can fit into existing models

of resource allocation to provide a seamless whole which

manages a cluster of cells at one time.

The problem of demand regulation vis-a-vis capacity lim-

itations has been studied for many years in the context of

the Internet and there are well- understood models of rate

adaptation, which have been used for many years in the

wired world. There are also existing models for modelling

the aggregate behaviour of bandwidth adaptive TCP based

applications as a stochastic process, which has been used in

this paper. The key novelty in our paper is the incorporation

of network-wide capacity and adaptive demand as part of a

single demand management algorithm, and the solution of

the resultant optimal control problem as a stochastic mean-

field game. By using the outcome to drive both user-level

rate-adaptation as well as macro resource management, it

will be shown that it is possible to deliver stable, con-

trollable capacity levels in a multi-cellular cluster which

adapts automatically to the available capacity. Further, this

algorithm works smoothly with macro-resource optimization

and UE initiated optimal network attachment strategies (such

as handovers) to smoothen demand and allow load-balancing

over an ensemble of cells.

A key term that that shall be using repeatedly through

this paper is congestion. Congestion, in our approach is a

key metric of the twin problems of demand management and

resource allocation problem. It is equally applicable to the

end-point users as a metric of the ability of the network

to respond to variations in demand, as well as external

network management or resource allocation functions, as a

metric of utilization of resources. In other words, its scope

is both local (within the cell) and global (across a cluster of

cells). Our demand management algorithm provides a way

to compute the congestion level which is both globally and

locally applicable.

A model for solving the multi-cell resource management

as a mean-field game has been described in a previous paper

[1]. Using a simple linear model for demand and capacity,

this previous work has shown how cells could choose a

stable operating point for resource utilization, both at the

network level as well as the cell-level, which would take

into account both the variations in resource allocation, as

well as the variations in demand. In this paper, the existing

approach is extended by providing a practical usable close-

form solution to the coordinated resource management prob-

lem. The solution moves from the simplified static demand

models to widely used models for dynamic data traffic, which

dominates wireless traffic today. To this end, the bandwidth

adaptive endpoints have been modelled as demand generating

agents using TCP-like bandwidth hunting algorithms and the

solution framework has been reformulated as a mean-field

stochastic optimization problem. The mean-field game solved
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in this paper is not of the standard linear quadratic form; to

our knowledge, this is the first paper to provide an analytical

solution for a non-linear mean-field game in the available

literature.

IV. MODELING OF USER LEVEL DEMAND

Modern communication networks are dominated by data-

traffic. Analysis depends on an understanding of how data

connections behave in a dynamic environment. Our task is

simplified by the fact that the majority of modern data-

based applications use the Internet Transport Control Protocol

(TCP) as the backbone transport protocol. This is true for

Internet browsing, as well as video streaming using Dy-

namic Adaptive Streaming over HTTP (DASH). To accu-

rately model the traffic patterns seen in a modern wireless

system, one has to start by understanding how TCP protocol

stacks work. It is well known that TCP connections are

explicitly designed to be simultaneously bandwidth hunting

and bandwidth-conservative. A TCP data source constantly

increases demand as its current demand is met and it senses

that there is surplus bandwidth in the network. On the

other hand, if it detects a lack of bandwidth, it reduces its

bandwidth demand aggressively. The combined behaviour is

approximated by Additive Increase and Multiplicative De-

crease (AIMD). The multiplicative decrease ensures that TCP

behaviour is cooperative. The success of the TCP bandwidth

hunting algorithm is such that even non TCP connections

are nowadays required to maintain TCP like transmission

rate management protocols. For example, the TCP Friendly

Rate Control [24] is now an Internet standard for bandwidth

control of media flows such as those proposed in Web real-

time communication (WebRTC).

A. Modelling TCP dynamics at the cellular level

In order to model the load balancing problem mathemat-

ically, there is a need to select a suitable model for TCP

connection dynamics, which incorporates both the traffic

model, as well as its reaction to network feedback. It would

be preferable to have a model which can aggregate a number

of TCP flows, approximating the aggregate demand seen by

a single cell. After the landmark work done by Paxson et

al [25], there has been a large amount of interest in the

modeling of the kind offeedback-sensitive traffic seen in

TCP and there is now a large corpus of work available for

modelling both TCP [26],[27],[28],[29] and TCP like traffic

[30],[31]. These models are complicated by the asymmetric

nature of the AIMD algorithm and are much too complex for

us to use directly. Further, most of these models are time-lag

systems, because individual TCPs are crucially dependent on

the round-trip time. Analysis requires transformation to the

Laplace domain, and is highly complex.

However, if one switches to modelling aggregate be-

haviour, then the job becomes easier. In the modelling of

the collective behaviour of a number of independent TCP

connections, the discontinuities tend to smoothen out; further,

the effect of round-trip time in the aggregate can be abstracted

out. These are known as mul-TCP models [32],[33],[34],

which aim at modeling bulk-traffic reacting independently

to congestion signals.

1) Kelly’s model for aggregate TCP flows: The rest of the

paper shall use the model proposed by Kelly in his landmark

work [32]. The Kelly model is simple enough to be used

in analysis and has an intuitive structure. What it proposes

is simply this. At any given point of time t, the demand

is measured as an aggregate variable Xt, which reacts to a

congestion state Ut of the network (which is treated as the

control variable). At any instance of time, a fraction Ut of

the members of the ensemble of users in the cell are given a

congestion signal; these react by multiplicatively decreasing

their transmission rate. The rest of the users, who do not

receive a congestion signal, increase their transmission rate

additively, by a single segment. If the total number of users

is W , the resultant dynamics is given by (1).

dX̃ i
t =

(
W i ∗ (1− U i

t )− X̃ i ∗ U i
t

)
dt+ σidBt

=
(
W i − U i

t (W
i + X̃ i)

)
dt+ σidBt (1)

It is to be noted that W i is also a cell specific term (because

each cell may have a different number of active users) and

captures the elasticity of demand within the cell. X̃ i can be

replaced by X i =W i + X̃ i to simplify the notation above.

dX i
t =

(
W i − U i

tX
i
t

)
dt+ σdBt (2)

The model in (2) is simple, yet rich with possibilities.

Readers would notice that it matches the form of the clas-

sical Ornstein-Uhlenbeck diffusion process (3). A physical

interpretation of Ornstein-Uhlenbeck diffusion is that of a

spring with spring constant k and damping coefficient γ,

where θ = k/γ and mean-position µ, starting from a rest

position and moving under the effect of thermal fluctuations.

In our particular case, one can see that due to Ut being an

externally computed optimization variable, it is effectively

manipulating both the mean rest position µ as well as the

spring constant k. It can be argueid that this is because of

the difference in the feedback between the two cases. In the

case of a Hookean spring, the feedback for a given value of

Xt is necessarily linear to Xt −µ. In our case, the feedback

will be a function, but it may not necessarily be linear.

dXt = θ (µ−Xt) dt+ σ2dBt, Xt|t=0 = x0 (3)

A standard Ornstein-Uhlenbeck diffusion is mean-reverting;

in the long term, the value of Xt converges towards µ.

Further, its probability distribution converges to a Gaussian

distribution. These are very useful properties, because they

show the way for us to stabilize our particular model. If it

can be demonstrated that our model ((2)) behaves approx-

imately like a Ornstein-Uhlenbeck diffusion in a suitably

chosen domain of Xt, it is reasonable to assume that the

convergence properties of the classical Ornstein-Uhlenbeck

diffusion model should hold, intuitively. As it happens, this

turns out to be correct in this case.

B. Congestion signaling and feedback in the context of TCP

The TCP protocol has a rate-adaptation mechanism which

operates on the basis of a built-in mechanisms of measuring
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congestion. The primary among these are packet drops and

variations in round trip time for acknowledgements from

the receiver, which feed into its sliding window mechanism

for controlling transmission rate. These mechanisms were

introduced in TCP Reno and are universally acknowledged as

having successfully solved the network congestion problem.

The algorithms have been fine-tuned over the years and more

modern versions of TCP (such as Vegas and Westwood)

use more sophisticated functions of the round-trip time and

other indicators to augment the basic feedback. However,

selective packet dropping using dynamic buffer management

has been the tool of choice for congestion signaling in the

wired internet. Routers and switches in the WAN routinely

use probabilistic packet dropping as a way of controlling end-

point traffic; for example, Random Early Dropping (RED)

is an Internet standard which selectively drops packets at a

given target drop rate in order to force end-users to use rate-

control on the incoming interfaces to stay below the capacity

of its outgoing links.

In the wireless world, queue management is typically

done in the core network, but it is directly effected by the

bandwidth deployed in a cell and the manner of allocation.

If there is a large amount of destination traffic dit for a

given cell, whereas the bandwidth deployed results in a

capacity cit, over-time the queue builds up as the accumulated

difference of the two qit =
∫ t1

t0

(
dit − cit

)
dt. As the queue

builds up, packet dropping takes place (RED packet dropping

is assumed), which in turn acts as a congestion signal for the

endpoint. Packet dropping also happens naturally in wireless

communications, due to link errors. However, with modern

encoding techniques such as Low Density Parity Check

(LDPC) and Turbo, the incidence of packet dropping per flow

is typically of the order of 10−5 or less and has very little

impact on the TCP throughput.

In our particular situation, the congestion is dynamically

controlled by introducing artificial packet drops at a com-

puted rate p(t). By doing so, the feedback to the end-point

rate-adaptation protocols is controlled and hence, the demand

at a cellular level. The feedback has to be continuous, not a

discrete jump from congestion to no congestion. To do this,

the base-station continuously tracks the expressed demand

and sets the target congestion rate to the adaptive buffer

management system, as the solution of our optimal control

algorithm requires. This relation between demand, capacity

and congestion is given by the concept of effective bandwidth

[35],[36], [37]. The effective bandwidth of a channel of a

given buffering capacity B in the face of a variable traffic

source X(t) is the packet clearing rate r required to limit the

probability of buffer overflow to some value ǫ. This can be

expressed functionally as in (4).

Q(t)=

∫ τ

0

(X(t)− c)+dt

ǫ= Pr [Q(t) > B] ∀0 ≤ t ≤ T (4)

A simple application of effective bandwidth in our case

may work as follows. There are a number of agents N , a

clearing capacity C and a buffer of size B (all units are in

segment sizes). At a given point t, there is a feedback of p

broadcast to the agents. Each agent takes a random decision

whether to transmit or not, based on p. The number of

outcomes in which the transmissions exceeds C at any given

point of time is given by Xp =
∑N

k=C+B+1NCN−k
(1 −

p)kpN−k. This is precisely the tail probability of a binomial

distribution. By the Chernoff-Hoeffding inequality, it can be

that shown that the probability of X exceeding the buffer

size can be approximated as in (5).

Pr {Xp > (1 + δ)C} ≈

(
1− exp

{
−
C(1 + δ2)

3

})
(5)

If the required clearing rate is set to C and the buffer to

be δC, then the achieved drop rate is given by the equation

above. In other words, by limiting the clearing rate and the

drop rate, the system can drop packets at the appropriate rate.

This gives us a simple method to relate the allocated capacity

C and the congestion feedback p.

Further, this formula also gives us a way to compute the

surplus capacity in a cell and associate it with the target

congestion rate p. The surplus capacity is nothing but the

difference between the allocated bandwidth Ck
alloc in each

kth cell and the equilibrium demand rate Xk. This can be

used as a way to redistribute resources. This shall be explored

in the simulations below.

In real life, the TCP model is more complex than this,

because a TCP endpoint will emit a number of packets

depending on the current state of its window; an exact Cher-

noff bound for multiple TCP endpoints is hard to compute.

However, it is strictly speaking not necessary; rather, the

buffer management system can simply directly use RED

to achieve the target drop rate, as long as it maintains a

clearing rate greater than the anticipated demand rate Xk
t .

The difference between Xk
t (or equivalent bandwidth thereof)

versus the capacity actually available to the kth cell Ck is the

surplus capacity and is what is available for redistribution to

other cells.

V. STOCHASTIC OPTIMAL CONTROL AND MEAN FIELD

GAMES

This section covers the basics of mean-field stochastic

optimal control. For the rest of this paper the following

mathematical conventions are followed. Variables are in up-

percase Xt and functions in lower case b(Xt). The subscript

Bt indicates a variable changing with time. Functions are

Lipschitz continuous and adapted wherever applicable. E()
represents the expectation function.

A. Fundamentals

The basic stochastic optimal control problem is as follows.

Consider a system described by a state variable Xt, which is

controlled by the transition function (6) given below

dXk
t = b(Xk

t , Ut)dt+ σ(Xk
t , Ut)dB

k
t (6)

The variable Ut = u(Xk
t ) is the output of a control function

u(), which only depends on the state variable Xt. As is

standard for stochastic calculus, it is assumed that all pro-

cesses are adapted adapted to the filtration generated by the
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stochastic process Bk
t , which is a Brownian motion. Further,

b() and σ() are Lipschitz continuous bounded functions as

required for the standard definition of a Wiener process.

The system governed by this equation has a long term cost

function as in (7), and the initial value of Xt is known.

Φ
(
x0, Ut, T

)
= E

[
g(XT ) +

∫ T

0

f
(
Xk

t , Ut

)
dt

]

X(0)= x0 (7)

The aim is to find the optimal control function u∗(t) from a

set of possible control functions u of Lipschitz continuous,

bounded and adapted functions, so as to minimize the ex-

pected minimum total cost Φ(x0, a, T ), over the time period

[0, T ], including the termination cost g(Xt).
The general solution techniques are derived from the

corresponding deterministic optimal control problem. There

is, however, one important difference which increases the

complexity of the problem. In a deterministic control prob-

lem, the state variable corresponding to each choice of u()
can be forecast. In a stochastic control problem, one is

faced with uncertainty in the future. At each point t, the

value of u(t) has to be based on the information as known

up to then, i.e., Xs ∀0 ≤ s ≤ t. This is known as the

filtration of the process variable, Xt. A solution of the form

u(Xt) = (1/2) (Xt +XT−t), for example, is not acceptable,

because XT−t cannot be forecast at time t. In a deterministic

setting, on the other hand, this would be perfectly acceptable.

In other words, in a stochastic setting u() has to be non-

anticipatory.

There are two techniques which are used to solve stochas-

tic optimal control problems, both of which have analogues

from the world of deterministic optimal control. The first is

the Hamilton Jacobi Bellman formulation, briefly described

in Section V-C1, which extends the equivalent Bellman Ford

technique of optimal control. The second is the adjoint

equation technique, described in Section V-C2, which extends

the Pontryagin Minimum Principle for the stochastic case.

B. Adding the Meanfield Constraint

The stochastic control problem is now extended by adding

the mean-field constraint. This extends a one-off optimization

problem to a multi-agent optimization which involves N
agents, (where N is fairly large) trying to solve the same

stochastic control problem in parallel. Each agent starts

from a different starting value xi0, 1 ≤ i ≤ N . The N
optimization problem becomes a game when their reward

and cost functions are incorporate a common mean-field

term, which is a function of the empirical distribution of

the state-variable Xk
t , 1 ≤ k ≤ N at each point t. Hence,

the optimization problems are entangled with each other.

Consequently, for each separate optimization problem, the

equations (6), (7) change to the form given in (8). The

term X̂t = h(µX
t ) is the mean-field term, where µX

t is the

empirical distribution of Xt over all N agents participating in

the game. In the simplest case, X̂t is simply the average value

of Xt. However, more complex functions are also possible.

In general, any integrable expression of the type
∫ T

0
f(x)µX

t

is admissible.

dXk
t = b(Xk

t , Ut, X̂k
t )dt+ σ(Xk

t , Ut, X̂t)dB
k
t

Φ
(
x0, U

)
= E{g

(
XT , X̂t

)
+

∫ T

0

f
(
Xk

t , Ut, X̂t

)
dt}

µX
t (Y ) =

1

N

N∑

j=1

IXj=Y

X̂tt =

∫ T

0

h(x)dµX
t (8)

Since the actions of each agent in the game impacts the

others, solving the game requires taking into account the

global ensemble of states. Thus, when computing the optimal

strategy U∗ for an individual agent, one has to forecast how

this will affect the empirical distribution µX
t of the individual

state variables Xk
t , 1 ≤ k ≤ N .

1) Solvability of a mean-field game: Before the actual

solution technique, the solvability of the problem given in (8)

has to be established. There are two specific considerations,

each of which have been addressed in the literature. The first

concerns the existence of a solution. The second is tied to

its robustness.

In order to demonstrate the existence of a solution, it has

to be shown that the equilibrium mean-field term µX
t and the

optimal strategy are consistent with each and self-reinforcing.

As per the expression in (8) the empirical distribution µX
t

directly affects the cost Phi() and hence the outcome of the

transition function b(). In turn, because all the N agents all

independently execute the same control function, the entire

ensemble of Xk
t and consequently their empirical mean X̂t

are driven by the choice of u∗(Xk
t , µ

X
t ). In other words,

there is a direct relationship between the choice of u∗()
and the consequent µX

t . Equilibrium is established when

the partial derivatives of each respect to the other is zero.

Thus, our optimal solution must anticipate the evolution

of the mean-field distribution µX
t itself as a function of

t. Ideally, a subspace of Umfg ⊂ U of the domain U of

possible optimal control functions can be found, such that

a choice of optimal control strategy u∗t (Xt) ∈ Umfg will

drive the empirical distribution µX
t in such a way that X̂t

stabilizes to an independent variable. At this point the mean-

field optimization problem reverts to a standard stochastic

optimization problem with an added variable X̂t.

Typically, convergence in optimal control is solved by the

variational inequality approach. An optimal control function

u∗t is a stable equilibrium if it can be shown that a small

perturbation ǫ to u∗t will lead to a linear degradation in the

Hamiltonian of the cost function Φ() proportional to ǫ. The

problem here is that this means differentiating the Hamil-

tonian with respect to the empirical distribution µX
t . The

mathematical foundation of this has been discussed by Lasry

[5], using the Wasserstein space of probablity measures. By

using a suitably defined lifting function µ̂() which can replace

the term µX
t in the Hamiltonian, a derivative with respect to

ut is possible.
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The second associated problem is that of robustness. Recall

that the underlying assumption is that all N agents are execut-

ing the same optimal control function u∗t . But this assumption

only holds if the optimal solution itself is deviation proof. In

other words, no individual agent can get better results by

executing a separate strategy at any time-period 0 ≤ t ≤ T .

This is the Nash equilibrium or Nash Certainty Equivalence

principle described in [6]. The authors demonstrate that NCE

solutions are possible in mean-field games, which can be

solved by taking the limiting value of N (N → ∞) and

converting the empirical distribution of the ensemble to the

expected distribution of Xk
t for each k as the stochastic game

evolves. It shall be shown in the case of the solution technique

in the HJB-KFP approach Section V-C1 below. The NCE

has very interesting properties. For example, the robustness

property holds even in the case where the number of agents

are small as long as the agents cannot track the individual

states of other agents. In this case, it has been shown that

it is the optimal strategy for each agent to follow the Nash

equilibrium strategy, because deviation is punished as long

as the others are following the same strategy.

C. Solution techniques for the Stochastic Mean-field Game -

overview and comparision

Due to the above issues, solutions for stochastic optimal

control problems with mean-field games are more complex

than the standard stochastic control problem. There are two

main techniques, both of which depend on solving Forward

Backward Stochastic Differential Equations (FBSDE). To

date, most of the research in solutions of MFGs pertain

to a special class of MFGs, the so-called Linear Quadratic

MFG [38][39][40]. There two main approaches that shall

be discussed below, which have been studied mostly in the

context of LQMFGs. Recently, a paper has been published by

Pham and Wei [41], which discusses a dynamic programming

solution to these games. However, it is not covered here.

Of the two widely used methods for solving general mean-

field games, this paper shall focus more on the adjoint

approach. A brief description of the HJB technique in Section

V-C1 is provided for completeness. In both cases, the solution

is in the form of an FBSDE. This is due to the afore-

mentioned essential difference between the deterministic and

stochastic problems, that a deterministic differential equa-

tion is time-reversible, but a stochastic one is not. For a

deterministic differential equation, the backward equation can

be re-cast as a forward equation, simply changing the sign

of the variable. The resultant solution holds true for either

case. However, the stochastic optimal control law cannot

be anticipatory, i.e., it can only use the information about

Xt upto the time t and no further [42]. Hence the forward

and backward versions of the same stochastic differential

equation may have different solutions.

1) The HJB-KFP approach: The classic way to solve

a stochastic optimal control problem is to construct the

Hamilton Jacobi Bellman (HJB) equation, which, for the

above problem is given in (9).

∂φ

∂s
(y, u) + b (y, u)∇xφ+

σ2 (y, u)

2
∇2

xφ+ f (y, u) = 0

⇒
∂φ

∂s
(y, u) +H (b,∇xφ, f, u) +

σ2

2
(y, u)∇2

xφ = 0

φ (Y ) = g (Y ) (9)

The value of u = u∗ which solves this equation for all y
gives the optimal value of u. Note the second derivative

term, which makes the solution rather complex. The function

H(y, b, f, x, u) = 〈y(x, u), b(x, u)〉 + f(x, u) is called the

Hamiltonian; the solution to the above equation depends, to

a very large extent, on the structure of the Hamiltonian.

To extend the HJB technique for the stochastic mean-

field case, one makes the fundamental assumption that as

the number of agents becomes large, the empirical distribu-

tion for the states of the individual agents approaches the

probability distribution for the state of each of the individual

agents, i.e., instead of taking an empirical distribution over

N players, the distribution of Xk
t can be modelled directly,

based on the known starting distribution of the agents. In

[6], Huang et al. have shown that this assumption leads to a

Nash equilibrium. The probability distribution of the state

variable Xt for an individual agent evolves according to

the Kolmogorov Backward equation (sometimes called the

Kolmogorov Fokker Planck or KFP equation). By combining

this together with the HJB equation, as shown below (10),

together with the probability distribution of the starting state,

the optimal control u∗ can be derived so as to drive the two

equations into a mutual equilibrium. In a stable equilibrium,

the long term probability distribution of Xk
t under the Fokker

Plank equilibrium should match the empirical distribution of

Xk
T as T → ∞, leading to a stable solution for the HJB

equation and thereby making the equilibrium self-sustaining.

In this situation, it is postulated that Xk
T → X̂t as the

distribution evolves, for large values of T .

dφt =
σ2

2
∇2φ+H(∇xφ, b, f,X

k
t , ut, X̂t)

dX̂t = −b()∇xX̂t +
1

2
σ2(x)∇2X̂t, X̂t|0 = E

[
Xk

0

]

φT = g (XT )

X̂t = E
[
Xk

t

]
, Xk

0 = x0 (10)

The HJB equation is a backward stochastic differential equa-

tion, whereas the KFP is a forward equation. Once again,

the value of u which solves both equations simultaneously

is the optimal control function. The KFP-HJB technique has

been used successfully for LQMFGs in many papers; a good

example is that of Bardi [38].

2) The Adjoint Equation Approach: A second method is

the direct analogue of the Stochastic Maximum Principle

[43], which in turn is conceptually similar to the Pontrya-

gin maximum principle for solving deterministic optimal

control problems. The approach requires us to convert the

constrained optimization problem into a generic optimization

problem involving the state variable and its dual. In the SMP

case, there are two duals, one for the drift term and the other
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for the diffusion term. Hence, two stochastic variables Yt, Zt

have to be found such that the equation pair (11) holds.

− dYt= ∇xH
(
Yt, Zt, b, f,X

k
t , u
)
dt+ ZtdB

k
t

YT= ∇xg (XT ) (11)

In this equation, the Hamiltonian takes the extended form

defined as in (12).

H(Y, Z, b, f, x, u)

= 〈Y, b(x, u)〉+ tr
{
ZT .σ(u)

}
+ f(x, u)

∂uH(p, q, b, f, x, u∗) = 0 (12)

The expression for u(Xt) which gives a joint solution of

Xt, Yt, Zt (if it exists), provides an optimal control function

u∗. Note, once again, that the equation involving Yt, Zt

is a backward stochastic differential equation since only a

termination value of Yt is provided. The expression above is

true for a simplified version of the SMP, where the function

σ() is independent of Xt. If σ() is a function of X , then

one needs to add a second pair of variables to take care of

the additional risk of modifying the diffusion term in dXk
t .

The interested reader should consult Yong [42, Section 3.1]

for more information. The rest of this article only considers

problems where σ() is independent of both x and u.

By incorporating the two additional variables and the

mean-field term µX
t , the extended Hamiltonian is as shown

in (13). It is required to extend the adjoint equation approach

to the mean-field case, in a way that takes into account the

evolution of the mean-field term in (11), as shown in (13).

Here µX
t is the distribution at time t for the state variable

Xt.

H̃
(
X, y, z, X̃, u

)
= H

(
X, y, z, µX

t , u
)

(13)

As Xt changes, the nature of µX
t also changes and this has to

be taken into account in the solution to the adjoint equation.

In general, the problem may not require µX
t directly, but

typically a moment of µX
t . For example, many stochastic

control problems deal with the average values of Xt, which

can be expressed as E (Xt) =
∫
Xtdµ

X
t . The existing litera-

ture offers multiple approaches within the general Stochastic

Maximum Principle framework. The first method can be used

if the mean-field term can be expressed as a simple integral

of the form
∫
f().dXt(). In this case, the Hamiltonian can be

differentiated directly, by writing the extended Hamiltonian

H̃ as a lifted version of the standard Hamiltonian, allowing us

to take the derivative with respect to the distribution µX
t . For

example, if the function H(x, µX
t ) involves the distribution

µX
t in the form of 〈m(x)µX

t 〉 =
∫
m(x)dµX

t , then the

derivative of the Hamiltonian H(x, 〈m,µX
t 〉) with respect to

µX
t becomes ∂µX

t
H = ∂mHµX

t .

The full expression for the stochastic Maximum Principle

is then an FBSDE as shown in (14).

dXk
t = b(Xk

t , Ut, X̂
k
t )dt+ σdBk

t , X
k(0) = x0

−dYt = ∇xH
(
Xk

t , Ut, Yt, Zt, µ
X
t

)
dt

+ E

[
∂µH(Xk

t , Ut, Yt, Zt, X̂t)
]
+ ZtdB

k
t

YT = ∇xg (XT ) + E [∂µg (XT )] (14)

D. Analytical approach to solving the adjoint problem

In general, FBSDEs are difficult to solve analytically,

though numerical solution techniques exist. However, if one

is just interested in finding the optimal control term, then

an analytical approach is possible. The trick to an analytical

solution is to make a good guess at the domain from which

a possible mean-field optimal solution U∗ must come, the

afore-mentioned Umfg. Recall that there are two conditions

that must be satisfied; one that U∗ must stabilize the mean-

field term X̂t and two, that U∗ must be optimal in the Nash

sense. If not, it gives one of the agents an incentive to deviate

(possibly after X̂t has stabilized), which violates the Nash

equilibrium requirement.

One possible approach is a variational inequality technique

as suggested by Bensoussan in [39]. This approach considers

the situation that all of the agents, other than the kth agent, is

using the optimal strategy and only the kth agent is deviating.

The solution then looks at finding a deviation proof solution.

The optimal strategy, if it is deviation proof, will lead to

a fixed point solution, where by Xt = E [Xt|g(zt)] = zt,
where g(zt) represents the moment of the distribution that is

incorporated into the value function. Because the problem is

linear quadratic, the transition function for X̂t can be directly

derived by taking the expectation of the transition function of

Xk
t and removing diffusion term. This leads to the condition

for existence of a stable equilibrium which is deviation proof.

This approach is extended in [44], which is the one

followed in this paper. In this, first the class of the optimal

control function u∗t is computed, by solving the stochastic

control problem assuming X̂t is an independent variable.

By substituting the general element of this class back into

the transition function and taking expectations, the specific

members of the class for which a stable equilibrium arises

can be isolated. Since all members of the class are optimal in

the generic sense, this gives a range in which the mean-field

game has a stable solution. Hence, this solution technique

may be implemented in three steps. Only the first and second

steps require an analytic solution.

1) First solve the stochastic optimal control problem (11),

using a deterministic variable zt in place of the mean-

field term.

2) Use the solution for the optimal strategy U∗
t and

rewrite the expression (11) as the evolution of the

mean-field term by taking expectations over µX
t on

both sides. The stochastic optimal solution becomes a

deterministic solution, with the diffusion term gone and

can be solved using standard numerical techniques. The

outcome is an expression for the mean-field term as

an evolution in time, given the known optimal strategy

u∗t . The advantage of having a deterministic differential

equation for the mean-field term is that it can be

computed individually by each agent, as long as the

starting value is known. This crucial factor shall be

used in the current implementation.

3) Substitute this in the first equation and now solve

simultaneously for a final solution of Xt.

The technique can be extended to cases where X̂t is an
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arbitrary function of Xt, as long as the expectation of

the terms on the right hand side of (14) is defined and

computable.

VI. APPLICATION TO THE DEMAND REGULATION

PROBLEM

The analysis can now return to the original demand-

regulation model, by casting it as an MFG. The overall

system model is as follows. There is a cluster of cells, which

are integrated into a common resource management unit as

seen in Figure 1. The initial analysis is restricted to the single-

cell case. Here, each cell has a set of active, independent

end-users Nk of dimensionality Nk. These end-users are

continuously requesting the network node within the cell

for bandwidth allocations, so as to make forward or reverse

transmissions. In this paper, the focus is on the forward link,

which represents the bottleneck in most cellular systems. The

results hold with appropriate modification, for the reverse

link as well. The network node controlling the cell allocates

resources based on an algorithm that adjusts measures the

aggregate demand and provides congestion feedback to the

end-users within the associated cell. The congestion feedback

is automatically used by the end-user rate control algorithms

to adjust their resource requirements. The purpose of the

proposed algorithm is to ensure that the aggregate demand

in the cell reaches a stable equilibrium at a set point relative

to the capacity available to that cell.

Figure 1. Cluster of cells under a common resource management
framework

In the multi-cell case, external resource allocation algo-

rithms can compare the congestion in different cells to iden-

tify over-loaded and under-loaded cells and then reconfigure

the resources appropriately. Thus, if capacity is suddenly

made available to one cell, the congestion metric in all

cells will reflect the change and can be used to trigger

handovers or resource reallocation. The core aspect of the

proposed algorithm is the common function, which computes

the congestion metric at the cellular level. As seen from

the literature survey in Section III-A, this kind of joint

optimization that takes into account the user behaviour as

well as the availability of resources, is novel in the published

literature.

A. Demand regulation as an optimal control problem

The aggregate demand in each cell is due to the collective

dynamics of a large number of TCP connections, coexisting

in a shared channel of fixed capacity. This is modelled at

the cell-level by the state variable Xk
t for the kth cell. The

TCP and TCP-like connections enter and leave at various

times; however, since they share the same resources, their

collective behaviour is affected by the overall capacity of the

system. The coupling between the endpoints and the system

comes through packet drops. The packet drop rate is under

the control of the cell-level demand regulation mechanism.

The objective is to create an algorithm for regulating

aggregate demand as the cell level by setting the optimal

packet drop rate as a function of aggregate demand Xk
t

and cell-capacity Ck
t . The packet dropping is a congestion

signal, which acts to expose the state of network resources

to the UEs. By adjusting it as needed, and knowing how

the endpoints react to this signal, the aggregate demand (and

consequent throughput) Xk
t is driven to its desired value. It

is to be noted that packet dropping is processed individually

at each endpoint. However, it is still possible to control it so

as to influence the aggregate behaviour, as shall be shown.

The optimal level of Xk
t is a function of how much

capacity Ck
t is available and how close the aggregate demand

is allowed to come to it, i.e., the cell-level load factor. Ideally,

it should be allowed to be as close to the available capacity

as possible, without exceeding it, so as to keep utilization

high. However, allowances have to be made for the variation

in demand. The variation in demand is based on two parts.

One is the natural variation (connections terminating and new

ones arriving), captured through a random diffusion term. The

second is the variation of demand due to packet dropping; this

is captured in the model in (2). High level of packet dropping

can cause significant oscillations in Xk
t due to simultaneous

back-off by a number of endpoints; this is something to be

avoided by appropriate algorithm design.
1) Setting an optimal reward function: For a TCP connec-

tion, the instantaneous bandwidth is not of interest. Rather,

the total number of bytes transferred is what counts, which

is the integral of the instantaneous bandwidth variable. How-

ever, the cost of the deployed resources has also to be

incorporated. The optimization problem, as given in (15),

hence becomes choosing the optimal congestion response

u(Xt) to the current state, so as to minimize the integrated

cost function Φ(Xt, u(Xt)). The cost function will have

two parts, one of which handles the capacity demand gap

and the second the congestion signal. It is to be noted

that congestion signaling is a real cost, in the sense that it

comes from the deliberate packet drops in the core. Hence,

it has real consequences in terms of resource utilization. The

termination cost g(Xt) is of relatively little significance and

can be selected so as to enable us to solve this FBSDE, while

still being intuitively valid.

dX i
t=
(
W i − U i

tX
i
t

)
dt+ σdBt

U∗,i
t = arg0≤Ut≤1 minΦ(x0, Ut)

Φ(x0, Ut, rt)=

∫ T

0

{
φ(X i

t .U
i
t , rt)

}
dt+ g(X i

T ) (15)
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The variable rt is a set-point that is used as the target

capacity, and as of now, it is assumed that it is an independent

external variable supplied by the network management func-

tion. It has to be incorporated into φ() in such a way that cost

rises with |Xt−rt| . In the mean-field case, this variable will

contain the mean-field term, as shall be seen in Section VI-D.

The selection of the appropriate form Φ(x, u, r) is deferred,

till the form of the differential equation to be solved has been

established.

B. Existence of a solution - independent cells with target

congestion

The analysis starts with the non mean-field case, and is the

resultant solution is then extended to the mean-field case,

as suggested by [45]. The initial algorithm starts with the

standard form of the stochastic Hamiltonian (16). The suffix
i is dropped in the rest of this section, because the entire

analysis is only in the context of a single cell.

H(x, u, y) = y.b+ f = y(W −XtUt) + φ(XtUt, rt)(16)

There are two conditions that have to be fulfilled by the

optimal control function u. The first one, in (17), simply

requires that the derivative of the Hamiltonian is zero.

∂uH = 0⇒ −YtXt +Xt∂zφ(z)|z=XtUt
= 0

⇒ Yt = −∂zφ(z)|z=XtUt
(17)

The second one is the condition for the dual of Xt. Specif-

ically, it dictates that the optimization problem in (15) can

be solved if the variables Yt, Zt can be found such that (18)

holds [42].

dYt= −∂xH(Xt, Ut) + ZtdBt

= − (YtUt + Ut∂zφ(z)|z=XtUt
) dt+

∂xψ(Xt, rt) + ZtdBt

YT= ∂xh(Xt)|t=T (18)

Substituting the value of y from (18) in (18), we get (19).

dYt = −∂xψ(Xt, rt)dt− ZtdBt (19)

Our method takes a novel approach in the search for so-

lutions of Yt, Ut. Instead of solving the stochastic PDE

directly, it is converted to the equivalent functions in Xt, i.e.,

Yt = y(Xt), Ut = u(Xt), By Ito’s formula, y(Xt) can be

differentiated directly as given in (20). The advantage of this

approach is that it moves from derivatives in t to derivatives

in terms of Xt and it is possible to choose appropriate forms

of y() and u(). Direct solution of the FBSDE is not required.

dYt= ∂xy(Xt)dXt +
1

2
∂2xy(Xt)(dXt)

2

= ∂xy(Xt) ((W −Xtu(Xt)) dt+ σdBt) +
σ2

2
∂2xy(Xt)dt

=

[
∂xy(Xt) (W −Xtu(Xt))) +

σ2

2

]
dt+ (σ∂xy(Xt)) dBt

(20)

Comparing the terms with dBt from (19) with the above,

Zt = σ∂xy(Xt). Collecting the terms for dt from (20) and

(19), we get the identity in (21).

∂xy(x) (W −Xtu(Xt)) +
σ2

2
∂2xy(x) = −∂xψ(x, r)

(21)

1) Appropriate solutions for Yt: First, it is to be empha-

sized that the expression in (21) has no direct dependence on

t. Hence, it is only necessary to solve Yt and Ut as a function

of Xt. For this purpose, the previous relation between Yt and

U∗
t can be used, as y(x) = −∂zφ(Xt, u(Xt))|z=Xt.u(Xt)

from (17). There is another consideration, however, that

needs to be taken care of. The chosen solution should

degenerate to the non-stochastic case as σ ↓ 0. One way

of achieving this is to ensure that ∂2xy(x) to be of the

same form as ∂xy(x) (W − xu). Essentially, this means

that the expression on the left hand side of (21) becomes(
1− σ2/2

)
∂xy(x). Obviously, if σ ↓ 0, only the constant

multiplier changes.

To provide a solution, an appropriate form for the two

components of the reward function φ() and ψ() is proposed

as in (22). As discussed before, the first term incorporates the

aggregate demand and the congestion as the product XtUt

and the second term incorporates the gap between Xt and rt
as a cost;

φ(XtUt)= −
1

2
X2

t U
2
t

⇒ Yt= −XtUt(Xt)((17)) (22)

How can the form of φ() be justified as a cost function as

given in (22)? It can be seen that φ() decreases as XtUt rises.

In other words, if a high value of achieved bandwidth Xt can

be maintained in the face of high congestion Ut, the solution

is preferable. Since reduction of the congestion metric can

only be achieved by adding to the available resources within

the cell/network, it makes sense to reward the combination of

high congestion Ut and high bandwidth Xt. For the second

reward, the corresponding form of ψ(Xt, rt) is as given in

(23).

ψ(Xt, rt)= α
(
η − e−

Xt
rt

)2

∂xψ(Xt, rt)=
α

rt
e−

Xt
rt

(
η − e−

Xt
rt

)
(23)

The expression ψ(X, r) is designed to penalize deviation

of (Xt/rt) from the fixed term η. Xt/rt is the classical

utilization term and log(1/η) becomes the target value. β
is a discount factor with respect to the growth term W . W
and β are taken common in the rest of the expansion, but

actually can be scaled on a per-cell basis, as long as the ratio

W/β is maintained. As shall be seen subsequently, β can

be expressed in terms of η. η becomes the crucial operator

supplied constant, which controls the demand regulation

function. The higher its value, the tighter the regulation. The

system response to set values of η shall be demonstrated in

the Section VII when the simulation results are presented.
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2) Analytic solution of the FBSDE: It is now necessary

to use the forms of φ() and ψ() as given in (22) and (23) to

solve the stochastic PDE equation in (21). The deterministic

case is solved first and then the stochastic case is solved as

an extended form of the deterministic case. Hence the first

step to propose a form of y(x) such that ∂2xy(x) is of the

same form as ∂xy(x) or y(x)∂xy(x).
In this article, the latter approach is chosen; y(x) =

−β
(
1− e−

x
rt

)
as given in (24). Recall that rt is an inde-

pendent, but deterministic variable with known values at each

time t. By the second equation in (22), Yt = −Xtu(Xt). By

taking Yt as proposed in (24), the value of u(x) = y(x)/x
is well defined for small values of x. In fact, as x → 0, the

congestion term becomes ≈ β/rt.

Yt = −β
[
1− e−

xt
rt

]

∂xYt = −
β

rt
e−

Xt
rt

∂2xYt =
β

r2t
e−

Xt
rt (24)

Substituting this against the identity in (21), and taking

advantage of the fact that Xtu(Xt) = −Yt, the expression

in (25) are derived.

−∂xψ(Xt, rt)

=

[(
W − β

(
1.0− e−

Xt
rt

))(
−
β

rt
e−

Xt
rt

)
+
σ2

2

β

r2t
e−

Xt
rt

]

= −
β

rt
e−

Xt
rt

[
W − β −

σ2

2rt
+ βe−

Xt
rt

]

⇒ ∂xψ(Xt, rt) =
β2

rt
e−

Xt
rt

[(
β − (W − σ2

rt
)

β
− e−

Xt
rt

)]

(25)

By taking the corresponding form of ψ(Xt, rt) as given in

(23), the relationship between the operator supplied control

factor η and the corresponding values of β, α is as in (26).

η=

(
β + σ2

2rt
−W

)

β
,

β=

(
W − σ2

2rt

)

1− η
, α = β2 (26)

Hence, the appropriate form of the optimal control function

for the stochastic optimal problem as posed in this section,

as given in (27).

u∗t=
β

Xt

[
1− e−

xt
rt

]

β=

(
W − σ2

2rt

)

1− η
(27)

C. A practical justification of the proposed model

While there exists a solution to the given problem, it is still

necessary to justify the solution in practical terms. Starting

with the form of u∗t as given in (27) above, the original

state equation as given in (2) is examineded by taking the

computed form of yt and substituting the optimal value of

Xtu
∗
t (Xt) = −Yt. On doing this operation, we get the

transition function as given in (28).

dX i
t =

(
W i − β

(
1.0− e−

Xi
t

rt

))
dt+ σdBt (28)

It is to be noted that the term W i − β(1.0 − exp−
Xi

t

rt
) is

just W i for X i
t = 0 and reduces gradually, till it changes

sign for a particular value of X i
t , the transition value ((29)).

If the capacity available in a cell is known, it can be used in

the formula in (29) to set the appropriate value of β. Even

though W i can usually not be directly controlled, it can be

estimated from the number of UEs in the cell, since each UE,

in the uncongested case, simply increases transmission rate

by 1 segment per round trip time. Equilibrium in a cell can

be maintained simply by controlling the transition point, at

which the capacity change term in (28) turns negative. This

in turn gives us the practical capacity limit per cell (29).

Xc,i
t = rt log

(
β

W − β

)
= rt log

(
1

1− η

)
(29)

In other words, the terms W i and β play no role in the

equilibrium; they only control the elasticity of demand as

congestion changes. This is very important for the subsequent

analysis, because each cell will have a different combination

of users and the value of W i will vary from cell to cell.

Let us now consider the form of the optimal congestion

function u∗(X i
t) as given in (27). For small values of Xt/rt,

u∗t ≈ β/rt and the transition function starts behaving like a

standard Ornstein-Uhlenbeck diffusion problem.

Once again, η turns out to be the crucial external param-

eter that controls the equilibrium operating point. From the

expression of φ() and the relation between β and η in the

second equation in (26), it can be seen that η is a measure of

how close the current load Xt can be allowed to approach the

effective capacity rt. Adjusting this value means adjusting

value of β, which in turn controls the discounting of the

congestion term in (27) to the growth term W .

D. Extension to multiple cells - the mean-field problem

The control problem is extended in this section to incor-

porate the multi-cell case. The multi-cell case works on a

cluster of cells Nc whose capacity allocations are integrated

with each other, and allocations/deallocations of capacity are

done for the cluster as a whole. Further, the cells in the

cluster are geographically close to each other, and all users

have visibility of all the cells in the cluster; this is frequently

how hotspots are configured in urban areas. This assumption

allows us to implement joint allocation of resources and allow

movement of users between cells within the cluster. There is

no restriction to the size of the cluster, or the number of cells

in it, as long as the above restrictions hold.

Within the cluster, the demand regulation algorithm must

ensure that the cells are utilized evenly (load balancing) and

the congestion metric ukt gives both the UEs and the resource

management algorithm a good approximation of the overall

utilization within the cluster as well as the utilization within
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each cell. This is necessary to provide appropriate feedback

both to the UEs and to the resource management operating for

the cluster as a whole. The individual UEs freely move within

the cluster to optimize their QoS, based on the congestion

feedback. External resource management in turn uses the

congestion metric to compare relative utilization of capacity

and urgency of demand within the cells of the cluster.

Mathematically, the demand regulation algorithm has to

be modified so that the congestion metric tracks both the

cell-specific resource loading as well as the average loading

within the cluster. A cell with high load, but relatively less

metric is a signal to the UEs that there is surplus capacity

in some other cell within the cluster. On the other hand, a

cell with high load and a high metric indicates to UEs that

there is no surplus capacity in the entire cluster and that UEs

should pull back their demand so as to reduce loading within

the immediate cell. It is proposed to make this happen by

adding a cluster average term to the reward function. Recall

that the consolidated stochastic control problem is given as

in (30), for each jth cell in the cluster, and the corresponding

optimal congestion function is given in (31).

Minimize

∫ T

0

f(Xj
t , rt, u

j
t)dt+ g(Xj

T , r
j
T )

where dXj
t =

(
W −Xj

t u
j
t

)
dt+ σdBt

f(Xj
t , r

j
t )= β2

(
η − e

−
X

j
t

r
j
t

)2

−
1

2
(Xj

t u
j
t)

2 (30)

g(Xj
t , r

j
t )= β2

(
η − e

−
X

j
t

r
j
t

)2

Xt|t=0= x0

u∗,jt =
β

Xj
t

(
1− e−

Xt
rt

)
(31)

The term β
(
η − exp{−

X
j
t

r
j
t

}
)

penalizes the deviation of the

fraction Xj
t /r

j
t from the target value η, where rjt denotes a

kind of threshold level of resource usage within the cell. A

second factor is now introduced into rjt , which is the ratio

between the empirical average of Xt among all the cells in

the target cluster C, as shown in (32).

X̂t=
1

NC

NC∑

k=1

Xk
t

rt=
C1C2

X̂t

X̂t=
1

N


∑

j∈C

Xj
t




⇒
Xj

t

rjt
=
Xj

t

C1

X̂t

C2

(32)

Effectively, problem has been converted in to a mean-field

optimization problem, with the mean-field term being the

Figure 2. Evolution of the empirical mean for different values of W , η
and C

empirical average X̂t. For any individual jth cell, the con-

gestion signal ujt is then affected by both the cell’s own

bandwidth level Xj
t /r

j
t and the empirical average value.

Since rt is a part of the reward function, this turns the Nc

separate optimization problems (one per cell) into a game.

It is clear that the game has to be solved cooperatively.

For example, any individual cell raising Xk
t will cause the

empirical average to rise; this, in turn may cause one or more

of the other cells to cross the threshold term in the term ψ(),
which will force it to reduce its own Xj

t , j 6= k.

1) Solving the mean-field demand regulation problem:

The next step in the mean-field analysis is to compute

the function X̂t∀t. To do this, it is necessary to solve the

expectation of the original diffusion (2), substituting the

optimal value of ut as computed in (31). The corresponding

deterministic differential equation is given in (2). Note that

the diffusion term is no longer present; however, rt is also

no longer an independent variable.

dX̂t =

(
W −

β

X̂t

X̂tu(X̂t)

)
dt

=

(
W −

1

X̂t

(
W

1− η
−

σ2X̂t

2

2C1C2 (1− η)

)
X̂tu

∗
t (X̂t)

)
dt

=Wdt−

(
W

1− η
−

σ2

2CtC2 (1− η)
X̂t

)(
1− e−

X̂2
t

C1C2

)
dt

(33)

The differential equation in (33) can be solved numerically.

However, it is easy to see that a stationary point exists, where

dX̂t → 0. For small values of σ2, the stable point should

be at X̂ ≈
√
(C1.C2. ln(1/η)). The parameter W dictates

the rate of convergence. This is demonstrated in Figure 2,

which shows the evolution of X̂ for different combinations

ofW, η and C. As noted earlier, the value of W has no impact

on the final equilibrium achieved, only the equilibrium rate.

Hence, one can also model heterogeneous populations within

cells, where different cells have different numbers of UEs

and further, different UEs have different traffic generating
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patterns facing different round trip times. At the top level,

the combination of these just add up to different values of

W for each cell. Since the value of W plays no part in the

optimal control term given in (27), it is also not something

that needs to be estimated.

In the final step, the mean-field term is inserted back

into optimal transition function to get the mean-field optimal

control law. The optimal control thus occurs in two steps

at each time t at each cell. First the current value of X̂t is

estimated, either by directly sampling it from all cells within

the cluster, or by each cell computing the current value from

(33). It is then inserted back into (27) so as to get the optimal

congestion metric ut for each cell. The congestion metric is

used to set the buffer value based on the dynamic given in

(4) and (5).

VII. SIMULATION RESULTS

In this section, the performance of the mean-field demand

regulation algorithm through simulation is shown. There are

two primary purposes to the simulation. One is to show

how the simulation stabilizes the performance of the entire

system by providing appropriate feedback in each cell. The

second is how the simulation allows cooperative resource re-

distribution to take place, by providing the appropriate signals

to the end-user and the network resource allocation function.

The mean-field based demand regulation algorithm has

been simulated on a six-cell cluster, each cluster being

allocated a set of UEs and a set of resources Each UE

is downloading data using a simplified TCP-Reno protocol

stack, with a Maximum Segment Size (MSS) of 1200 bytes

and a maximum window size of 64. It is assumed that the

round-trip time is approximately 50ms, which means that

each UE has a saturation transmission rate of 12.3 Mb/s.

The cells each have a capacity of about 50Mb/s. Congestion

signalling is performed by each cell by fair dropping (as used

in RED), using the dropping rate computed by the demand

regulation algorithm. In the case where there is no dynamic

congestion signaling, a buffer of approximately 1MB is avail-

able to each cell, subject to Random Early Dropping. The

base stations/eNodeBs use a simple fair-sharing scheduling,

using Scott Shenker’s fair sharing protocol, with bandwidth

delay trade-off. There is a baseline packet drop rate of 10−5,

with minor or no impact on the system.

A. Comparison against the default situation - no demand

regulation

The first scenario compares the performance of the pro-

posed algorithm against the situation where there is no

demand regulation algorithm working. The first three cells

start out with 24 active UEs each and the second three cells

with 12 active UEs each. Each cell is allocated capacity

equivalent to 100Mb/s. The comparative results for aggregate

bandwidth utilization are presented in Figure 3. There are

three congestion cases presented with operator supplied η
value of 0.3, 0.5 and 0.6 corresponding to the graphs in

Figures 3b, 3c and 3d respectively.

Two things stand out very clearly from the above. First,

it is clear that bandwidth hunting TCPs operating in a cell

with limited capacity will drive the bandwidth utilization

to saturation, regardless of the number of users [Figure

3a]. Second, congestion feedback is an effective tool to

regulate the behaviour of TCPs in this regard. Recall from the

discussion in VI-B that the parameter η regulates the impact

of the mean-field term on the generic control function. For

small values of η, mean-field demand regulation is switched

off. As η approaches 1, the effect of mean-field demand

regulation starts dominating overall performance. The result

can be seen in the demand regulation cases shown in the

Figures 3b, 3c), 3d. As the value of η rises, sharply rising

congestion feedback forces users in congested cells to back-

off in order to avoid saturating the cell. Further, recall that

β is approximated by W/(1 − η). Hence, for larger values

of W , the demand regulation algorithm is more aggressive

in communicating congestion to the end-users as is expected

from the model.

An alternative scenario is given in the second set of graphs

in Figure 4, where the number of users in each cell is

the same (20 users per cell), but the capacity allocation is

different. The first three cells have 50Mb/s capacity each,

whereas the last three cells have 36Mb/s. The unregulated

demand case and the case where demand is regulated by

setting η to 0.3 is presented in Figures 4a and 4b respectively.

The congestion metric for the second case is presented in

Figure 5. It is clearly seen how the congestion metric clearly

separates out the two different cells, so that the lower capacity

cells see a higher congestion metric, even though the capacity

utilization value is the same. This allows the system to

handover cells from lower to higher capacity cells, using the

congestion metric as a guide.

B. Performance in conjunction with macro level resource

management

In this section, it is shown how the demand regulation

algorithm works when coupled with external resource man-

agement. The simulation is extended to include both user

initiated network assisted handover (based on congestion)

and dynamic resource swapping between cells. The macro-

resource management entity is treated as an external module,

which has visibility into the basic runtime statistics of each

cell; number of UEs, allocated channels and (in the cases

where demand regulation mechanism is active) the computed

congestion metric. The resource management as well as

handover is continuously active. At each frame it selects pairs

of cells and moves a unit of spectrum from one to the other

with a probability proportional to the gap between the load

metrics. The load metric for a cell is either the computed

congestion metric, if available, or the number of UEs in

the cell. The same metric is communicated to UEs that are

considering handover, by network signaling. The UEs use the

same probabilistic approach to choose when to handover. It

may be argued that this is an overly simplistic mechanism

for macro-resource management. Our position is that the

specifics of the mechanism may be kept simple, because the
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(a) No demand regulation (b) Regulated demand, η = 0.3

(c) Regulated demand, η = 0.5 (d) Regulated demand, η = 0.6

Figure 3. Simulation results - six cell cluster, comparative capacity utilization, variable users per cell, no handovers

focus is on how useful the proposed demand regulation is in

working with this or any other macro-resource management

algorithm.

For the simulation, the six cell scenario is retained, but

now each cell start with a variable number of users and

a variable amount of bandwidth per cell. To make matters

interesting, the cells with the maximum capacity available

have the minimum number of users to start with. The

first three cells have 100 Mb/s of capacity and 10 users

each. The last three cells have 50Mb/s of capacity and 20

users each. The comparison is between the default case (no

demand regulation) and the cases where the proposed demand

regulation algorithm is running with η values of 0.3 and

0.5. The simulation starts off with the macro level resource

management disabled for the first 4000 frames and then is

switched on. The transition can clearly be seen in the two

figures.

Figure 6 shows the comparative bandwidth utilization

between the default and the demand regulation algorithm. It

can be seen that macro-resource optimization is working in

both the cases; however, whereas the default case still shows

different levels of utilization in the cells after rebalancing

(Figure 6a), the managed demand/congestion cases provide

an extremely tight balancing with respect to the default case.

In both the η = 0.3 case (Figure 6b) and η = 0.5 (Figure

6c) cases, the capacity utilization stabilizes to a similar level

of 90% after the rebalancing takes place.

To understand the reason for the difference, note how the

congestion signal is computed in Figure 7a and Figure 7b

below, corresponding to the η = 0.3 and η = 0.5 cases

respectively. The default case does not use the congestion

metric for feedback; rather it uses the number of UEs in

each cell. In this situation, the number of UEs per cell is

quickly balanced. However, each UE has its own rate-control

and when one moves to another cell, it takes a long time

to adjust its current state based on the new environment.

Hence, even within the same cell, there is large variation

in the performance between UEs. On the other hand, the

congestion-metric computed by the demand regulation metric

already takes network state into account. This means that



16

International Journal on Advances in Telecommunications, vol 12 no 1 & 2, year 2019, http://www.iariajournals.org/telecommunications/

2019, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

(a) No demand regulation for variable capacity cells (b) Demand regulation for variable capacity cells, η = 0.3

Figure 4. Simulation results - six cell cluster, comparative capacity utilization with variable spectrum allocation per cell

Figure 5. Congestion metric value, η = 0.3

all UEs have similar rate-control states once equilibrium

is reached and they tend to have very similar performance

subsequently. One of the purposes of demand regulation is

provide fair allocation of capacity. The fairness of allocation

is measured in terms of a metric γ that measures the spread

of allocations (achieved throughput) per UE in a given cell.

The metric is computed as in the equation (34) where t(m)
measures the throughput of the mth UE and Nk is the set of

UEs in the kth cell.

γk =
maxj∈Nk

t(j)−minj∈Nk
t(j)

maxj∈Nk
t(j)

(34)

Figure 8 shows the allocation fairness for each of the

simulated cases. Since fair scheduling has been implemented

within each cell, the difference is purely because of the dis-

balance between allocated capacity and per-cell demand. This

simulation shows the difference in the starkest terms. Because

the congestion metric takes into account the global state, it

forces the per-UE allocation into a tight band, with complete

fairness between cells.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we have demonstrated the application of

mean-field stochastic optimal control to the problem of

optimal resource management in a wireless cellular network,

one of the most demanding problems of wireless network

control. We have demonstrated that we can apply mean-

field control to regulate demand within individual cells, in

keeping with cell-specific and network wide capacity levels.

Consequently we have demonstrated that an integrated load-

balancing and resource deployment solution can be achieved,

with significantly superior performance, as opposed to the

standard case where demand is not regulated and resource

allocation uses external metrics such as the number of UEs

in a cell. As part of the theoretical framework, we have also

derived a closed form analytical solution for a non-linear

mean-field model, which is novel in the MFG literature.

As we have shown, this algorithm is implementable by

incorporating it directly the dynamic buffer management at

the cellular and system level. This is sufficient to provide the

appropriate feedback to the end-users. We also show how

the same dynamic buffer management algorithm works with

macro-resource optimization algorithms to achieve stability

and fair load-balancing, across multiple cells. The application

of stochastic control techniques, and stochastic games in

general, has rich potential application in the wireless and

cellular domain.

In future work, this shall be extended to more advanced

problems, such as coordinated multi-point, multi-user Multi-

Input Multiple Output (MIMO) and dynamic network slicing

for 5th generation networks. Here, a key extension will be

to track the UE when it is a member of more than one

cell at any point of time. In this situation, the mean-field

control will apply not just to the cell, but to the UE as

well. A second possible area of work is in application to
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(a) No demand regulation (b) Regulated demand, η = 0.3

(c) Regulated demand, η = 0.5

Figure 6. Simulation results - six cell cluster, comparative capacity utilization with handovers and channel swapping

heterogeneous environments, such as leader-follower envi-

ronments, as studied in [7]. This kind of environment occurs,

for example, when there is a single macro-cell and multiple

small-cells; the macro-cell follows its own individual control

law, to which the small cell has to adapt. This gives rise

to interesting one-sided equilibriums, which are not readily

solved using the Nash Certainty Equivalence principle. These

shall be considered in future work.
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(a) Regulated demand, η = 0.3 (b) Regulated demand, η = 0.5

Figure 7. Simulation results - six cell cluster, congestion metric feedback to macro resource controller

(a) No demand regulation (b) Regulated demand, η = 0.3

(c) Regulated demand, η = 0.5

Figure 8. Simulation results - six cell cluster, allocation fairness with handovers and channel swapping
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Abstract—A Gaussian function for clipping associated to a
Tone Reservation filtering is presented in this paper in order to
decrease multicarrier Peak to Average Power Ratio (PAPR). The
advantage of this approach is twofold: first, the Gaussian clipping
function is a soft non-linear function which keeps constant the
average power of the signal, which is a characteristic of great
importance in real transmission; second, the Tone Reservation
filtering by inserting the corrected signal on reserved carriers
guaranties a complete downward compatibility (it means that
the receiver does not need to be changed with the update of the
transmitter) with classical receivers. The filtering is performed
in the frequency domain by putting the corrected signal on
the free carriers of the considered standard (in our case the
Wifi IEEE802.11). Furthermore, our approach does not need
any side information. In addition to the previous advantages,
extensive simulations show very interesting performance in the
complexity/PAPR decreasing trade-off compared to others similar
methods.

Index Terms—PAPR; clipping; Gaussian; OFDM.

I. INTRODUCTION

Orthogonal Frequency Division Multiplexing (OFDM), al-
though used in many standards such as 4G and 5G, IEEE
802.11a/g, IEEE 802.16, HIPERLAN/2, and Digital Video
Broadcasting (DVB), is prone to high Peak-to-Average Power
Ratios (PAPR). Large PAPR values require linear High Power
Amplifiers (HPA), which is not energy efficient. The combina-
tion of an insufficiently linear HPA with a signal of large PAPR
values leads to in and out of band distortions as explained in
[1] which was the starting point of this paper.
A huge quantity of works on PAPR topic has been published
for decades along two axes: find its theoretical distribution
and/or propose powerful methods to mitigate its high values.
The reader may find some last developments in different
contexts in [2], [3], [4], [5], [6].
The simplest way to reduce PAPR is to deliberately clip
and filter the OFDM signal before amplification. However,
clipping is a nonlinear process and may cause significant
distortions that degrade the Bit Error Rate (BER) and increase
adjacent out-of-band carriers [7]. To avoid this degradation
the solution we proposed in [8] consists in transforming any
adding mitigation method into Tone Reservation (TR) method
by an adequate frequency domain filtering. Thus, the resulting
PAPR mitigation method is fully downward compatible and
does not deteriorate the useful signal. The contributions of
this paper which is an extension of [1] are:

• first, we propose a new clipping function, the Gaussian
clipping (GC) function, which has the main advantage,
compared to other clipping functions of the literature, to
keep constant the average power.

• second, we transform this GC function into a TR method,
thanks to the method described in [8]. The resulting Gaus-
sian Tone Reservation Clipping and Filtering method is a
fully downward compatible method, whose performance
depend on the number of reserved tones. Because the
filtering process is included by principle in the TR method
we will refer to Tone Reservation with Gaussian Clipping
Function (TR-GCF).

• third, we compute the complexity of the method and show
that the TR-GCF mitigation method offers the best trade-
off between PAPR reduction, average power variation and
complexity.

After a recall of some basics regarding OFDM in Section II,
we present in Section III the clipping functions of the literature
and the proposed Gaussian clipping function is presented in
Section III-D. Section IV deals with theoretical performance
of the Gaussian clipping function and Section V compares its
performance with other clipping functions. Section VI deals
with the use of Tone Reservation method with Gaussian clip-
ping and the associated algorithm while Section VII presents
simulation results in the context of WLAN systems. Section
VIII concludes the paper.

II. OFDM SYSTEMS AND PAPR ISSUE

Throughout this paper, the continuous-time baseband repre-
sentation of an OFDM symbol is given by

x (t) = 1√
N

N−1∑
k=0

Xke
j2πfkt, 0 ≤ t ≤ Ts , (1)

where N data symbols Xk form an OFDM symbol X =
[X0, · · · , XN−1], fk = k

Ts
and Ts is the time duration of

the OFDM symbol.
The OFDM symbol represented by the vector X =
[X0 · · ·XN−1]

T is transformed via an Inverse Discrete Fourier
Transform (IDFT) into the Ts/N -spaced discrete-time vector
x = x [n] = [x0 · · ·xN−1]

T , i.e.,

xn = 1√
N

N−1∑
k=0

Xke
j2π nN k, 0 ≤ n ≤ N − 1 . (2)
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In this paper, the discrete-time indexing [n] denotes Nyquist
rate samples. Since oversampling is required in practice, we
will introduce the notation x [n/L] to denote oversampling by
a factor of L. Several oversampling strategies of x [n/L] can
be defined. From now on, the oversampled IDFT output will
refer to an oversampled of (2), which is expressed as follows

x [n/L] = 1√
N

NL−1∑
k=0

Xke
j2π n

NLk, 0 ≤ n ≤ NL− 1 .

(3)

The above expression (3) can be implemented by using an
IDFT of length NL with input vector

X(L) =

[
X0, · · · , XN

2 −1, 0, · · · , 0︸ ︷︷ ︸
(L−1)N zeros

XN
2
, · · · , XN−1

]
.

The PAPR of the signal x (t) is defined as

PAPR[x]
∆
=

max
t∈[0,Ts]

|x (t)|2

Px
, (4)

where Px = E
{
|x (t)|2

}
is the average signal power and

E {.} is the statistical expectation operator. Note that, in order
to accurately describe the PAPR, an oversampling factor L ≥
4 is required. In fact, the PAPR is practically computed in
the analog domain and hence, to "see" the peaks between the
samples, we need to oversample the signal with regards to the
symbol frequency.
In the literature, it is customary to use the Complementary
Cumulative Distribution Function (CCDF) of the PAPR as a
performance criterion. It is given by

CCDF[x] (ψ)
∆
= Pr

{
PAPR[x] ≥ ψ

}
.

Accordingly the PAPR reduction gain ∆PAPR is defined as
the gap between PAPR before and after applying a reduction
method, for a given probability level.

III. CLIPPING FUNCTIONS

In this section, we first present clipping techniques [18] and
the Gaussian clipping used in the remainder of the paper.
Whatever the clipping technique to reduce PAPR, the output
signal yn, in terms of the input signal xn is given as follows:

yn = f (|xn|) ejϕn , (5)

where ϕn is the xn phase and f (.) is the clipping function.

A. Classical Clipping technique

The Classical Clipping proposed in [7], [20] is one of the
most popular clipping technique for PAPR reduction known
in the literature. It is sometimes called hard clipping and to
avoid any confusion, it is called Classical Clipping (CC) in
this paper. In [7], its effects on the performance of OFDM,
including the power spectral density, the PAPR and BER have
been evaluated. The function used for CC technique is defined
below and depicted in Fig. 1(a):

f (r) =

{
r, r ≤ A
A, r > A , (6)

where A is the clipping threshold.

B. Deep Clipping technique

Deep Clipping (DC) has been proposed in [22] to solve the
peaks regrowth issue due to the out-of-band filtering of the
classical clipping and filtering method. In DC technique, the
clipping function is modified in order to “deeply” clip the high
amplitude peaks. A parameter called clipping depth factor has
been introduced in order to control the depth of the clipping.
The function-based clipping used for DC technique is defined
below and depicted in Fig. 1(b):

f (r) =





r , r ≤ A

A− β (r − A) , A < r ≤ 1+β
β A

0 , r > 1+β
β A

,

where β is called the clipping depth factor.

C. Smooth Clipping technique

In [23], a Smooth Clipping (SC) technique is used to reduce
the OFDM PAPR. In this paper, the function based-clipping
for SC technique is defined below and depicted in Fig. 1(c).

f (r) =





r − 1
b r

3, r ≤ 3
2 A

A, r > 3
2 A

,

where b = 27
4 A2. These three clipping functions are drawn

on Fig. 1 and have been completely studied and compared in
[18]. In the literature it exists other clipping function, among
them we may cite the invertible clipping [24].

Fig. 1. Functions-based clipping for PAPR reduction
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D. Gaussian Clipping technique

In this subsection, we present the Gaussain Clipping (GC) for
PAPR reduction. We start from the Gaussian function, which
is drawn in Fig. 2. It will operate on the multicarrier signal
amplitudes in order to decrease its PAPR. In this context,
only positive values are taken into account, because the signal
modulus is always positive.

Fig. 2. Gaussian clipping function

The GC function f (.), associated to this Gaussian function,
is expressed as:

f (r) = Ae−(ηr)2 , r ≥ 0. (7)

The parameters A and η control the performance of the method
(the transmitted mean power variation and the PAPR reduction
capability).
The GC technique whose expression is given in (7) can reduce
the OFDM PAPR by increasing low amplitudes samples and
by decreasing high amplitudes samples, as illustrated in Fig.
3.
Fig. 3 shows that for samples rn such that rn = |xn| ≤ S, the
signal is amplified whereas for samples rn such that rn ≥ S
the signal is attenuated. S, which corresponds to the threshold
between amplification and reduction of the signal is obtained
by solving (8) and is given by (9):

f [r] = Ae−(ηr)2 = Ar, (8)

what gives:

S =

√
W (2η)

2η
, (9)

where W (.) is the Lambert function. It has to be noted from
(9) that S depends only on the η parameter of the GC (see (7)).
It is therefore clear that S and consequently η, drives the PAPR
reduction gain of the GC. We will now explain the influence
of A on the PAPR reduction gain. We remind that one of our
objectives is to keep constant the average power between the
input and the output of clipping. Therefore, we would like
to have Py = Px, where Px and Py are the average powers
before and after the PAPR mitigation technique respectively.
Considering (7), Py is given by (10):

Py =

∞∫

0

f (r)
2
px (r)dr = A2

∞∫

0

e−2(ηr)2px (r)dr, (10)

where px (r) is the probability density function (PDF) of the
considered signal envelope (here the OFDM signal).
Therefore, the ratio γ between Px and Py is expressed as
follows:

γ =
Py
Px

=
A2

Px

∞∫

0

e−2(ηr)2px (r)dr. (11)

As shown by (11), A and η influence the ratio γ. This means
that it is possible to tune the ratio γ thanks to parameter A
without modifying the PAPR reduction gain, for a given η. In
fact we showed that the PAPR reduction gain only depends
on η parameter.
The A parameter value which gives Py = Px is given by: (12)

A(opt) =

√Px
[∞∫

0

e−2(ηr)2px (r)dr

] 1
2

. (12)

To sum up, we have shown that η drives the PAPR reduction
gain whereas A drives the average power variation for a given
η.
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Fig. 3. Attenuation and amplification with GC function

IV. THEORETICAL STUDY OF GAUSSIAN CLIPPING

In this section, we analyze theoretically the behavior of the
GC function. We first focus on the average power variation
∆E = 10 log10 (γ) . Then, we study the PAPR CCDF at the
output of the GC function. We are interested in the PAPR
reduction gain ∆PAPR for a CCDF value of 10−2 before and
after clipping.
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A. Average power variation analysis

As mentioned previously px (r) is PDF of the OFDM envelope
and can be assimilated to a Rayleigh distribution for a large
number of OFDM subcarriers. Its expression is given by:

px (r) = 2r
Px e

− r2

Px , r ≥ 0. (13)

Then, the expression of the transmitted mean power Py is

Py =

+∞∫

0

[
Ae−(ηr)2

]2 2r

Px
e−

r2

Px =
A2

1 + 2η2Px
. (14)

As a result,

γ
∆
=
Py
Px

=
A2

(1 + 2η2Px)Px
. (15)

From (15), it is easy to compute the value of A(opt) (for Py =
Px) which is expressed as:

A(opt) =
[(

1 + 2η2Px
)
Px
] 1

2 . (16)

It is interesting to note that A(opt) depends on η (which controls
the PAPR reduction gain) and the average power of input
signal.
The average power variations related to the GC are compared
to simulation results in Fig. 4. Results show a good match
between theory (15) and simulations. For a given η value,
the average power is a linear function of A. Therefore, for
a given η parameter value, it is possible to find the value of
A(opt) which keeps constant the average power. This is given
by γ = 0.
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B. PAPR distribution analysis

In this subsection, the PAPR CCDF is derived analytically.
To perform this analysis, like in [9] for the classical OFDM
PAPR, we assume that the signals x (t) and y (t) (input and
output of the GC respectively) are sampled at the Nyquist rate

(that means with an oversampling factor L = 1). Therefore,
input and output samples xn and yn are respectively given by:

xn = x
( n
N
Ts

)
,

yn = y
( n
N
Ts

)
,

(17)

where 0 ≤ n < N . The signals xn and yn may also be written
as:

xn = rne
jφn ,

yn = f [rn] ejφn = vne
jφn ,

(18)

where rn is the amplitude of xn et φn its phase; vn = f (rn)
is the amplitude of yn. The PAPR of yn is given by :

PAPR[y] =

max
0≤n<N

|yn|2

Py
=

max
0≤n<N

vn
2

Py
. (19)

By applying the same development as in [9], and by assuming
independence between vn values we get:

CCDF[y]

(
ψ̃
)

= Pr
[
PAPR[y] ≥ ψ̃

]
= Pr

[
max
n

v2
n

Py
≥ ψ̃

]

' 1−
N−1∏

n=0

{
Pr

[
f (rn)

2

Py
≤ ψ̃

]}
,

' 1−
N−1∏

n=0

{
Pr

[
f (rn) ≤

√
ψ̃Py

]}

(20)

where f [r] is the GC function given by (7).
Then,

CCDF[y]

(
ψ̃
)
' 1−

N−1∏

n=0





Pr


rn ≥

1

η


ln


 A√

ψ̃Py






1
2







.

(21)

As rn follows a Rayleigh i.i.d random process whose PDF is
given by (13), (21) becomes:

CCDF[y]

(
ψ̃
)
' 1−

N−1∏

n=0


e−

ln

(
A√
ψ̃γPx

)
η2Px


,

' 1− e−N
ln

(
A√
ψ̃γPx

)
η2Px .

(22)

The PAPR reduction gain is compared to simulation results and
is presented in Fig. 5 for several values of η. It shows that the
theoretical approximation of (22) is very close to simulation
results.
The PAPR reduction gain decreases when η increases. This
result provides an upper bound of η. In fact it should be smaller
than 8 to have a positive PAPR reduction gain what is the
objective.
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V. COMPARATIVE STUDY WITH OTHER CLIPPING
FUNCTIONS

In this subsection, GC performance are compared to classical
clipping (Section III-A), Deep clipping (Section III-B) and
Smooth clipping (Section III-C) performance. Although these
three baseline algorithms are not recent, they are most of
the time considered for PAPR reduction (especially hard and
smooth clipping) and associated with filtering. This is the
reason why we took these three approaches as a comparison
basis.
This comparative study is performed in the context of the
WLAN standard IEEE 802.11 a/g, whose parameters are given
in Table I.

TABLE I
SIMULATION PARAMETERS

System parameters Values

Modulation type 16-QAM

Carriers number N = 64

Data sub carriers number 48

Pilots number 4

Oversampling factor L = 4

Channel type AWGN

In Fig. 6 the PAPR reduction gain, ∆PAPR, is analyzed for
the four clipping techniques in function of the average power
variation ∆E. For the Classical, Deep and Smooth clipping
functions, ∆PAPR decreases with ∆E and becomes very small
for ∆E ' 0 dB. At the opposite, ∆PAPR with the GC is quasi
constant with ∆E. In fact, whatever the value of ∆E, ∆PAPR
of GC equals 5.2 dB. This result is the great advantage of
the GC, because it offers a PAPR reduction gain of 5.2 dB
without modifying the average power. To reach this result it
is necessary to set A√Px to 0.45 dB as shown in Fig. 7.
In this figure, the influence of the parameter A is presented.
The results show A controls the average power variation
without modifying the PAPR reduction gain. This result is
very important. In fact, it is possible to choose A in such a
way that Py = Px without modifying the PAPR reduction

gain. In other words, with the GC function it is possible to
reach a PAPR reduction gain of 5 dB with an average power
variation ∆E = 0.

Fig. 8 presents the BER performance. As expected, these
techniques degrade the BER. In fact the signal resulting from
clipping functions is useful for PAPR reduction but behaves
also as an interferer which deteriorates the signal both in
and out of band. Generally out of band degradation can
be removed by filtering (it is why clipping techniques are
generally named clipping and filtering techniques). GC is the
one which degrades the most the BER. This was expected
because the PAPR reduction was the highest. That means that
GC (as every clipping function) could not be used without
BER improvement. To mitigate the BER degradation due
to clipping noise (whatever the clipping function), several
techniques could be performed:

• by inverting the clipping function or by iterative substrac-
tion of the noise regenerated by the clipping function
at the receiver [10]. Iterative methods to substract the
estimated noise have been proposed in [11] and [12]. The
main drawbacks, in our point of view, are (i) these tech-
niques become no more downward compatible and (ii) the
complexity is high at the receiver side. Furthermore, the
out of band noise will degrade the signal in the adjacent
band (the so called shoulders), which is, of course, not
acceptable.

• another alternative consists in turning the clipping method
into a Tone Reservation (TR) method. By principle TR
does not deteriorated the BER. This technique has several
advantages: (i) it is performed at the transmitter side, (ii)
it is downward compatible and (iii) it is very simple to
set up. This approach is detailed in the following section.
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VI. TONE RESERVATION BASED GAUSSIAN CLIPPING

A. Context of Tone Reservation

We are focusing here on one of the most common methods
called Tone Reservation (TR) [14], because it is able to
decrease the PAPR without degrading the BER. This method
has been standardized in DVB-T2. It consists in computing
a corrective signal (also, called peak-reducing signal) which
is inserted on a set of reserved tones. It is added to the
original signal, leading to a PAPR reduction of the latter.
The simplest way to generate and compute the corrective
signal is to deliberately clip the OFDM signal [13]. In this
paper we propose to use the GC function presented previously.
This function keeps constant the average power of the signal
which is of great importance in practice. Then, we insert this
corrective signal on the reserved tones by a suitable frequency
domain filtering, as described in [8]. Thus, the resulting PAPR

reduction method is a fully downward compatible method
which does not degrade the useful signal.

B. Tone Reservation principle

The TR technique [14], [15] is an adding signal technique. It
has been studied mainly for the OFDM signal, without any
specification of a standard.
The idea of the TR technique is to reserve Nr sub-carriers (also
called tones) in the OFDM symbol on which an appropriate
information will be added in order to change the time signal,
so as to reduce its dynamics. In this technique, the transmitter
and the receiver agree on the number and the positions of the
subcarriers which are reserved to carry the corrective signal
to decrease the PAPR.
In this paper, the TR technique will be implemented using
the “unused subcarriers”, so-called “null subcarriers”, that are
considered in the standards in order to make the technique
downward compatible. The diagram of the method is given in
Fig. 9.

x (t) = 1√
N

N−1∑
k=0

Xke
j2πfkt, 0 ≤ t ≤ Ts , (1)

where N data symbols Xk form an OFDM symbol X =
[X0, · · · , XN−1], fk = k

Ts
and Ts is the time duration of

the OFDM symbol.
The OFDM symbol represented by the vector X =

[X0 · · ·XN−1]
T is transformed via IDFT into the Ts/N -

spaced discrete-time vector x = x [n] = [x0 · · ·xN−1]
T , i.e.

xn = 1√
N

N−1∑
k=0

Xke
j2π n

N k, 0 ≤ n ≤ N − 1 . (2)

In this paper, the discrete-time indexing [n] denotes Nyquist
Rate samples. Since oversampling may be needed in practical
designs, we will introduce the notation x [n/L] to denote
oversampling by L. Several different oversampling strategies
of x [n/L] can be defined. From now on, the oversampled
IDFT output will refer to an oversampled of (2), which is
expressed as follows:

x [n/L] = 1√
N

NL−1∑
k=0

Xke
j2π n

NL k, 0 ≤ n ≤ NL− 1 .

(3)

The above expression (3) can be implemented by using a
length-(NL) IDFT operation with the input vector

X(L) =

[
X0, · · · , XN

2 −1, 0, · · · , 0︸ ︷︷ ︸
(L−1)N zeros

XN
2
, · · · , XN−1

]
.

The PAPR of the signal x (t) may be defined as

PAPR[x]
∆
=

max
t∈[0,Ts]

|x (t)|2

Px
, (4)

where Px = E
{

|x (t)|2
}

is the average signal power and
E {.} is the statistical expectation operator. Note that, in order
to accurately describe the PAPR, an oversampling factor L ≥
4 is required. In fact, the PAPR is practically computed in
the time analog domain and hence, to "see" the peaks with
samples, we need to oversample the signal with regard to the
symbol frequency.

In the literature, it is customary to use the Complementary
Cumulative Distribution Function (CCDF) of the PAPR as a
performance criterion. It is denoted as

CCDF[x] (ψ)
∆
= Pr

{
PAPR[x] ≥ ψ

}
.

B. Tone Reservation Overview

The TR technique [8, 11] is an adding signal technique.
This technique has been studied mainly for the OFDM signal,
without the specification of a particular standard and it can be
generalized to any types of multicarrier systems. The precursor
of this technique is J. Tellado [8].

The principal idea of the TR technique is to reserve Nr

sub-carriers in the OFDM symbol on which appropriate in-
formation will be added in order to change the time signal,
so as to reduce the dynamics of the signal envelope. In this
technique, the transmitter and thereceiver agree on the number
and the positions of the subcarriers which are reserved to carry
the corrective signal to decrease the PAPR.

In this paper, the TR technique will be implemented using
the “unused subcarriers”, so-called “null subcarriers”,that are
considered in the standards in order to make the technique
backward compatible. The schematic diagram of the method
is given in Figure 1.
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The peak-reducing signal cn is carried by the reserved
subcarriers and the peak-reduced signal is given by

yn = xn + cn =
1√
N

NL−1∑

k=0

(Xk + Ck) e2jπ n
NL , (5)

where 0 ≤ n ≤ NL − 1 and C = [C0, · · ·CNL−1] is the set
of peak-reducing subcarriers.

To build a new TR techniques, two problems should be
tackled, first, we have to generate an adding signal cn and,
second, to insert it on the reserved tones. Of course, it is
possible to jointly solved these two problems. In the next
section, we present a possible way to generate this signal using
a clipping function. Then, in the Section II-D, we present an
easy way to insert the adding signal on the reserved tones
thanks to a frequency domain filtering.

C. Signal Adding Principle

In the signal adding context, the PAPR is reduced by
adding a corrective signal sometimes called “peak reducing
signal” or “peak canceling signal” [6]. A block diagram of
the OFDM transmitter with an adding signal technique for
PAPR reduction is shown in Figure 2.

The PAPR reduced signal is therefore expressed as

ỹn = xn + cn, n = 0, · · · , NL− 1. (6)

The peak-reducing signal cn is computed according to
PAPR reduction techniques. In [11], cn is computed based on

Fig. 9. Illustration of the Tone Reservation method

The peak-reducing signal cn is carried by the reserved sub-
carriers and the peak-reduced signal is given by

yn = xn + cn =
1√
N

NL−1∑

k=0

(Xk + Ck) e2jπ n
NL , (23)

where 0 ≤ n ≤ NL − 1 and C = [C0, · · ·CNL−1] is the set
of peak-reducing subcarriers.
To set up a new TR technique, two problems have to be tackled
by first generating an adding signal cn and, second, inserting
it on the reserved carriers. Of course, it is possible to jointly
solved these two problems. In the next subsection, we will
present a possible way to generate this signal using a clipping
function and a way to insert the adding signal on the reserved
tones thanks to a frequency domain filtering.

C. Signal adding principle

In the signal adding context, the PAPR is reduced by adding
a corrective signal sometimes called “peak reducing signal”
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or “peak canceling signal” [8]. A block diagram of the
OFDM transmitter with an adding signal technique for PAPR
reduction is shown in Fig. 10.

cnPEAK-REDUCING
SIGNAL

HPA

fc

xn

GENERATOR

yn

Fig. 2: Signal adding scheme for PAPR reduction, where cn
is the Peak-Reducing signal.

Second Order Cone Program (SOCP) in the frequency domain,
while in [13], cn is computed in the frequency domain with
the Gradient algorithm, which is a low-complexity algorithm.
In [7], the peak-reducing signal cn is computed in the time
domain based on a nonlinear function f (.) , called “function
for PAPR reduction”. Using f (.) to reduce the PAPR of xn,
the peak reducing signal cn is written as

cn = f [|xn|] ejφn − xn, (7)

where φn is the phase of xn . In this paper, we use this
simple way to computing the desired peak-reducing signal,
where the nonlinear function f (.) is the Gaussian Clipping
Function.

D. Tone Reservation Filtering

Let be c̃n, the signal at the output of the FFT/IFFT pair-
based filter, as shown in Figure 3.
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Fig. 3: Digital filtering-based FFT/IFFT.

The FFT/IFFT pair-based filter consists of a FFT followed
by an IFFT operation. The forward FFT transforms cn back
to the frequency-domain. The discrete frequency components
of cn on the reserved subcarriers are passed unchanged, while
the data subcarriers and the Out Of Band (OOB) components
are set to zero.

The relationship between the input and the output of the
FFT/IFFT pair-based filter is given by:

c̃n = F−1 (H [F (cn)]) , (8)

where F represents the FFT function, F−1 is the IFFT
function and H is the digital filter response in the frequency
domain.

The FFT/IFFT pair-based filter complexity depends only
on the complexity of utilizing the FFT/IFFT pair and is
approximated as O (NL log2NL).

The principle of FFT/IFFT pair-based filter for transforma-
tion of signal adding techniques into TR techniques is shown
in Figure 4.
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Fig. 4: FFT/IFFT pair-based filter for transformation to TR
technique.

III. GAUSSIAN CLIPPING

In this Section, we present briefly the Gaussain Clipping for
PAPR reduction, which is a new technique that has been fully
described, initially, in [9] and submitted in [10]. This function
keeps constant the average power of the signal which is of
great importance in practice.

In [6]; it is shown that all forms of clipping can be
formulated as a signal adding technique for PAPR reduction.
Gaussian Clipping is a technique for PAPR reduction (firstly
presented in [9]) in which a Gaussian function is used to
change the behavior of the signal amplitude resulting in PAPR
reduction. This clipping function is presented in Figure 5. Its
main advantage, compared to other clipping function, is to
keep constant the average power of the signal before and after
clipping.

Gaussian Clipping can be viewed as a signal adding method
whose peak reducing signal cn is given in (7) and whose PAPR
reduction function f (.) is given by :

f (r) = Ae−(ηr)2 , r ≥ 0. (9)

Parameters A and η control the performance of the method
(i.e.the transmitted mean power variation and the PAPR re-
duction capability). The Gaussian Clipping technique based
on equation (9) can reduce the OFDM PAPR by increasing
low-amplitudes samples and by decreasing high-amplitudes
samples, as illustrated in Figure 5.

Figure 5 shows that for samples rn, such that rn = |xn| ≤
r(threshold), the signal is amplified, whereas for samples rn, such
that rn ≥ r(threshold) the signal is attenuated.

IV. TONE RESERVATION BASED GAUSSIAN CLIPPING AND
FILTERING

In this section, we propose a new “Tone Reservation” (TR)
technique in which the peak reducing signal is computed
by the Gaussian function (equation 9) and the insertion
on the reserved tones is performed utilizing the frequency
domqain filtering described previously. In section II-D, we
have presented an appropriate digital filter based on FFT/IFFT

Fig. 10. Tone Reservation as an adding signal method

The peak-reducing signal cn is computed according to PAPR
reduction techniques. In [15], cn is computed based on Second
Order Cone Program (SOCP) in the frequency domain, while
in [26], cn is computed in the frequency domain with the
Gradient algorithm, which is a low-complexity algorithm. In
[13], the peak-reducing signal cn is computed in the time
domain based on a nonlinear function f (.) called “function
for PAPR reduction”. Using f (.) to reduce the PAPR of xn,
the peak reducing signal cn is written as

cn = f [|xn|] ejϕn − xn, (24)

where ϕn is the phase of xn. In this paper, we use this simple
way to compute the desired peak-reducing signal, where f (.)
is the GC function.

D. Tone Reservation Filtering
Let c̃n be the signal at the output of the FFT/IFFT block, as
shown in Fig. 11.

Fig. 11. Digital filtering-based FFT/IFFT

The FFT/IFFT consists of a FFT followed by an IFFT. The
forward FFT transforms cn to the frequency-domain. The dis-
crete frequency components of cn on the reserved subcarriers
are passed unchanged, while the data subcarriers and the Out
Of Band (OOB) components are set to zero. The relationship
between the input and the output of the FFT/IFFT filter is
given by:

c̃n = F−1 (H [F (cn)]) , (25)

where F represents the FFT function, F−1 is the IFFT
function and H is the digital filter response in the frequency
domain. The FFT/IFFT filter complexity is approximated as
O (NL log2NL). The principle of FFT/IFFT filter with a TR
technique is shown in Fig. 12.
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Fig. 12. FFT/IFFT filter based on TR

E. Associated iterative algorithm

In this section, we detail the algorithm explained previously
with an iterative principle as presented in [8]. This algorithm
is illustrated in Fig. 13. We can easily distinguish two sub-
blocks within the TR-GCF technique: the PAPR reduction
signal generator based on the Gaussian function and the digital
filtering based on FFT/IFFT operations.
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parameters.
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Fig. 13. Diagram of TR-GCF method

In order to reduce the PAPR as much as possible, the algorithm
is based on an iterative procedure whose principle is as
follows:
• Set up the locations of the reserved subcarriers R and

the maximum iteration number Niter, and choose the
function for PAPR reduction f (.).

• Set up i = 0, where x(0)
n = xn is the time-domain OFDM

signal.
• Compute the (i)-iteration PAPR reduction signal as:

c̃(i)n = f∆

[
f
(
x(i)
n

)
− x(i)

n

]
, (26)

where f∆ = F−1 ◦ H ◦ F is the FFT/IFFT based digital
filter response in time domain.

• Compute the (i+ 1)-iteration PAPR reduced signal as:

x(i+1)
n = x(i)

n + β
(i)
optc̃

(i)
n . (27)

The scaling factor β(i)
opt is the solution of the following

optimization problem:

β
(i)
opt = arg min

β

[
max
n

∣∣∣x(i)
n + βc̃(i)n

∣∣∣
]
. (28)
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An exact solution of (28) exists but leads to a high computation
complexity. In [27] it is shown that a suboptimal solution of
(28) is given by minimizing the total power of the samples
with

∣∣∣x(i)
n + c̃

(i)
n

∣∣∣ > A, where A is a magnitude threshold.
Solving (28) leads to

β
(i)
opt = −

∑
n∈S(i)

p

x
(i)
n c̃
∗(i)
n

∑
n∈S(i)

p

∣∣∣c(i)n
∣∣∣
2 , (29)

where (.)∗ is the mathematical conjugate function, and where,
S(i)
p =

{
n :
∣∣∣x(i)
n + c̃

(i)
n

∣∣∣ > A
}

.

The complexity of calculating β
(i)
opt is O (Np), where

Np is the size of S(i)
p . After Niter iterations, the

TR-GCF algorithm complexity can be approximated to
Niter [O (NL log2NL) +O (Np)] ' O (NiterNL log2NL).
It is worth noting that the system complexity grows linearly
with the number of iterations.

VII. APPLICATION TO WLAN SYSTEMS

In the WLAN IEEE 802.11a/g standard, IFFT length N equals
64. Out of these 64 subcarriers, 48 subcarriers are used for
data, while 4 subcarriers are used for pilots. The remaining
12 subcarriers are unused (null) subcarriers located at the
positions R = {0, 27, · · · , 37} of the IFFT input.

Fig. 14. Spectral power mask of WLAN

The IEEE 802.11a/g standard specifications are given in [28]
and the transmit spectral mask requirements are shown in Fig.
14.

A. TR-GCF technique performance

In this section, we simulate the performance of the TR-GCF
(influence of η andNiter on the PAPR reduction and the Power
Spectral Density) in a WLAN (IEEE 802.11 a/g) context. Fig.
15 shows the influence of parameter η on the PAPR reduction
gain ∆PAPR. For η = 6, the maximum PAPR reduction gain
is achieved. In the rest of our simulations, η will be set to 6
in order to reach the maximum of PAPR reduction.

Fig. 15. PAPR reduction performance of TR-GCF technique versus η for
Niter = 5

Fig. 16 shows the performance of PAPR reduction for different
iteration numbers. As expected, the PAPR reduction gain
increases with the number of iterations Niter. For example,
at 10−2 of the CCDF, ∆PAPR is about 1.10 dB, 1.65 dB,
1.77 dB and 1.80 dB for Niter = 1, 3, 5 and 10, respectively.
However, the PAPR reduction gain converges from Niter ≥ 5
because, in Fig. 16, there is no significant reduction of PAPR
between Niter = 5 and Niter = 10.

The IEEE 802.11a/g standard specifications are given in

[18] and the transmit spectral mask requirements are shown

in Figure 7.

B. “TR-GCF” technique performance analysis

In this section, we simulate the performance of the “TR-

GCF” (influence of the η parameter and influence of the

number of iterations Niter on the PAPR reduction, Power

Spectral Density) in a WLAN (IEEE 802.11 a/g) context. The

Figure 8 shows the influence of parameter η on the PAPR

reduction gain ∆PAPR.

It shows that the PAPR reduction is sensitive to the param-

eter η and, for η = 6, the maximum PAPR reduction gain is

achieved. In the rest of our simulations, η will be set to 6 in

order to reach the maximum of PAPR reduction.
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Fig. 8: PAPR reduction performance of “TR-GCF” technique

versus η for Niter = 5.

The Figure 9 shows the performance of PAPR reduction

for different iterations. As expected, the PAPR reduction gain

increases with the number of iterations Niter . For example, at

10−2 of the CCDF, the reduction in PAPR (∆PAPR) is about

1.10 dB, 1.65 dB, 1.77 dB and 1.80 dB for Niter = 1, 3, 5 and

10, respectively. However, the PAPR reduction gain converges

from Niter ≥ 5 because, in Figure 9, there is no significant

reduction of PAPR between Niter = 5- and Niter = 10.

The Figure 10 presents the spectrum of WLAN signals

before and after applying the “TR-GCF” technique. It shows

that whatever the Niter value, the signals spectrum, after PAPR

reduction, meets the specifications of the WLAN standard

transmission. The power level of the subcarriers (the unused

carriers of Figure 3) which carried out the Peak reducing

signal for PAPR reduction increases with Niter because the

power level of the PAPR reduction signal increases with

Niter . As the PAPR reduction signal is carried by the unused

subcarriers (which are located besides the useful data of the

IEEE 802.1a/g standard), therefore the power level of these

subcarriers increases, even, as it can be seen in Figure 10,

the level of these carriers remains under the WLAN spectral

mask.

In Figure 11, we verify that the Bit Error Rate (BER) of

the WLAN system after applying the “TR-GCF” technique
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matches well the theoretical BER. We can remark that, what-

ever Niter value, the WLAN BER matches with the theoretical

BER, because the TR technique does not, inherently, degrate

the BER.

C. Comparative study of “TR-GCF” with “TR-GP” and “TR-

SOCP”

In this section, we compare the performance of the “TR-

GCF” technique, which we have proposed in this paper, with

those of the“TR-GP” and “TR-SOCP” techniques in a WLAN

context (based on IEEE 802.11 a/g). The TR techniques

for PAPR reduction “TR-SOCP” and “TR-GP” are deeply

described in [12] and [13] respectively.

Figure 12 compares the reduction in PAPR of the “TR-

GCF”, “TR-GP” and “TR-SOCP” techniques according to the

variation of the avarage power. It shows that, in terms of PAPR

reduction, the “TR-SOCP” is better (∼ 2 dB and ∼ 3 dB PAPR

reduction more than the“TR-GP” and “TR-GCF” techniques,

respectively). This result is explained by the fact that “TR-

SOCP” is an optimal TR technique in contrast to “TR-GP” and

Fig. 16. TR-GCF technique PAPR reduction performance forNiter iterations

Fig. 17 presents the spectrum of WLAN signals before and
after applying the TR-GCF technique. It shows that whatever
the Niter value, the signal spectrum, after PAPR reduction,
meets the specifications of the WLAN standard transmission.
The power of the subcarriers (the unused ones which carried
out the Peak reducing signal) increases with Niter because the
power of the PAPR reduction signal increases with Niter. As
the PAPR reduction signal is carried by the unused subcarriers
(which are located besides the useful data of the IEEE 802.1a/g
standard), the power level of these subcarriers increases as seen
in Fig. 17. But the level of these carriers remains below the
WLAN spectral mask.
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The IEEE 802.11a/g standard specifications are given in

[18] and the transmit spectral mask requirements are shown

in Figure 7.

B. “TR-GCF” technique performance analysis

In this section, we simulate the performance of the “TR-

GCF” (influence of the η parameter and influence of the

number of iterations Niter on the PAPR reduction, Power

Spectral Density) in a WLAN (IEEE 802.11 a/g) context. The

Figure 8 shows the influence of parameter η on the PAPR

reduction gain ∆PAPR.

It shows that the PAPR reduction is sensitive to the param-

eter η and, for η = 6, the maximum PAPR reduction gain is

achieved. In the rest of our simulations, η will be set to 6 in

order to reach the maximum of PAPR reduction.
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versus η for Niter = 5.

The Figure 9 shows the performance of PAPR reduction

for different iterations. As expected, the PAPR reduction gain

increases with the number of iterations Niter . For example, at

10−2 of the CCDF, the reduction in PAPR (∆PAPR) is about

1.10 dB, 1.65 dB, 1.77 dB and 1.80 dB for Niter = 1, 3, 5 and

10, respectively. However, the PAPR reduction gain converges

from Niter ≥ 5 because, in Figure 9, there is no significant

reduction of PAPR between Niter = 5- and Niter = 10.

The Figure 10 presents the spectrum of WLAN signals

before and after applying the “TR-GCF” technique. It shows

that whatever the Niter value, the signals spectrum, after PAPR

reduction, meets the specifications of the WLAN standard

transmission. The power level of the subcarriers (the unused

carriers of Figure 3) which carried out the Peak reducing

signal for PAPR reduction increases with Niter because the

power level of the PAPR reduction signal increases with

Niter . As the PAPR reduction signal is carried by the unused

subcarriers (which are located besides the useful data of the

IEEE 802.1a/g standard), therefore the power level of these

subcarriers increases, even, as it can be seen in Figure 10,

the level of these carriers remains under the WLAN spectral

mask.

In Figure 11, we verify that the Bit Error Rate (BER) of

the WLAN system after applying the “TR-GCF” technique
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matches well the theoretical BER. We can remark that, what-

ever Niter value, the WLAN BER matches with the theoretical

BER, because the TR technique does not, inherently, degrate

the BER.

C. Comparative study of “TR-GCF” with “TR-GP” and “TR-

SOCP”

In this section, we compare the performance of the “TR-

GCF” technique, which we have proposed in this paper, with

those of the“TR-GP” and “TR-SOCP” techniques in a WLAN

context (based on IEEE 802.11 a/g). The TR techniques

for PAPR reduction “TR-SOCP” and “TR-GP” are deeply

described in [12] and [13] respectively.

Figure 12 compares the reduction in PAPR of the “TR-

GCF”, “TR-GP” and “TR-SOCP” techniques according to the

variation of the avarage power. It shows that, in terms of PAPR

reduction, the “TR-SOCP” is better (∼ 2 dB and ∼ 3 dB PAPR

reduction more than the“TR-GP” and “TR-GCF” techniques,

respectively). This result is explained by the fact that “TR-

SOCP” is an optimal TR technique in contrast to “TR-GP” and

Fig. 17. WLAN signals spectrum before and after TR-GCF PAPR technique

In Fig. 18, we verify that the Bit Error Rate (BER) of the
WLAN system after applying the TR-GCF technique matches
the theoretical BER. We can remark that, as expected, what-
ever Niter value, the WLAN BER matches with the theoretical
BER, because all of the tones used for TR are outside of the
useful band so do not interfere with the data.
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Fig. 12: PAPR reduction performance according to ∆E for
“TR-GCF”, “TR-GP” and “TR-SOCP” techniques.

“TR-GCF” techniques which are sub-optimal TR techniques.
The major drawback of “TR-SOCP” technique is its com-

putational complexity which is very high (it is estimated to be
O

(
N2NRL

)
, where N is the number of subcarriers of the

OFDM system, NR is the number of unused’ sub-carriers and
L is the over-sampling rate).

For small increases in the average power (∆E ≤ 0.1 dB)
and for the same value of Niter (this means, for the same
computational complexity), the “TR-GCF” is more efficient
than “TR-GP”. Because we are seeking for techniques that
reduce the PAPR with ∆E ≃ 0 dB, then “TR-GCF” is
interesting because of its computational complexity (compared
to “TR-SOCP”) and in addition, its PAPR reduction gain is a
quasi-constant function of the average power variation. Even
the main advantage of keeping constant the average power
of the Gaussion Clipping Function is partly lost due to the
frequency domain filtering of the TR method, as A controls the
average power variation without affecting the PAPR reduction
gain, we can choose, for fixed Niter, the value of A which
gives the lowest variation, i.e, A(opt) = arg min

A
∆E. This

constraint could be easily included in the algorithm.
The table of computational complexity given below shows

that under the simulation conditions of Figure 12, “TR-SOCP”
is by far the most complex one (in terms of computational
complexity). It is 24 times more complex than the “TR-GP”
and “TR-GCF” techniques.

“TR-GCF” “TR-GP” [13] “TR-SOCP” [12]
Computational complexity

O(NiterNL log2 NL) O(NiterNL log2 NL) O
(
N2NRL

)

Comparison of the Computational complexity in the conditions of
simulation of Figure 12

O(4 × 211) O(4 × 211) O(96 × 211)

where NL: IFFT size=256;NR = 12 is the number of reserved sub-carriers
and Niter the number of iterations.

TABLE I: Computational complexity.

VI. CONCLUSION

Tone Reservation based Gaussian Clipping has been pro-
posed in this paper. This new method has been obtained
thanks to a TR transformation of the adding signal resulting
of the Gaussian function clipping. Even the main advantage of
keeping constant the average power of the Gaussion Clipping
Function is partly lost due to the frequency domain filtering of
the TR method, it is possible to control efficiently this average
power variation ∆E. In fact as A controls the average power
variation without affecting the PAPR reduction gain, a simple
constraint in the algorithm could control ∆E.

Performance of the TR-GCF has been evaluated through
simulations and compared to other signal adding techniques
that were TR transformed. The main conclusion is that the
“TR-GCF” technique is the best compromise between com-
plexity and performance for backward compatible techniques.
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B. Comparative study of TR-GCF with TR-GP and TR-SOCP
In this section, we compare the performance of the TR-GCF
technique, which proposed in this paper, with those of the
TR-GP and TR-SOCP techniques in a WLAN context. The
TR techniques for PAPR reduction TR-SOCP and TR-GP are
deeply described in [16] and [26] respectively.
Fig. 19 compares the reduction in PAPR of the TR-GCF, TR-
GP and TR-SOCP techniques according to the variation of the
average power. It shows that, in terms of PAPR reduction, the
TR-SOCP is better (∼ 2 dB and ∼ 3 dB of PAPR reduction
more than the TR-GP and TR-GCF techniques, respectively).
This result is explained by the fact that TR-SOCP is an optimal
TR technique in contrast to TR-GP and TR-GCF techniques
which are sub-optimal TR techniques.
The major drawback of TR-SOCP technique lies in its com-
plexity (estimated to O
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)
, where N is the number of
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subcarriers of the OFDM system, NR is the number of unused
sub-carriers and L is the over-sampling rate).
For small increases of the average power (∆E ≤ 0.1 dB)
and for the same value of Niter (this means, for the same
computational complexity), the TR-GCF is more efficient than
TR-GP. Because we are seeking for techniques that reduce the
PAPR with ∆E ' 0 dB, then TR-GCF is interesting because of
its computational complexity (compared to TR-SOCP) and in
addition, its PAPR reduction gain is a quasi-constant function
of the average power variation. Even if the main advantage
of keeping constant the average power of the GC function is
partly lost due to the frequency domain filtering of the TR
method, as A controls the average power variation without
affecting the PAPR reduction gain, we can choose, for a fixed
value Niter, the value of A which gives the lowest variation,
i.e, A(opt) = arg min

A
∆E. This constraint is included in the

algorithm.
The computational complexity figures given below show that
under the simulation conditions of Fig. 19, TR-SOCP is by
far the most complex one. It is 24 times more complex than
the TR-GP and TR-GCF techniques.

TABLE II
COMPUTATIONAL COMPLEXITY

TR-GCF TR-GP [26] TR-SOCP [16]
Computational complexity

O(NiterNL log2NL) O(NiterNL log2NL) O
(
N2NRL

)

Comparison of the Computational complexity in the conditions of
simulation of Fig. 19

O(4× 211) O(4× 211) O(96× 211)

NL: IFFT size=256;NR = 12 is the number of reserved sub-carriers and
Niter the number of iterations.

VIII. CONCLUSION

Tone Reservation based Gaussian Clipping has been proposed
in this paper. This new method has been obtained thanks to
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a TR transformation of the adding signal resulting in the GC
function. Even if the main advantage of keeping constant the
average power of the GC function is partly lost due to the
frequency domain filtering of the TR method, it is possible
to control efficiently this average power variation ∆E. In fact
as A controls the average power variation without affecting
the PAPR reduction gain a simple constraint in the algorithm
could control ∆E.
Performance of the TR-GCF have been evaluated through
simulations and compared to other signal adding techniques.
The main conclusion is that the TR-GCF technique is the
best compromise between complexity and performance for
downward compatible techniques.
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Abstract—This paper investigates the connected vehicle 

concept at intersections with traffic signals control and 

proposes the use of Visible Light Communication (VLC) in 

Vehicular Communication Systems for vehicle safety 

applications. A smart vehicle lighting system that combines the 

functions of illumination, signaling, communications, and 

positioning is presented. A generic model of cooperative 

transmissions for vehicular communications services is 

established. Three specific vehicular communications systems 

are analyzed. One is for Infrastructure-to-Vehicle 

communications from the street lamps, located on roadside, to 

the vehicles; the other is for in line Vehicle-to-Vehicle 

communications and the last for Vehicle-to-Infrastructure 

communications from cars to the traffic lights, at the crossroad. 

An on-off code is used to transmit data. The encoded message 

contains the ID code of each emitter concomitantly with a 

traffic message that is received, decoded and resent to another 

vehicle or to traffic light, in the crossroad. An algorithm to 

decode the information is established. A phasing traffic flow is 

presented as a proof of concept.  

 
Keywords- I2V, V2I and V2V Vehicular Communication; 

Connected Cars; Visible Light Communication; 

Emitters/Receivers, White LEDs; SiC photodetectors; OOK 

modulation; Traffic control. 

I. INTRODUCTION 

The communication through visible light holds special 

importance when compared to existing forms of wireless 

communications. The visible light spectrum is completely 

untapped for communication and can complement the RF-

based mobile communication systems.  

Recently the demand for the solution of road traffic 

problems such as accidents, congestion and the associated 

environmental pollution has significantly increased. By 

enabling wireless communication among vehicles and 

between vehicles and infrastructure, the safety and the 

efficiency of road traffic can be substantially improved. 

Highway and local roads are becoming more congested 

every year due to insufficient road development to 

accommodate the growing number of vehicles. In order to 

reduce accidents, congestion and offer smooth traffic flow, 

several solutions are being adopted. Solutions such as: 

intelligent traffic control systems, providing communication 

infrastructures along the road; vehicular communication and 

likewise, are currently research trends under the area of 

Intelligent Transportation Systems (ITS) [ 1 , 2 , 3 , 4 ]. 
Modern vehicles are equipped with many electronic sensors, 

which monitor the vehicle’s speed, position, heading, and 

lateral and longitudinal acceleration. Although the 

technology already exists, vehicles rarely communicate this 

information wirelessly to other vehicles or roadside 

infrastructure. The goal of the cooperative intelligent 

transport system (C-ITS) is to provide a vehicular 

communication system that can enable quick, cost-effective 

means to distribute data in order to ensure safety, traffic 

efficiency, driver comfort, and so forth. Researchers are 

anticipating the deployment of wireless vehicle 

communication, and have begun developing applications 

that use this new technology to improve safety and reduce 

congestion. This use case is known as connected vehicles. 

Recently, the transportation lighting infrastructure such as 

street lamps, traffic lights, automotive lamps, etc., is 

changing to LEDs. Therefore, in the case of an ITS based on 

VLC, it will be possible to make use of the conventional 

automotive and traffic LEDs. Consequently, the cost 

incurred in building the ITS infrastructure will be reduced. 

Secondly, the electromagnetic compatibility problem, which 

is a very serious problem in ITSs based on RF signals, will 

be minimized since visible light and the conventional RF 

signals occupy different parts of the electromagnetic 

spectrum. Visible light represents a new communication 

opportunity for vehicular networking applications. 

Compared to RF-based communications, VLC offers 

robustness against jamming attacks, a smaller interference 

domain, and a large license-free spectrum [5, 6, 7]. 
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Vehicular Communication Systems are an emerging 

type of network in which vehicles and roadside units are the 

communicating nodes, providing each other with 

information, such as safety warnings and traffic information 

[8].The vehicular communication for C-ITS is composed of 

infrastructure-to-vehicle (I2V), vehicle-to-vehicle (V2V) 

and vehicle-to-infrastructure (V2I) communications. The 

I2V applications focus on utilizing the traffic related 

infrastructure, such as traffic light or streetlight to 

communicate useful information. So, VLC can be realized 

as a secondary application in LED arrays that are placed for 

lighting. In this way, some of the wireless traffic can be sent 

using light, with less cost and less carbon footprint.  

Recently, LED-based optical wireless communication 

has been also proposed for car-to-car message delivery. 

LEDs are highly reliable, energy efficient and have a life-

cycle that exceeds by far the classical light sources leading 

to the replacement of classical halogen lamps with LED 

lighting [ 9 ]. This option turned out to be particularly 

effective in short range direct communications to explore 

Line-of-sight (LoS) and overcome the issues related to the 

isotropic nature of radio waves. One additional benefit of 

LEDs is that they can switch to different light intensities at a 

very fast rate. This functionality has given rise to a novel 

communication technology (Visible Light Communication - 

VLC), where LED luminaires can be used for high speed 

data transfer [10, 11, 12 ]. VLC is a low cost technology and 

is easy to implement. VLC seems to be appropriate for 

providing wireless data exchange for automotive 

applications in the context in which the LED lighting began 

to be widespread in transportation, being integrated in 

traffic infrastructures (in traffic lights, street lighting and 

traffic signals) and in the vehicle lighting systems.  

In the recent past, we have developed a WDM device 

that enhances the transmission capacity of the optical 

communications in the visible range. The device was based 

on tandem a-SiC:H/a-Si:H pin/pin light controlled filter 

with two optical gates to select different channel 

wavelengths. When different visible signals are encoded in 

the same optical transmission path [ 13 , 14 ], the device 

multiplexes the different optical channels, performs 

different filtering processes (amplification, switching, and 

wavelength conversion) and finally decodes the encoded 

signals recovering the transmitted information. This device 

can be used as receiver, and helps developing automated 

vehicle technologies that allow vehicles to communicate 

with the surrounding ‘environment’ [15].  

The proposed smart vehicle lighting system involves 

wireless communication, computer based algorithms, smart 

sensor and optical sources network, which constitutes a 

transdisciplinary approach framed in cyber-physical 

systems.  

An introduction to the paper is given. The rest of the 

paper is structured as follows: In Section II, a traffic 

scenario is established and the transmitters and receivers are 

characterized. The performance of a cooperative driving 

system is evaluated in Section III. In Section IV, as proof of 

concept, a traffic scenario is presented and tested. Finally, in 

Section V, the conclusions are addressed.  

II. CONNECTED VEHICLES MODEL 

A VLC system mainly consists of a VLC transmitter that 

modulates the light produced by LEDs and a VLC receiver, 

based on a photosensitive element that is used to extract the 

transmitted modulated signal. 

 

1

2

3

i

n

Street lamp Traffic light

I2V

V2V

V2I

Vehicles

a) 

 

. 

Receivers

Transmitters

V1

V2

b) 

Transmitters V1

V2

0
0

1
 0

1
0

 0
1

1

Receivers

0
0

1
 0

1
0

 0
1

1

0
0

1
 0

1
0

 0
1

1

I2V

V2V
V2I

V3

c) 

Figure 1. Illustration of the proposed V2V, V2I and I2Vcommunication 

scenario: a) Generic model for cooperative vehicular communications.  b) 

vehicles emitters/receivers. c) Connected vehicles communication in a 

crossroad. 
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The transmitter and the receiver are physically 

separated, but connected through the VLC channel. For 

VLC systems, LoS is a mandatory condition.An 

infrastructure-to-vehicle followed by vehicle-to-vehicle and 

by vehicle-to-infrastructure communication was simulated. 

The illustration of the proposed scenario, for a light traffic 

controlled crossroad, is displayed in Figure 1. In Figure 1a, 

the generic cooperative vehicular model is shown, in figure 

1b the emitters and receivers in the vehicles are depicted 

and in Figure 1c, the proposed scenario, is illustrated. Using 

the I2V communication, each street lamp (transmitter) sends 

a message received and analyzed by a SiC receiver, located 

at the rooftop of the vehicle. Using the headlights as 

transmitters, the information is resent to a leader vehicle 

(V2V) or directly to a crossroad receiver (V2I), at the traffic 

light, interconnected to a local controller that feeds one or 

more signal heads.  
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Figure 2. Unit cell (LED array = RGBV color spots). 

Along the roads, street lamps are distributed in a square 

topology, for data transmission and lighting purposes. They 

are based on commercially available violet (V: 400 nm) and 

white RGB-LEDs. The white LEDs require three separate 

driver circuits to realize the white light. To decrease this 

complexity at each node, only one chip of the LED is 

modulated for data transmission, the Red (R:626 nm), the 

Green (G:530 nm) or the Blue (B:470 nm) while the other 

two are provided constant current for illumination. The 

luminous intensity is regulated by the driving current for 

white perception. In Figure 2a and Figure 2b the optical 

spectrum of the used LEDs is presented. A four-code 

assignment for the LEDs was used. The unit cell employs 

four R, G, B and V LED located at the corners of a square 

grid, as shown in Figure 2c.  

The estimated distance from the street lamps to the 

receivers is used to generate a circle around each transmitter 

(see Figure 2), on which the receiver must be located in 

order to receive the transmitted information. The grid size 

was chosen in order to avoid an overlap in the receiver from 

the data from adjacent grid points. The geometric scenario 

used for calculation uses, for calibration, a smaller size 

square grid (2 cm), to improve its practicality. To receive 

the information from several transmitters, the device must 

be positioned where the circles from each transmitter 

overlap, producing, at the receiver, a MUX signal that after 

demultiplexing, acts twofold as a positioning system and a 

data transmitter.  

Table I Lighting plans. 

Footprint regions Overlaps 

#1 RGBV 

#2 RGB 

#3 RB 

#4 RBV 

#5 BV 

#6 GBV 

#7 GV 

#8 RGV 

#9 RB 

 

The nine generated regions, defined onwards as 

footprints, are presented in Figure 2. Assuming that only 

one of the RGB chip LEDs is modulated at each corner, it is 

presented in Table I, the nine possible allowed overlaps. If 

the signal comes only from one LED, the position of the 

LED is assigned to the device’s reference point. If the 

device receives multiple signals, i.e., if it is in an 

overlapping region of two or more LEDs, it finds the 

centroid of the received coordinates and stores it as the 

reference point. So, inside the cell, nine reference points are 

considered. Thus, the overlap region is used as an advantage 

to increase the accuracy in position estimation because more 

overlapping region means more reference points. 

A large-dimension environment, like a road network 

surrounding (Figure 1b), is analysed by dividing the space 
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into unit navigation cells (see Figure 2) with an appropriate 

side length giving the geographical position assigned to 

each node as displayed in Figure 3a (LED array = RGBV 

colour spots).  
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Figure 3. Topology: a) Cluster with sixteen cells (square topology) having 

each one four modulated RGBV-LEDs located at the corners of the square 

grid. b) Lighting plan and generated joint footprints in a crossroad. 

To build the vehicular VLC system, a simplified cluster 

of cells for the streetlights is used. The analysed crossroad is 

located in the interception of line 2 with column 3 (white 

cells in Figure 3a). Two traffic flows are considered, one in 

the horizontal (W) and the other on the vertical direction (S). 

Each streetlight sends traffic message that includes the 

synchronism, its physical ID and traffic information. Each 

node, X i,j, carries its own colour, X, (RGBV), as well as its 

horizontal and vertical ID position in the surrounding 

network (i,j).In the I2V communication, the emitters are 

located along the roadside. Each lamp transmits data during 

the time slot it occupies, i.e., the individual LED lamp 

transmits its own data depending on the area it locates. The 

transmitted information is received and decoded at an 

external SiC pi’npin receiver, located on the rooftop of the 

car (Figure 1b). When a probe vehicle enters the 

streetlight´s capture range, the receivers respond to light 

signal and its unique ID and the traffic message are assigned.  

To build the V2V system between a leader and a follower 

vehicle, the follower sends the message that is received by 

the leader and can be retransmitted to the next car [16, 17] 

or to the infrastructure. The follower vehicle is equipped 

with two headlamps transmitters. The leader vehicle is 

assumed to be equipped with three SiC pi’npin receivers, 

symmetrically distributed at the tails, to detect optical 

messages. The leader receives three signals, compares them 

and, based on their intensities infers the drive distance and 

the relative speed between both [18], and can send again the 

information to a next car (V2V) or to an infrastructure (V2I). 

Therefore, each probe vehicle receives two different 

messages; the one transmitted by the streetlight (I2V) and 

the one coming from the follow vehicle (V2V) and can 

compare them (Figure 1b). This system uses an approach in 

which a sequence of cellular locations is matched to a route 

segment along the road network that appears to be the most 

probable. All observations for a single section are analysed 

together to produce an estimate of the lane occupied and 

travel time along that section.  

The introduction of wireless communication between 

vehicles and the infrastructure, referred to as V2I 

communication, has the potential to address the limitations 

of point detection. Instead of estimating exact vehicle 

position, speed, and queues from detector actuations, V2I 

communication allows the direct measurement of these 

values. In the V2I communication, two interconnect 

receivers are located at the same traffic light, facing the 

cross roads, and the emitters at the headlights of the moving 

cars approaching the interception. When a car enters in the 

infrastructure´s capture range of the receivers, an approach 

message is received and decoded by the corresponding 

optical pi’npin receiver. So, each driver, approaching the 

intersection area from S, W or both sends an approach 

request, that are compared by the intersection manager 

(local controller of the traffic light). Those messages contain 

the assigned ID positions, speeds, and flow direction of the 

vehicles that approach the intersection. The requests are 

labelled either with a W (West) or S (South) label, 

depending on the flow they belong to. The vehicle service 

time depends on its flow and on the flow of the following 

vehicle. The problem that the intersection manager has to 

solve is allocating the reservations among a set of drivers in 

a way that a specific objective is maximized. This goal can 

be, for instance, minimizing the average delay caused by the 

presence of the regulated intersection. In particular, V2V 

communication is useful to enhance the action space of a 

driver, e.g., through the option of dynamically joining 

groups of vehicles, based on the idea of platoons. 
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III. CODING/DECODING TECHNIQUES  

A. Modulation scheme 

A dedicated four channel LED driver, with multiple 

outputs, was developed to modulate the optical signals. The 

modulator converts the coded message into a modulated 

driving current signal that actuates the emitters of each 

violet and tri-chromatic LEDs. A graphical user interface 

allows the control of the system, which includes the setting 

of the driving current, bit sequence and frequency of each 

emitter.  

We have considered a network composed of a single 

access point (vehicle) and several nodes that periodically 

generate data, at different rates. The optical signals are 

synchronized and include the transmission of information 

related to the ID position of the transmitters and the 

message to broadcast. So, in a time slot, each node has a 

packet to transmit.  

0.0 0.5 1.0 1.5 2.0 2.5

payload dataIDSync.

[data transmission][10101] [r r r: c c c]

V
2,3

B
2,4

G
3,3

R
3,4

 

 

C
o

d
e

w
o

rd
 (

R
G

B
V

)

Time (ms)
 

Figure 4. Frame structure. Representation of  one  original encoded 

message [10101: rrr ccc: XY….].  R3,4 , G3,3, B2, 4 and V2,3 are the transmitted 

node packet, in a time slot, from the crossroad in the network. 

Each frame is a word of 32 bits, divided into three 

blocks: the synchronism (5 bits), the binary node address, (6 

bits) and the traffic message (payload data). In Figure 4, an 

example of the codification of the digital optical signals is 

illustrated. We assigned the first five bits to the 

synchronization in a [10101] pattern. It corresponds to the 

simultaneous transmission of the four nodes in a time slot. 

Each colour signal carries its own ID-BIT [rrr;ccc] where 

the first three bits give the ID binary code of the line and the 

next three the ID binary code of the column. For instance, 

an ID_BIT [011 100] for the R3,4 streetlight is sent whereas 

in case of G3,3, an ID_BIT [011 011] is generated by the 

green LED. Thus, R3,4 , G3,3, B2,4 and V2,3 are the transmitted 

node packets, in a time slot, inside the crossroad. With 

perfect information, this method will give an exact, unique 

answer, i.e., the unit cell location in the cluster and for each 

unit navigation, the correspondent footprint.  

B. The pi´npin receiver 

The receiver module is the sub-system at the reception 

end of the communication link that extracts information 

from the transmitted modulated light signals. It transforms 

the light signal into an electrical signal that is subsequently 

decoded to extract the transmitted information. The VLC 

receiver is a tandem, p-i'(a-SiC:H)-n/p-i(a-Si:H)-n 

heterostructure sandwiched between two transparent 

conductive contacts (TCO).  

The device configuration and operation is shown in 

Figure 5a. The intrinsic layer of the front p-i’-n photodiode 

in made of a-SiC:H while the back intrinsic layer is based 

on a-Si:H. The deposition conditions and optoelectronic 

characterization of the single layers and device as well as 

their optimization were described previously [13, 19]. Due 

to the different absorption coefficient of the active 

absorption layers, both front and back diodes act as optical 

filters confining, respectively, the optical carrier produced 

by the blue and red photons. The optical carriers generated 

by the green photons are absorbed across both (see arrow in 

Figure 5a).  
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Figure 5.  a) Double pin configuration and device operation.  b)  Spectral 

gain under violet front optical bias (αV). The arrows point towards the 

optical gain at the analyzed R, G, B and V input channels. 

The device operates within the visible range using for 

data transmission the modulated light supplied by the violet 

(V) and by the trichromatic red (R), green (G), blue (B) 

LED transmitters. The combination of the modulated optical 

signal (transmitted data) impinging on the receiver are 

absorbed accordingly to their wavelengths. The combined 

optical signal (MUX signal; received data) is analysed by 
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reading out the generated photocurrent under negative 

applied voltage (-8V), with a 390 nm background lighting, 

applied from the front side of the receiver [8, 20].  

In Figure 5b, the spectral gain defined as the ratio 

between the photocurrent with and without applied optical 

bias, is displayed. The arrows point towards the gain at the 

analysed R, G, B and V input wavelength. Results show that 

the device acts as an active filter under irradiation. Under 

front irradiation, the long wavelength channels are enhanced 

and the short wavelength channels quenched. It is 

interesting to notice that as the wavelength increases the 

signal strongly increases. This nonlinearity is the main idea 

for the decoding of the MUX signal at the receiver. 

C. Signal decoding and positioning 

In Figure 6, the normalized MUX signal, in a stamp time, 

is displayed.  
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Figure 6. a) MUX/DEMUX signals under 390 nm front irradiation. On 

the top the transmitted channels packets [R, G, B, V]  are decoded. a) 

Calibration cell. b) MUX signal at positions #1, #7 and #9. 

In Figure 6a, the bit sequence was chosen to allow all the 

on/off sixteen possible combinations of the four channels. 

On top, the signals used to drive LEDs are shown to guide 

the eyes into the on/off states of each input.  

In Figure 6b, the MUX signals acquired by the receiver, 

located at the crossroad, position #1, #9 and #7 (see Figure 

3), are displayed. The decoded packet of transmitted 

information when all the channels are received is presented 

in the top of the figure.  

The results from Figure 6a show that the MUX signal 

presents as much separated levels as the on/off possible 

combinations of the input channels, allowing decoding the 

transmitted information [21]. On the right hand side, the 

match between MUX levels and the 4 bits binary code 

ascribed to each level is shown. The MUX signal presented 

in Figure 6a, is used for calibration purposes.  

The signal is decoded by assigning each output level to a 

4- digit binary code, [XR, XG, XB, XV], with X=1 if the 

channel is on and X=0 if it is off.  

After decoding the MUX signals, the localisation of the 

mobile target is direct. Taking into account the frame 

structure (Figure 4), the position of the receiver inside the 

navigation cell and its ID in the network is revealed. The ID 

position comes directly from the synchronism block, where 

all the received channels are, simultaneously, on or off. The 

4-bit binary code ascribed to the higher level identifies the 

receiver position in the unit cell. Those binary codes are 

displayed in the right hand of the figure. For instance, the 

level [1100] corresponds to the level d5 where the green and 

the violet channels are simultaneously on (see arrow in 

Figure 6a). The same happens to the other footprints (#1 and 

#9). Each decoded message carries, also, the node address 

of the transmitter. So, the next block of six bits gives de ID 

of the received node. In #7 the location of the transmitters, 

in the network, are G3,2 and V2,3 while in #1 the assigned 

transmitters are R3,4 , G3,2 B2,4 and V2,3. The last block is 

reserved for the transmission of the traffic message (payload 

data). A stop bit (0) is used at the end of the frame. 

IV. COOPERATIVE VLC SYSTEM EVALUATION 

The system topology for positioning is a self-positioning 

system in which the measuring unit is mobile. This unit 

receives the signals of several transmitters in known 

locations (corners of the square grid), and has the capability 

to compute its location based on the measured signals. In 

Figure 3, a traffic scenario was established for the 

cooperative I2V, V2V and V2I communications. The proof 

of concept was simulated using the laboratory experimental 

conditions (see Section II). 

A. I2V communication 

To compute the point-to-point exposure along a path, we 

need the data along the path in successive instants. Street 

lamps work as transmitters, sending information together 

with different IDs related to their physical locations. The 

optical receiver inside the mobile terminal extracts the 

location information to perform positioning and, 

concomitantly, the transmitted data from each transmitter 

[22].  
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Figure 7a displays the I2V MUX signal received, in three 

times slots, by a rooftop receiver, moving in the W 

direction, when the vehicle is located in #3, moves to #1 and 

arrives to the stop line (#7). In Figure 7b, it moves from 

south from #5 to #1 and arrives to the cross line (# 9). In the 

top of both figures, the decoded packet of data sent by the 

addressed R, G, B and V transmitters are pointed out. On 

the right sides of the figures, the received channel, and so 

the footprint position in the navigation cell, are identified by 

its 4 digit binary code. 
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Figure 7 a) Three MUX/DEMUX signals under 390 nm front irradiation. 

On the top the transmitted channels packets [R, G, B, V] are decoded. 1) 

West flow (#3>#1>#7). b) South flow (#5>#1>#9). 

In Figure 7a, the nodes R3,2 […011 010…], G3,3 […011 

011…], B2,2 […010 010…] and V2,3 […010 011…] are 

recognized while in Figure 7b the R3,4 […011 100…], G3,3 

[…011 011…], B4,4 […100 100…], and V4,3 […100 111…] 

nodes are identified. In the others positions, only two 

messages arrive to the receiver. The assigned reference 

nodes in Figure 7a are: R3,2 ; B2,2  (#3) and G3,3 ;V2,3 (#7), 

while in Figure 7b the assigned reference point are: #5 (B4,4; 

V4,3) and #9 (R3,4; G3,3). The vehicle speed can be calculated 

by measuring the actual distance travelled overtime using 

ID´s transmitters tracking. The distance is fixed while the 

elapsed time will be obtained through the instants where the 

number of received channels changes. As in Figure 3c, at 

the instant initial, t0, the receiver moves west from footprint 

3 to footprint 1 (Figure 7a). The decoded MUX message 

changes from two (R3,2 B2,2) to four (R3,2 G3,3 B2,2V2,3) 

transmitted channels. After an elapsed time, t, footprint 7 

is reached and the number of received transmitters changes 

again to two (G3,3 V2,3). In the following, this data will be 

transmitted to another leader vehicle through the V2V 

communication or to the traffic light through V2I. 

B. Traffic Signal phasing: I2V, V2V and V2I 

communication  

Signal phasing is the sequence of individual signal phases 

within a cycle that define the order in which pedestrian and 

vehicular movements are assigned the right-of-way. The 

cycle repeats itself continuously over time but the timing of 

the light switches is made according to the phasing of the 

traffic light.  

The phasing duration is variable and dependent on factors 

such as the traffic situation, rush hours, etc. Safety 

requirements dictate that two vehicles consecutively 

accessing the intersection and belonging to the same flow 

must be separated by tailgate distance. If the two 

consecutive vehicles belong to different flows, they must be 

separated by vehicle stopping distance, which is larger than 

tailgate distance for practical values of the system 

parameters. A brief look into the basic anatomy and the 

process of timing traffic signals is given in Figure 8. 

 

Request time

Pedestrian

West flow

South flow

Access time

t1 t2 t3

t’1 t’2t’3

01 phase 
duration

02 phase 
duration

03 phase 
duration

Cycle length

 

Figure 8 Phasing of traffic flows: phase number 01(pedestrian phase), 

phase number 02 (W flow), phase number 03(S flow). 

A traffic scenario was simulated. We consider two flows 

of vehicles entering the system at the beginning of their 

respective roads, one from West (W flow), and one from 

South (S flow). Three vehicles are considered. Vehicle 1 

and Vehicle 3 belong to the same flow (W) and Vehicle 2 

belongs to the S flow. The phasing of the traffic flows is 

composed of a pedestrian-only stage (01 phase), and two 

single-lane road phases crossing at a square intersection 
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area: the W flow stage (02 phase) and the S flow stage (03 

phase). Each phase exists as an electrical circuit from the 

controller to the traffic light and feeds one or more signal 

heads. A phase can apply to a two aspect head (pedestrians; 

red or green) or to a three aspect head (vehicles; red or 

yellow or green). The green and yellow represent the time 

where it is allowed to pass the traffic light and the red the 

time not allowed. The traffic pedestrian lights are passively 

green as long as no vehicle is approaching. 
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Figure 9 Proof of concept. MUX/DEMUX signals. On the top the 

transmitted channels packets [R, G, B, V] are decoded. a) V2I 

communication from Vehicles 1 and 2 and the infrastructure. b) V2V 

communication between vehicle 3 and Vehicle 1. 

To model a worst-case situation, vehicles approaching 

the intersection from different flows are assumed to have a 

conflicting trajectory. A vehicle’s intersection access time is 

defined as the time at which the head of the vehicle enters 

the intersection area. Therefore, three subsequent instants 

have to be predictable, t´1, t´2 and t´3, as the correspondent 

access times of the Vehicle 1, Vehicle 2 and Vehicle 3 

(Figure 8). 

A first-come-first-serve approach could be realized by 

accelerating or decelerating the vehicles such that they 

arrive at the intersection when gaps in the conflicting traffic 

flows and pedestrians have been created for them. However, 

a one-by-one service policy is not efficient at high vehicle 

arrival rates. From a capacity point of view it is more 

efficient, if Vehicle 3 is given access at t’3 before Vehicle 2, 

t’2 to the intersection, then, forming a west platoon of 

vehicles before (t´2) giving way to the south conflicting flow 

as stated in Figure 8. 

In Figure 9a, the V2I and in Figure 9b, the V2V 

communications, in successive moments, are displayed. 

Three instants are considered to define the phase’s duration, 

t1, t2 and t3 (Figure 8). At t1 and t2, Vehicle 1 and Vehicle 2 

approaches, respectively, the intersection and contact 

optically the intersection manager (controller) by sending a 

request message to the receiver (V2I) located at the traffic 

light that faces the road (Figure 3b). Vehicle 3, contacts the 

infrastructure (V2I) at t3. Those messages contain their 

positions and approach velocities. As a follower exists 

(Vehicle 3), the request message may also include it 

position and speed. This information alerts the controller to 

a later request message (V2I), at t3, confirmed later by the 

follow vehicle. In Figure 9a, the MUX signal at each 

receiver and the assigned decoded messages (at the top of 

the figure) are displayed at t1 and t2. The position of both 

vehicles are: R3,2 and B2,2  (#3, W) for Vehicle 1 and B4,4 and 

V4,3 (#5, S) for Vehicle 2. Data in Figure 9b, shows that 

Vehicle 3, contacts at t1, the leader (V2V), from #7, W (G3,1 

V21). At t2 moves to #1 (R3,2 G3,1 B2,2 V21) and finally sends 

the request message, at t3, from #3,W (R3,2 B2,2) to the leader 

(V2V) and to the infrastructure (V2I). 

V. CONCLUSIONS  

A distributed mechanism for the control and management 

of a traffic light controlled crossroad network, where 

convehicles receive information from the network (I2V), 

interact each other (V2V) and with the infrastructure (V2I) 

was analyzed. VLC is the transmission technology. A 

simulated traffic scenario was presented and a generic 

model of cooperative transmissions for vehicular 

communications services was established.  

As a proof of concept, a phasing of traffic flows is 

suggested. The system is composed by VLC transmitters 

that modulate the light produced by white LEDs, and by 

VLC receivers, based on photosensitive elements (a-SiC:H 

pinpin photodiodes), that code and decode the emitted 

modulated signals. The experimental results confirmed that 

the proposed cooperative VLC architecture is suitable for 

the intended applications. Considering the experimental 

results obtained in the prototype and reported in this paper, 

and the potential for further improvements, it seems 

reasonable to anticipate the increasing usage of this 

approach in the near future. 
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In order to move towards real implementation, the 

performance of such systems still needs improvement. As a 

future goal, we plan to finalize the embedded application, 

for experimenting in several road configurations with either 

static or moving vehicles.  
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