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Abstract—Recently, Multi-User MIMO (MU-MIMO) 
downlink system which uses multiple antennas at Base Station 
(BS) and accommodates multiple users with multiple reception 
antennas attracts much attention. In MU-MIMO downlink 
system, by knowing the Channel State Information (CSI) at 
BS, Inter User Interferences (IUI’s) among users are 
pre-excluded at BS. By increasing the number of transmission 
antennas assigned to each user, the transmission quality of 
each user is effectively improved. In MU-MIMO, there exists 
linear precoding or nonlinear precoding method, but linear 
precoding is considered more easily implemented and adjusted 
than nonlinear precoding. In this paper, we aim the coverage 
extension and the transmission quality improvement by using 
a regenerative Detect & Forward (DF) relay in MU-MIMO 
downlink system. We use Block Diagonalization (BD) + Eigen 
mode transmission (E-SDM) for linear MU-MIMO downlink 
scheme. By sharing the BD matrix at both BS and DF relay, 
the DF relay can demodulate the receive signal with the 
receive CSI only and can forward the detected signal to each 
user. At each user, the received signals from BS and DF relay 
are combined through bit LLR (Log Likelihood Ratio) 
addition to minimize the BER. With this system configuration 
and by employing large number of transmission antennas, we 
have shown the effectiveness of regenerative DF relay through 
simulations. 

Keywords-MU-MIMO; Block Diagonalization; Eigen mode 
transmission; Regenerative relay; Detect & Forward. 

I. INTRODUCTION 

Recently, Multi-User MIMO down link communication 
systems in which Base Station (BS) can transmit spatially 
multiplexed signals to multiple users without Inter-User 
Interference (IUI) are well investigated [1]-[9]. In 
MU-MIMO downlink system, in order to remove the IUI at 
BS, the Channel State Information (CSI) of downlink has to 
be known at BS. By increasing the number of transmission 
antennas at BS, the channel quality to each user can 
arbitrary be improved. As representative methods, there 
exist BD (Block Diagonalization) [4] and Channel 
Inversion (CI) [5] categorized as linear methods, and DPC 
(Dirty Paper Coding) [6], THP (Tomlinson-Harashima 
Precoding) [7] and Vector Perturbation (VP) [8],[9] as 
nonlinear methods. Although nonlinear methods can 
achieve greater channel capacity than linear methods, its 
complexity is higher and the design method is more 
difficult than linear methods. As for the linear methods, the 
CI method has the problems of increasing transmission 

Yasunori Iwanami 
Dept. of Electrical and Mechanical Engineering 

Nagoya Institute of Technology 
Nagoya, Japan 

E-mail: iwanami@nitech.ac.jp 
 
power and limited sum-rate. The BD method consumes a 
lot of degree of freedom to make the nulls, but it can 
remove the IUI completely. Also, the BD method matches 
the Eigen mode transmission (E-SDM; Eigen beam-Space 
Division Multiplexing) [10] well and is considered as a 
practical design method. On the other hand, concerning the 
use of relay in MU-MIMO downlink, increasing the 
channel capacity by using the relay has been discussed 
[11],[12]. On the relay transmission in MU-MIMO 
downlink system, the BD methods are used at BS [13]-[18]. 
In [13], during the 1st time slot transmission from BS to 
relay, MU-MIMO is not employed, but during the 2nd time 
slot from relay to each user, it is used. In [14]-[18], the 
transmission from BS to relay is done during the 1st time 
slot, but the direct link from BS to each user during the 1st 
time slot is not considered. 

In this paper, we employed the BD+E-SDM method for 
the transmission from BS to each user during the 1st time 
slot. We assume that the DF relay which locates between 
BS and each user already knows the precoding matrix of BS. 
By knowing the precoding matrix, the DF relay can 
demodulate the receive signal with only receive CSI. 
Accordingly, the BS does not need to assign the 
transmission antennas to the DF relay and the transmission 
from BS to DF relay becomes SU (Single-User)-MIMO. 
During the 2nd time slot, the DF relay transmits the 
detected signals to each user also with the BD+E-SDM 
method. At each user, the received signals during the 1st 
and the 2nd time slots are combined using the bit LLR 
addition and the combined signal is demodulated. We show 
the effectiveness of the proposed DF relaying system in 
MU-MIMO downlink through computer simulations. 

The paper is organized as follows. In Section II, the DF 
relay model in MU-MIMO downlink is introduced. In 
Section III, we design the downlink transmission during the 
 
TABLE I  LIST of PARAMETERS 

SN :Number of transmission antennas of BS 

uN : Number of users

im : Number of reception antennas of user u( 1, , )i i N 
DN : Total number of reception antennas of all users 

RM : Number of reception antennas of relay 

RN : Number of transmission antennas of relay 

SDC : Optimum power assignment matrix to each user on SD link

SDV : Precoding matrix of E-SDM to each user on SD link

SDN : Precoding matrix of BD on SD link 

SDiB : Block channel matrix of user i on SD link 

inl : Nullity of user i on SD link

SDiL : Number of transmit streams of user i on SD link

A Regenerative Detect & Forward Relay Transmission in Linearly Precoded MU-MIMO Downlink 
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1st and the 2nd time slots. In Section IV, we clarify the 
BER characteristics through computer simulations. The 
paper is concluded with Section V with the most important 
results. 

II. DF RELAY MODEL IN MU-MIMO DOWNLINK 

The proposed DF relaying model in MU-MIMO 
downlink system is shown in Figure 1. The Base Station is 
equipped with SN  transmission antennas. There exist total 

uN  users and the user u( 1, , )i N   has im  reception 

antennas. Thus, there are total D 1

uN

ii
N m


  reception 

antennas at all users. The DF relay, which locates between 
BS and user terminals, has RM  reception and RN  
transmission antennas. At Base Station, the transmit signal 

u1[ ]T T T T
i Ns s s s   to each user is firstly 

multiplied by the precoding matrix SDC , where SDC  is the 
optimum power assignment matrix for multiple different 
modulation streams in E-SDM of each user. The power 
assignment in E-SDM of each user is done to minimize the 
BER by using Lagrange multiplier method [10]. 

Secondary, the precoding matrix SDV  for making the 
multiple stream transmission using E-SDM is multiplied by

SDC s . The transmit signal to user i is expressed as 
D( )(1)[ ]S iL T

i i is ss   where SDiL  is the number of 
modulation streams of user i  in E-SDM. The matrix SDV  
is expressed as 

u

SD1

SD

SDN

 
 

  
 
 

V

V

V


0 0

0 0

0 0

                (1) 

where the diagonal element SD u, 1 ~i i NV  is the precoding 
matrix of E-SDM for each user. Third, the precoding matrix 

SDN  for BD is multiplied by SD SDV C s . The transmit signal 

from BS is then given by SD SD SDx N V C s  
S1 2[ ]T

Nx x x  . 
During the 1st time slot, the transmit signal x  is 
broadcasted both to user terminals and the DF relay. The 
precoding matrix SDN  makes the channel matrix SDH  
from BS to each user block diagonal. The receive signal 
vector SDy  at destination users is expressed as 
 

 

Figure 1. DF relay model in MU-MIMO downlink system 

SD SD SD SD SD SD SD

SD SD SD SD SD SD,

   
  

y H x n B V C s n

B H N x N V C s
        (2) 

SDB  in (2) is the block diagonalized channel matrix and is 
expressed as 

u

SD1

SD2

SD SD SD

SDN

 
 
    
 
  

B

B
H N B

B


 

  


0 0

0

0

0 0

         (3) 

where SD u, 1, ,i i NB   is the block channel matrix for user 
i  and 

uSD SD1 SD SD[ ]T T T T
i Nn n n n   in (2) is the 

receive noise vector for each user. 
The precoding matrix SDN  for BD is derived as 

follows. Denoting the channel matrix for user i as 
SD S( )i im NH , the entire channel matrix from BS to users is 

expressed as 

uSD SD1 SD SD

TT T T
i N   H H H H          (4) 

We denote the matrix SDi
H  in which the channel matrix 

SD iH  of user i  is excluded from the entire channel 
matrix SDH  as 

uSD SD1 SD 1 SD 1 SD

TT T T T
i i i N    H H H H H     (5) 

with the size of D S(( ) )iN m N   [2],[19]. By making the 
Singular Value Decomposition (SVD) on SDiH  , we get 

 1
SD SD SD SD SD

H

i i i i i
   H U Λ V N           (6) 

where SDiN  is the null space of SDiH  and it 
orthogonalizes  SD i i i  H , i.e.,  SD SDi i i i  H N 0 . 
By obtaining all the null spaces of every user, the precoding 
matrix SDN  for BD is evaluated as 

uSD SD1 SD SDi N   N N N N          (7) 
The size of block channel matrix for user i  becomes 

SD ( )i i im nB  , where the nullity in  of the matrix SD iH  
is defined by 

SD S SD( ) ( )i i in nullity N rank  H H          (8) 
As the rank of SD iH  is given by 

SD D S( ) min( , )i irank N m N H            (9) 
the nullity in  is expressed as 

S SD S D( ) 0i i in N rank N N m     H      (10) 
In E-SDM, the receive weight SD

H
iU  which satisfies 

SD SD SD SD
H

i i i iB U Λ V              (11) 
is multiplied by SDiy  and 

SD SD SD SD SD SD SD SD SD

SD SD SD

H H H
i i i i i i i i i i

i i i i

  

  
z U y U B V C s U n

Λ C s n
    (12) 

is obtained. As it follows    SD1
SD SD SD( , , )iL

i i idiag d dΛ   and 
   SD1

SD SD SD( , , )iL
i i idiag  C  , (12) is expanded as 

 
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      (13) 

where parallel  SD min ,i i iL m n   AWGN channels 
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independent of each other are obtained. 
We assume that the DF relay knows the precoding 

matrix SD SD SDN V C  of BS. Therefore, the BS has to inform 

SD SD SDN V C  to the DF relay before the data transmission 
starts. The transmission from BS to DF relay during the 1st 
time slot is done by Single User-MIMO (SU-MIMO) 
environment. The receive signal SR y

RR1 R 2 R[ ]T
My y y  at DF relay is expressed as 

SR SR SR SD SD SD SR( )SR   y H x n H N V C s n        (14) 
where SR R( 1)M n  is the receive noise vector at DF relay. 

The effective channel matrix SR SD SD SDH N V C  in (14) is 
assumed to be known at the DF relay and the demodulation 
of transmit signal s  is done by MMSE (Minimum Mean 
Squared Error) nulling, MLD (Maximum Likelihood 
Detection) or Sphere Decoding. This means that the DF 
relay does not need to inform the channel matrix SRH  
between BS and DF relay to the BS. The demodulated 
signal ŝ  at DF relay is transmitted to each user during the 
2nd time slot using MU-MIMO with BD+E-SDM which is 
the same as in the Source-Destination (SD) link, i.e., the 
E-SDM is employed for the multiple stream transmission 
from the DF relay to each user. At each user terminal, the 
received signals during the 1st and the 2nd time slots are 
combined using bit LLR addition and demodulated. When 
the errors are detected at the DF relay through the CRC 
(Cyclic Redundancy Check), erroneous user does not 
employ the Relay-Destination (RD) transmission to prevent 
error propagation, instead the SD link transmission is 
repeated in the second time slot. 

III. DESIGN OF DOWNLINK TRANSMISSION 

A. Transmission during the 1st time slot 

1) Design of SD Link 

The Source-Destination (SD) link transmission during the 
1st time slot is done by using BD+E-SDM. The size of 
block channel matrix SDiB  is given by i im n   and the 
number of streams of E-SDM (eigen mode transmission) 
becomes SD =min( , )i i iL m n . When the number of streams is 
one, BD+E-SDM is referred to as BD+MRT (Maximum 
Ratio Transmission) [20]. From (10), the nullity in  of 
user i  can be arbitrary chosen by increasing or decreasing 
the number of transmission antennas SN  at BS. If the 
elements of channel matrix SDH  follow the i.i.d 
(independent and identically distributed) complex Gaussian 
random variables, i.e., if SDH  is the MIMO channel 
matrix of quasi-static flat Rayleigh fading, the diversity 
order of the first eigen mode stream in E-SDM for the block 
channel matrix SD iB  is given by i im n   [21]. When the 
minimum number of reception antennas among users is 

minm , from (10) the nullity minn  of minimum antenna 
user is given by 

min S D min 0n N N m                (15) 
Hence, the number of transmission antennas SN  at BS 
which enables the BD must satisfy 

S D minN N m                   (16) 
The nullity in  of user i  other than the minimum 
antenna user becomes 

S D min=i in N N m n                (17) 
The size of block channel matrix SD iB  of user i  is 
determined as i im n  . In this design method, firstly the 
nullity minn  of the user which has the minimum number 
of reception antennas minm  is determined and secondary 
the nullity in  of the other user i  is derived. The 
diversity orders of the first eigen mode stream of minimum 
antenna user and other user i  are given by min minm n   
and min mini im n m n    , respectively. 

For example, we consider the case where the number of 
total users is u 3N  , the numbers of reception antennas of 
three users are 1 3m  , 2 2m  , 3 1m   respectively, and the 
total number of reception antennas is D 1 2 3 6N m m m    . 
In this case, 3 1m   is minimum and it holds 3 1minm m  . 
If the expected diversity order of the first eigen mode 
stream of user 3 is set to 3, for example, then we obtain 

3 3 1 3min minn m   . With these parameters, the total 
number of transmission antennas at BS SN  is determined 
as S Dmin minN n N m   3 6 1 8     and the size of block 
matrix SD 3B  of user 3 becomes min minm n  1 3  . Thus, 
the nullity of user 2 is determined as 2n  S D 2N N m 

8 6 2 4    , the size of SD 2B  becomes 2 2m n  = 2 4 , 
and the diversity order of the first eigen mode stream of 
user 2 is given as 2 2 2 4 8m n    . Likewise, the nullity 

1n  of user 1 is given by 1n  S D 1N N m  8 6 3 5    , 

SD1B  becomes 1 1m n  3 5  , and the diversity order of the 
first eigen mode stream of user 1 is determined as 

1 1 3 5 15m n    . 

2) Design of SR Link 

For the Source-Relay (SR) link from BS to DF relay, the 
precoding for DF relay at BS is not employed. This means 
no degree of freedom of transmission antennas (number of 
transmission antennas) at BS is consumed for the SR link. 
This is because if the transmission antennas at BS are 
assigned to the DF relay using BD, in the absence of DF 
relay the assigned transmission antennas to DF relay are of 
no use. Therefore, the extra transmission antennas are then 
used for the users to enhance the SD link quality. In this 
case, the effect of using DF relay does not become obvious 
compared with the enhanced SD link quality. That is, the 
DF relay should be employed when the SD link quality is 
poor and the additional DF relay usage brings the great 
effect to the overall performance. As the demodulation at 
DF relay is done by only using receive CSI, the precoding 
matrix SD SD SDN V C  at BS needs to be informed to the DF 
relay in advance before the data transmission from BS to 
DF relay starts. The DF relay demodulates the receive 
signal with MMSE nulling, MLD or Sphere Decoding by 
using effective channel matrix of SR SD SD SDH N V C . So, the 
SR link transmission is done under SU-MIMO environment 
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and not MU-MIMO. The SR link quality directly affects the 
subsequent Relay-Destination (RD) link quality very much, 
because the poor SR link quality causes the error 
propagation on the RD link. Thus, we must raise the SR 
link quality as much as possible. To solve this problem, 
increasing the number of reception antennas at DF relay or 
increasing the number of transmission antennas at BS is 
considered. Also at DF relay, MLD or Sphere Decoding 
with better BER characteristic than MMSE nulling is 
considered. But when the number of total transmit streams 
of L  from BS to DF relay is large, the exponential 
increase of complexity in MLD becomes a problem. In such 
case, we can resort the problem to employ the Sphere 
Decoding with less complexity or to use the MMSE nulling 
with far less complexity but degraded performance for 
demodulating SU-MIMO signals. When the number of 
reception antennas at DF relay is given by RM , the 
effective channel matrix for demodulating the transmit 
signal s  at DF relay link becomes SR SD SD SDH N V C

R( )M L . Accordingly, to apply MMSE nulling at DF relay 

it needs RM L . Even though the elements of SRH  are 
i.i.d. complex Gaussian random variables, the row elements 
of effective channel matrix SR SD SD SDH N V C  of SR link do 
not always become i.i.d. complex Gaussian random 
variables. This channel element correlation deteriorates the 
BER characteristic of MMSE nulling, MLD (or Sphere 
Decoding) compared with i.i.d. random variable case. Also, 
if errors are detected at the DF relay with CRC code, the 
subsequent RD transmission is not employed for the 
erroneous users, instead the SD link transmission is 
repeated using the 2nd time slot. For error free users on SR 
link, the RD link transmission is done. The received signals 
at each user during the 1st and 2nd time slots are then 
combined through the bit LLR addition and the multiple 
streams to each user are demodulated. 
 
B. Transmission during the 2nd time slot 

For the Relay-Destination (RD) link transmission 
during the 2nd time slot, we use BD+MRT or BD+E-SDM, 
which is the same as in the 1st time slot. In this case, the 
number of streams to each user on Source-Destination (SD) 
link does not need to coincide with the one on RD link, 
because the signal combining between SD link and RD link 
is done using bit LLR addition. However, the transmission 
rate (bps/Hz) must be the same between SD link and RD 
link for the bit LLR combining. We can design the RD link 
quality as in the SD link. Thus, we can improve the RD link 
quality by increasing the number of transmission antennas 

RN  at DF relay. As already stated in Section III A)-2), in 

order to prevent the error propagation in the RD link, we 
adopt the protocol in which the data from DF relay are only 
forwarded to each user in case of no error detected at the 
DF relay. When the error is detected at the DF relay and the 
RD link is not employed during the 2nd time slot, in order 
to prevent the degradation of receive signal quality, we 
repeat the SD link transmission using the vacant 2nd time 

slot. The signals received in the 1st and 2nd time slots are 
bit LLR combined and demodulated at each user as 
mentioned in Section III A)-2). 

At each user terminal, each stream of MRT or E-SDM is 
equivalently represented as the AWGN channel with the 
positive real gain h . When the received signal in each 
stream is denoted as r  and the corresponding transmitted 
signal , 0, , 1ls l Q   has Q  modulation levels, the 

equivalent AWGN channel of each stream in each user is 
expressed as 

, 0,1, , 1lr hs n l Q                   (18) 
The symbol LLR is the extension of bit LLR and is defined 
as 
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where we have assumed the priori probabilities are all equal, 
i.e., ( ) 1 / , 0,1, , 1lp s Q l Q   . The transition probability 
density function  | lp r s  is expressed as 

 
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22
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where 2 2(1 / 2) {| | }E n  . From (19) and (20), it holds 
2 2

0
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l

l

r hs r hs



   

             (21) 

When the modulation level is 2Q  , the symbol LLR 
coincides with the bit LLR. 
The bit LLR is obtained easily from the symbol LLR. 

When the data bits assigned to a signal point is 
 1 , , , ,k Nc c c  , the k-th bit LLR  kc  is given by 
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  (22) 

where  | 0ks c   and  ' | 1ks c   denote the transmit 
symbols s  and 's  with the k-th bit being 0kc   and 

1kc   respectively. As each bit is generated equally, it 
holds    'p s p s . From (19), we can say 

     0| exp |l lp r s p r s               (23) 
and (22) is expressed as 
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      (24) 

where | 0kc   and ' | 1kc   denote the symbol LLR’s 
of s  and 's  in which the k-th bits are 0kc   and 1kc   
respectively. Next, we define the symbol LLR’s 
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0( )s s    and 0( )s s j    as   and   
respectively, where s  and s  denotes the transmit signal 
points displaced by   and j  from 0s  respectively. It 
then holds 

                      (25) 

where j    . By using (25), we do not need to obtain 
every symbol LLR’s when calculating the bit LLR’s 
resulting in simplifying the bit LLR calculation. The bit 
LLR addition between the 1st time slot and 2nd time slot is 
done at each user stream and finally the bit decision is made 
based on the added bit LLR value. 

IV. INVESTIGATION OF BER CHARACTERISTICS 
THROUGH COMPUTER SIMULATIONS 

We have checked the BER characteristics of the proposed 
MU-MIMO downlink transmission using DF relay. The 
abscissa of BER characteristic is taken as the transmit SNR 
[22], which is defined as the ratio of transmission power P  
from BS for a user to the receive noise power 2  at each 
user reception antenna and is given as 

2

S P

N 
   
 transmit

                 (26) 

where the transmission power P  is equal among every 
user. The channel from BS to each user, the channel from 
BS to DF relay and the channel from DF relay to each user 
are all assumed to be quasi-static Rayleigh fading channel. 
That is, the element ijh  of channel matrix 

SD SR RD( , , )H H H H  is an i.i.d. complex Gaussian random 

variable with the variance of 2{| | } 1ijE h  . We consider the 

distance from BS to each user is equal among users and the 
DF relay locates at the middle point between BS and users. 
We also set the power decaying exponent of propagation 
loss as 3.5   regarding the different distances from BS 
to DF relay and from BS to users. The BER characteristics 
in Figure 2~Figure 13 are averaged over uN  users. Thus, 
the BER shows the average BER among all users. 

First, we investigate the case where the number of 
transmission antennas of BS is S 2N  , the number of user 

terminals u 2N  , the number of reception antennas of each 

user 1 2 1m m  , the number of reception antennas of DF 
relay R 4M  , and the number of transmission antennas of 

DF relay R 2N  . We call this as 2 (4,2) (1,1)   model. In 
this model, for the SD link during the 1st time slot, 
BD+MRT scheme is used as the MU-MIMO down link 
transmission. QPSK modulation is used for each user 
stream. The BER characteristic is shown in Figure 2. “SD 
link 2 times w/o relay” means the scheme in which the 
MU-MIMO transmission on SD link is repeated twice 
without using the relay. “ 2 (4,2) (1,1)   MMSE” and 

“ 2 (4,2) (1,1)   MLD” mean the schemes in which the 
receive signal at DF relay is demodulated using MMSE  

 
Figure 2. BER characteristics of 2 (4,2) (1,1)   model (Transmission rate 

to each user is 2 (bps/Hz).) 
 
nulling and using MLD respectively. 

From Figure 2, we see that by using the DF relay and by 
combining the bit LLR’s of SD link and RD link signals, 
the BER characteristic with using DF relay is very much 
improved compared with the 2 times transmission on SD 
link without using DF relay. From Figure 2, “SD link 2 
times w/o DF relay” shows the BER slope of about 

110 /10 (dB)  for the transmit SNR=10~20 (dB) and we see 
that the diversity order of 1 1(BER 10 / 10 dB) is almost 

obtained. As stated in Section III. A)-2), as the row elements 
of channel matrix SR SD SD SDH N V C  on the SR link do not 

always become independent, the SR link quality is degraded. 
Accordingly, the diversity order of 2 at each user is not 
achieved especially when the MMSE nulling is used at the 
DF relay. However, by using the MLD at DF relay, the SR 
link quality is improved. So “MLD w/ DF relay” in Figure 
2 shows the BER slope of about 210 /10 (dB)  for the 
transmit SNR=10~20 (dB) and we see that the diversity 
order of 2 is almost obtained. 

Next, we consider the case where the number of 
transmission antennas at BS is S 4N  , the number of users 

u 2N   and the numbers of reception antennas of each user 
are 1 2 1m m  . Compared with the previous case of 

S 2N  , more transmission antennas are assigned to each 
user. The numbers of reception and transmission antennas at 
DF relay are R 4M   and R 4N  , respectively. We call this 

as 4 (4,4) (1,1)   model. The transmission protocols of SD, 
SR and RD links are the same as the previous 
2 (4,2) (1,1)   model. The modulation format is QPSK. We 
show the simulation results in Figure 3. The channel matrix 

SDH  on SD link is 2 4  and the channel matrix SDiH  
in which the channel matrix for user i  is excluded from 

SDH  becomes 1 4  in Figure 3. From (17), the nullity 

of SDiH  is calculated as 4 2 1 3, ( 1,2)in i     . The  
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Figure 3. BER characteristics of 4 (4,4) (1,1)   model (Transmission rate 

to each user is 2 (bps/Hz).) 
 
size of block matrix iB  of user i  becomes 

1 3, ( 1,2)i im n i     and the diversity order of each user 
stream is given by 3, ( 1,2)i im n i   . From Figure 3, 
“SD link 2 times w/o DF relay” shows the BER slope of 
about 310 /10 (dB)  for the transmit SNR=5~15 (dB) and 
we see that the diversity order of 3 is almost obtained. 
When using the DF relay, we can also expect the diversity 
order of 3 on the RD link as in the SD link. Thus, if there is 
no error on the SR link, then we can say the diversity order 
of 6 is obtained on the BER after the bit LLR addition at 
each user. As the transmit SNR becomes higher, the errors 
on SR link decrease and the diversity order of 6 is more 
easily achievable at high SNR region. But in Figure 3, 
“MMSE w/ DF relay” shows the BER slope of about 

110 / 2 (dB)  for the transmit SNR=4~6 (dB) and “MLD w/ 
DF relay” shows the BER slope of about 110 / 2 (dB)  for 
the transmit SNR=3~5 (dB). So by using DF relay, we 
know the diversity order of 5 is achieved in this SNR 
region. 

Next, we consider the case where the number of 
transmission antennas at BS is S 4N  , the number of users 

u 2N   and the numbers of reception antennas of each user 
are 1 2 2m m  . The numbers of reception and transmission 
antennas at DF relay are R 4M   and R 4N  , respectively. 
We call this as 4 (4,4) (2,2)   model. In this case, the 
optimum modulation formats which minimize the BER 
characteristics are selected under the constant transmission 
rate of 4 (bps/Hz) on the SD link. This means one stream 
transmission with BD+MRT using 16QAM or two stream 
transmission with BD+E-SDM using two QPSK’s is 
adaptively selected for given SDH  [10]. Also, in case of 
two stream transmission using two QPSK’s, the optimum 
power assignment to the 1st and 2nd eigen mode channels 
which minimizes the BER is employed [10]. In this two 
stream transmission, the DF relay needs to know in advance 
the precoding matrix SDN  for BD, the matrix SDV  for the 
eigen mode transmission in E-SDM and the matrix SDC  
for the power allocation factor to the 1st and 2nd eigen 
mode channels. Also, in order to make the bit LLR addition  

 
Figure 4. BER characteristics of 4 (4,4) (2,2)   model (Transmission rate 

to each user is 4 (bps/Hz) and 16QAM or QPSK is optimally 
selected to minimize the BER.) 

at each user, the transmission rate on the RD link must 
coincide with the one on the SD link. Hence, BD+E-SDM 
transmission on RD link adopts the same transmission rate 
as in the SD link. The simulation results are shown in 
Figure 4. BD+E-SDM scheme is employed on the SD link 
and the size of block channel matrix for user i  becomes 

2 2 ( 1,2)i i  B  in Figure 4. The transmission to each 
user is done by one stream transmission with the maximum 
eigen value using 16QAM or two stream transmission with 
two different eigen values using two QPSK’s. Figure 4 
shows the average BER characteristics. In this 
4 (4,4) (2,2)   model, like in Figure 2 and Figure 3, the 
use of DF relay and the bit LLR addition at each user 
during the 1st and 2nd time slots improve the diversity 
order and the BER characteristic when compared with the 2 
times transmission on the SD link without using relay. 

Next, we consider the case where the number of 
transmission antennas at BS is S 6N  , the number of users 

u 2N   and the numbers of reception antennas of each user 
are 1 2 3m m  . The numbers of reception and transmission 
antennas at DF relay are R 6M   and R 6N  , respectively. 
We call this as 6 (6,6) (3,3)   model. This model is the 
extension of previous 4 (4,4) (2,2)   model. The 
transmission protocols are the same as the previous 
4 (4,4) (2,2)   model. On the SD link, the size of block 
channel matrix for user i  becomes 3 3 ( 1,2)i i  Β . For 
each user, one stream transmission with BD+MRT using 
64QAM, two stream transmission with BD+E-SDM using 
16QAM and QPSK, or three stream transmission with 
BD+E-SDM using three QPSK’s is adaptively selected for 

SDH  under the constant transmission rate of 6 (bps/Hz). 
The RD link transmission uses the same bit transmission 
rate as in the SD link. We show the simulation results in 
Figure 5. When comparing the BER characteristics at 

6BER 10 , “MMSE w/ DF relay” and “MLD w/ DF relay” 
improve the BER by 5 (dB) and 8 (dB), respectively 
compared with “SD link 2 times w/o DF relay.” We also  
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Figure 5. BER characteristics of 6 (6,6) (3,3)   model (Transmission rate 

to each user is 6 (bps/Hz) and 64QAM, 16QAM or QPSK is 
optimally selected to minimize the BER.) 

 
find the slope of BER curve of “MLD w/ DF relay” is 
steeper than “SD link 2 times w/o DF relay” and know the 
effectiveness of using DF relay as in the previous cases. 

Next, we consider the case where the number of 
transmission antennas at BS is S 8N  , the number of users 

u 4N   and the numbers of reception antennas of each user 
are 1 2 3 4 2m m m m    . The numbers of reception and 
transmission antennas at relay are R 8M   and R 8N  , 
respectively. We call this as 8 (8,8) (2,2,2,2)   model. This 
model is the extension of previous 6 (6,6) (3,3)   model 
to u 4N   users. The transmission protocols are the same 
as the previous 4 (4,4) (2,2)   and 6 (6,6) (3,3)   
models. On the SD link, the size of block channel matrix for 
user i  becomes 2 2 ( 1,2,3,4)i i  B . For each user, one 
stream transmission with BD+MRT using 16QAM or two 
stream transmission with BD+E-SDM using two QPSK’s is 
adaptively selected for SDH  under the constant 
transmission rate of 4 (bps/Hz). The RD link transmission 
uses the same transmission rate as in the SD link. We show 
the simulation results in Figure 6. In this 8 (8,8) (2,2,2,2)   
model, the demodulation using MLD at relay becomes 
difficult because the number of searches in MLD becomes 

4 816 4 65536   for the total 4~8 streams from the BS. So 
instead of using MLD, we employed the Sphere Decoding 
SE algorithm [23],[24] that can obtain the same Maximum 
Likelihood (ML) solution as the MLD with far less 
computational complexity. Like in Figures 2–5, the use of 
DF relay and the bit LLR addition at each user during the 
1st and 2nd time slots improve the diversity order and the 
BER characteristic compared with the 2 times transmission 
on SD link without using DF relay. When comparing the 
BER characteristics at 6BER 10 , “MMSE w/ DF relay” 
and “MLD w/ DF relay” improve the BER by 6 (dB) and 11 
(dB) respectively compared with “SD link 2 times w/o DF 
relay.” We also find the slope of BER curve of “MLD w/ 
DF relay” is steeper than “SD link 2 times w/o DF relay” 
and know the effectiveness of using DF relay as 

 
Figure 6. BER characteristics of 8 (8,8) (2,2,2,2)   model  (Transmission 

rate to each user is 4 (bps/Hz) and 16QAM or QPSK is 
optimally selected to minimize the BER.) 

 

 
Figure 7. Comparison of number of path metric calculation at DF relay 

between MLD and Sphere Decoding in 8 (8,8) (2,2,2,2)   
model  (Transmission rate to each user is 4 (bps/Hz) and 
16QAM or QPSK is optimally selected to minimize the BER.) 

 
in the previous cases. 

The effect of complexity reduction by using Sphere 
Decoding (SE algorithm in [23],[24]) in place of MLD at 
DF relay is shown in Figure 7. When MLD is employed at 
DF relay, the required number of path metric calculation for 
4 users is 416 65536 , however, by using Sphere Decoding 
it can be reduced to almost 100 and the large complexity 
reduction has been achieved. Also, the complexity reduction 
by Sphere Decoding becomes more prominent at higher 
transmit SNR. 

Next, we consider the case where the number of 
transmission antennas at BS is S 6N  , the number of users 

u 2N   and the numbers of reception antennas of each user 
are 1 23, 2m m  . The numbers of reception and 
transmission antennas at relay are R 5M   and R 4N  , 
respectively. We call this as 6 (5,4) (3,2)   model. On the 
SD link, the sizes of block channel matrices for user 1 and 
user 2 become SD1 3 4 B  and SD2 2 3 B , respectively. 
For user 1, one stream transmission with BD+MRT using 
64QAM, two stream transmission with BD+E-SDM using  
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Figure 8. BER characteristics of 6 (5,4) (3,2) or 18 (5,4) (3,2)     model 

(Transmission rate to user 1 is 6 (bps/Hz) and 64QAM, 16QAM 
or QPSK is optimally selected to minimize the BER. 
Transmission rate to user 2 is 4(bps/Hz) and 16QAM or QPSK 
is optimally selected to minimize the BER.) 

 
16QAM and QPSK, or three stream transmission with 
BD+E-SDM using three QPSK’s is adaptively selected for 

SDH  under the constant transmission rate of 6 (bps/Hz). 
For user 2, one stream transmission with BD+MRT using 
16QAM or two stream transmission with BD+E-SDM 
using two QPSK’s is adaptively selected for SDH  under 
the constant transmission rate of 4 (bps/Hz). The numbers 
of reception and transmission antennas at relay is selected 
as R 5M   and R 4N  , respectively and these antenna 
numbers are minimum required ones. This is because as the 
numbers of eigen streams for user 1 and user 2 on the SD 
link are  SD1 min 3,4 3L    and  SD2 min 2,3 2L   , 
respectively, the minimum required number of reception 
antennas at relay should be R 3 2 5M     for making 
MMSE nulling at relay. From (16) the number of 
transmission antennas at relay has to satisfy the condition 

R D minN N m   1 2m m    1 2min ,m m 5 2 3    and the 
minimum number of R 4N   is employed. On the RD link, 
the sizes of block channel matrices for user 1 and user 2 
become RD1 3 2 B  and RD2 2 1 B , respectively. For 
user 1, one stream transmission with BD+MRT using 
64QAM or two stream transmission with BD+E-SDM 
using 16QAM and QPSK is adaptively selected for RDH  
under the constant transmission rate of 6 (bps/Hz). For user 
2, one stream transmission with BD+MRT using 16QAM is 
only selected for RDH  under the constant transmission 
rate of 4(bps/Hz). When the number of transmission 
antennas at BS is increased, the receive gain of each user on 
the SD link raises. Accordingly, we increased the number of 
transmission antennas at BS from S 6N   to S 18N   on 
this 6 (5,4) (3,2)   model and compared the BER 
performance between 6 (5,4) (3,2)   and 18 (5,4) (3,2)   
models. On the SD link of 18 (5,4) (3,2)   model, the sizes 
of block channel matrices for user 1 and user 2 become 

SD1 3 16 B  and SD2 2 15 B , respectively. The numbers 
of eigen streams on the SD link of user 1 and user 2 become  

 
Figure 9. BER characteristics of 18 (5,5) or(5,8)or (5,18) (3,2)   model 

(Transmission rate to user 1 is 6 (bps/Hz) and 64QAM, 
16QAM or QPSK is optimally selected to minimize the BER. 
Transmission rate to user 2 is 4(bps/Hz) and 16QAM or QPSK 
is optimally selected to minimize the BER.) 

 
 SD1 min 3,16 3L    and  SD2 min 2,15 2L   , respectively 

and these numbers of eigen streams are the same between 
6 (5,4) (3,2)   and 18 (5,4) (3,2)   models. We show the 
simulation results in Figure 8. From Figure 8, we know that 
“ 6 (5,4) (3,2)   MLD w/ DF relay” improves the BER by 2 
(dB) at 6BER 10  compared with “ 6 (3,2) SD link 2 
times w/o DF relay” and the effect of using DF relay is 
verified. On the other hand, regarding 18 (5,4) (3,2)   
model, we observe that there is almost no BER difference 
between “18 (5,4) (3,2)  MLD w/ DF relay” and “18 (3,2)
SD link 2 times w/o DF relay,” thus we could not identify 
the effectiveness of using DF relay. This is considered that 
when the number of transmission antennas SN  is 
increased from 6 to 18, the transmission quality of SD link 
surpasses the RD link and two times transmission on the SD 
link is enough even though the DF relay is not used. 

Next, we increased the number of transmission antennas 
of DF relay from R 4N   to a larger number on 
18 (5,4) (3,2)   model and examined the effectiveness of 
using DF relay. When R 5N  , the number of eigen streams 
of user 1 and user 2 on the RD link become RD1 3L   and 

RD2 2L  , respectively and the same pattern of adaptive 
modulation as the SD link can be employed. We show the 
simulation results in Figure 9. From Figure 9, we observe 
that the BER performance of “18 (5,5) (3,2)   MLD w/ DF 
relay” is better than “18 (3,2)  SD link 2 times w/o DF 
relay” and can verify the effectiveness of using DF relay 
even when the number of BS antennas is S 18N  . When 
the number of transmission antennas at DF relay RN  is 
further increased, we compared the BER performance 
between “ 18 (5,8) (3,2)   MLD w/ DF relay” and 
“18 (5,18) (3,2)   MLD w/ DF relay.” However, the BER 
characteristics are almost equal between them and R 8N   
seems enough and saturated number for the DF relay. 

Next, under the condition of S 18N   and with the same 
transmission rate, we investigated the required number of  
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Figure 10. BER characteristics of 18 (4,4) or (4,5) (2,2)   and 

18 (6,5) or (6,6) (3,3)   model (Transmission rate to user 
1 is 6 (bps/Hz) and 64QAM, 16QAM or QPSK is optimally 
selected to minimize the BER. Transmission rate to user 2 is 4 
(bps/Hz) and 16QAM or QPSK is optimally selected to 
minimize the BER.) 

 
transmission antennas RN  at DF relay to improve the BER 
performance. We considered 18 (2,2)  and 18 (3,3)  
models on the SD link where two users have equally 2 and 3 
reception antennas, respectively. For 18 (2,2)  SD link 
model, the block diagonalized matrix size of user i  becomes 

SD 2 16 ( 1,2)i i  B  and the number of eigen streams is given 
by  SD min 2,16 2iL   ( 1,2)i  . This means the required 
number of reception antennas at DF relay is greater than 

R 2 2 4M     for the MMSE nulling. On the other hand, for 
18 (3,3)  SD link model, the block diagonalized matrix size 
of user i  becomes SD 3 15 ( 1,2)i i  B  and the number of 
eigen streams is given by  SD min 3,15 3iL   ( 1,2)i  . This 
means the required number of reception antennas at DF relay 
is greater than R 3 3 6M    . On the SD link of 18 (2,2) , 
for user 1, one stream transmission with BD+MRT using 
64QAM or two stream transmission with BD+E-SDM using 
16QAM and QPSK is adaptively selected for SDH  under the 
constant transmission rate of 6 (bps/Hz). For user 2, one stream 
transmission with BD+MRT using 16QAM or two stream 
transmission with BD+E-SDM using two QPSK’s is 
adaptively selected for SDH  under the constant transmission 
rate of 4 (bps/Hz). On the SD link of 18 (3,3) , for user 1, one 
stream transmission with BD+MRT using 64QAM, two stream 
transmission with BD+E-SDM using 16QAM and QPSK, or 
three stream transmission with BD+E-SDM using three 
QPSK’s is adaptively selected for SDH  under the constant 
transmission rate of 6 (bps/Hz). For user 2, one stream 
transmission with BD+MRT using 16QAM, two stream 
transmission with BD+E-SDM using two QPSK’s or three 
stream transmission with BD+E-SDM using QPSK and two 
BPSK’s is adaptively selected for SDH  under the constant 
transmission rate of 4 (bps/Hz). We show the simulation results 
in Figure 10. From Figure 10, regarding the 18 (2,2)  SD 
link model, we observe the BER is improved in the order of 

 
Figure 11. BER characteristics of 8 (8,8) (2,2,2,2)   or 24 (8,8)  

(2,2,2,2) model (Transmission rate to each user is 
6(bps/Hz) and  64QAM, 16QAM or QPSK is optimally 
selected to minimize the BER.) 

 
“18 (4,5) (2,2)   MLD w/ DF relay”, “18 (2,2)  SD link 2 
times w/o DF relay” and “18 (4,4) (2,2)   MLD w/ DF 
relay.” This observation means that R 5N   is required to 
show the effectiveness of using DF relay rather than R 4N  . 
Regarding the 18 (3,3) SD link model, “ 18 (6,5) (3,3)   
MLD w/ DF relay” shows almost the same BER 
characteristics as “18 (3,3)  SD link 2 times w/o DF relay” 
and “18 (6,6) (3,3)   MLD w/ DF relay” shows the best 
BER characteristics. Accordingly we can say that minimum 

R 6N   is needed to show the effectiveness of using DF 
relay in this case. 

Next, we consider the case where the number of 
transmission antennas at BS is S 8N  , the number of users 

u 4N   and the numbers of reception antennas of each user 
are 1 2 3 4 2m m m m    . The numbers of receive and 
transmission antennas at relay is R 8M   and R 8N  , 
respectively. We call this as 8 (8,8) (2,2,2,2)   model. This 
model is the same as the previous Figure 6, but this time we 
extended the transmission rate from 4 (bps/Hz) to 6 (bps/Hz). 
On the SD link, the size of block channel matrix for user i  
becomes 2 2 ( 1,2,3,4)i i  B . For each user, one stream 
transmission with BD+MRT using 64QAM or two stream 
transmission with BD+E-SDM using 16QAM and QPSK is 
adaptively selected for SDH  under the constant transmission 
rate of 6 (bps/Hz). The RD link transmission uses the same 
transmission rate 6 (bps/Hz) as in the SD link. Moreover, 
regarding on 8 (8,8) (2,2,2,2)   model, we increased the 
number of transmission antennas at BS from S 8N   to 

S 24N  . We call this as 24 (8,8) (2,2,2,2)   model. The size 
of block diagonalized matrix of user i  on the SD link 
becomes SD 2 18 ( 1,2,3,4)i i  B  and the number of eigen 
streams of user i  is given by  SD min 2,18 2iL  
( 1,2,3,4)i  . Accordingly, the adaptive modulation is the same 
between 8 (8,8) (2,2,2,2)   and 24 (8,8) (2,2,2,2)  . We 
show the simulation results in Figure 11. 
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Figure 12. BER characteristics of 24 (8,9) or (8,11) or (8,21) (2,2,2,2)   model 

(Transmission rate to each user is 6 (bps/Hz) and 64QAM, 
16QAM or QPSK is optimally selected to minimize the BER.) 

 

From Figure 11, the BER of 8 (8,8) (2,2,2,2)   is superior 
to “ 8 (2,2,2,2) SD link 2 times w/o DF relay” by 4 (dB) at 

6BER 10  and we see the effectiveness of using the DF 
relay. On the other hand, there is almost no BER difference 
between “ 24 (8,8) (2,2,2,2)  MMSE w/ DF relay” and 
“ 24 (2,2,2,2)  SD link 2 times w/o DF relay,” and we could 
not see any effect of using the DF relay in this case. As 
stated before, this phenomenon comes from the fact that the 
SD link quality is better than the RD link due to the 
increased number of transmission antennas S 24N   at BS. 

Next, regarding 24 (8,8) (2,2,2,2)   model, we increased 
the number of transmission antennas RN  at DF relay. We 
show the simulation results in Figure 12. From Figure 12, 
compared with “ 24 (2,2,2,2)  SD link 2 times w/o DF 
relay,” the BER is improved by using DF relay. But unlike 
the cases of “ 8 (2,2,2,2) SD link 2 times w/o DF relay” and 
“ 8 (8,8) (2,2,2,2)  MMSE w/ DF relay” in Figure 11, the 
effect of using relay is not so large and there is no BER 
difference between “ 24 (8,11) (2,2,2,2)   MMSE w/ DF 
relay” and “ 24 (8,21) (2,2,2,2)   MMSE w/ DF relay.” 
From these observations, we know that R 11N   is the 
saturated number of transmission antennas at DF relay and 
when the number of transmission antennas at BS is large 
such as S 24N  , the effect of using DF relay is limited. 

Next, we try to vary the number of reception antennas of 
each user under the condition that the number of 
transmission antennas at BS and the transmission rate of 
each user are unchanged from the previous figure, i.e., 

S 24N   and 6 (bps/Hz), respectively. On the SD link, we 
consider 24 (3,3,2,2)  model. The sizes of block 
diagonalized matrices of SD link are given by 

SD 3 17 ( 1,2)i i  B  and SD 2 16 ( 3,4)i i  B , respectively. 
The number of eigen streams of each user becomes

 SD min 3,17 3 ( 1,2)iL i    and  SD min 2,16 2 ( 3,4)iL i   , 
respectively. For SD 3iL  ( 1,2)i  , one stream transmission 
with BD+MRT using 64QAM, two stream transmission  

 
Figure 13. BER characteristics of 24 (10,11)or (10,14) or (10,24) (3,3,2,2)   

model (Transmission rate to each user is 6 (bps/Hz) and 
64QAM, 16QAM or QPSK is optimally selected to minimize 
the BER.) 

 
with BD+E-SDM using 16QAM and QPSK, or three stream 
transmission with BD+E-SDM using three QPSK’s is 
adaptively selected for SDH  under the constant 
transmission rate of 6 (bps/Hz). For SD 2iL  ( 3,4)i  , one 
stream transmission with BD+MRT using 64QAM or two 
stream transmission with BD+E-SDM using 16QAM and 
QPSK is adaptively selected for SDH  under the constant 
transmission rate of 6 (bps/Hz). The size of 

SD 3 17 ( 1,2)i i  B  in 24 (3,3,2,2)  model is greater than 

SD 2 18 ( 1,2,3,4)i i  B  in 24 (2,2,2,2)  model. On the 
other hand, SD 2 16 ( 3,4)i i  B  in 24 (3,3,2,2)  model is 
a little bit less than SD 2 18 ( 1,2,3,4)i i  B  in 
24 (2,2,2,2)  model. The minimum number of reception 
antennas at DF relay for MMSE nulling becomes 

R 3 3 2 2 10M      . We show the simulation results in 
Figure 13. From Figure 13, we see almost the same 
observations as in Figure 12 and when the number of 
transmission antennas at BS is large such as S 24N  , the 
effect of using DF relay is limited. 

V. CONCLUSIONS 

In this paper, we discussed the improvement of 
transmission quality when the DF relay is applied to the 
MU-MIMO down link system with the linear Block 
Diagonalization plus MRT or E-SDM scheme. By knowing 
the precoding matrix of BS at DF relay, the DF relay can 
demodulate the transmit signals from BS with the receive 
CSI only. As the existence of DF relay does not affect the 
design of precoding matrix at BS, we can add the DF relay 
only when the transmission quality between BS and user 
terminals is insufficient. By adding the DF relay and 
utilizing the 2nd time slot, we can improve the receive 
quality or diversity order of each user terminal. We made 
the designs of SD, SR and RD links during the 1st and the 
2nd time slots and verified the effectiveness of using DF 
relay. Although the SR link quality affects the total BER 
performance very much, we can utilize the simple MMSE 

1.E-06

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

1.E+00

0 1 2 3 4 5 6

B
E

R

Transmit SNR [dB]

24×(2,2,2,2) SD link 2 times w/o DF relay

24×(8,9)×(2,2,2,2) MMSE w/ DF relay

24×(8,11)×(2,2,2,2) MMSE w/ DF relay

24×(8,21)×(2,2,2,2) MMSE w/ DF relay

1.E-06

1.E-05

1.E-04

1.E-03

1.E-02

1.E-01

1.E+00

0 1 2 3 4 5 6 7

B
E

R

Transmit SNR [dB]

24×(3,3,2,2) SD link 2 times w/o DF relay

24×(10,11)×(3,3,2,2) MMSE w/ DF relay

24×(10,14)×(3,3,2,2) MMSE w/ DF relay

24×(10,24)×(3,3,2,2) MMSE w/ DF relay

94

International Journal on Advances in Telecommunications, vol 10 no 3 & 4, year 2017, http://www.iariajournals.org/telecommunications/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



nulling by increasing the number of reception antennas at 
DF relay to improve the SR link quality. We observed that 
even though the DF relay is equipped with the minimum 
number of reception and transmission antennas required, 
there exists the effect of using DF relay. But by increasing 
the number of transmission antennas at BS, the SD link 
quality is improved gradually resulting in the better SD link 
quality than the relaying SRD link. This large number of 
transmission antennas at BS finally limits the effect of using 
DF relay. 
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Abstract—Due to its fast convergence rate, the recursive least-
squares (RLS) algorithm is very popular in many applications of
adaptive filtering. However, the computational complexity of this
algorithm represents a major limitation in some applications that
involve long filters, like echo cancellation. Moreover, the specific
features of this application require good tracking capabilities
and double-talk robustness for the adaptive algorithm, which
further imply an optimization process on its parameters. In the
case of most RLS-based algorithms, the performance can be
controlled in terms of two main parameters, i.e., the forgetting
factor and the regularization term. In this paper, we outline
the influence of these parameters on the overall performance
of the RLS algorithm and present several solutions to control
their behavior, taking into account the specific requirements of
echo cancellation application. The resulting variable forgetting
factor RLS (VFF-RLS) and variable-regularized RLS (VR-RLS)
algorithms could represent appealing solutions for real-world
scenarios, as indicated by simulations performed in the context
of both network and acoustic echo cancellation.

Keywords–Adaptive filters; Echo cancellation; Recursive least-
squares (RLS) algorithm; Variable forgetting factor RLS (VFF-
RLS); Variable regularized RLS (VR-RLS).

I. INTRODUCTION

The recursive least-squares (RLS) algorithm [1], [2], [3] is
one of the most popular adaptive filters. As compared to the
normalized least-mean-square (NLMS) algorithm [2], [3], the
RLS offers a superior convergence rate especially for highly
correlated input signals. Of course, there is a price to pay
for this advantage, which is an increase in the computational
complexity. For this reason, it is not very often involved in
echo cancellation [4], [5], where long filters are required.

In both network and acoustic echo cancellation contexts
[4], [5], the basic principle is to build a model of the echo
path impulse response that needs to be identified with an
adaptive filter, which provides at its output a replica of the echo
(that is further subtracted from the reference signal). The main
difference between these two applications is the way in which
the echo arises. In the network (or electrical) echo problem,
there is an unbalanced coupling between the 2-wire and 4-
wire circuits which results in echo, while the acoustic echo
is due to the acoustic coupling between the microphone and
the loudspeaker (e.g., as in speakerphones). However, in both
cases, the adaptive filter has to model an unknown system,
i.e., the echo path. The system model for echo cancellation is
summarized in Section II.

Even if the formulation of the echo cancellation problem
is straightforward, its specific features represent a challenge
for any adaptive algorithm. There are several issues associated

with this application, and they are as follows. First, the echo
paths can have excessive lengths in time, e.g., up to hundreds
of milliseconds. Consequently, long length adaptive filters
are required (hundreds or even thousands of coefficients),
influencing the convergence rate of the algorithm. Besides, the
echo paths are time-variant systems, requiring good tracking
capabilities for the echo canceller. Second, the echo signal
is combined with the near-end signal; ideally, the adaptive
filter should separate this mixture and provide an estimate
of the echo at its output as well as an estimate of the near-
end from the error signal. This is not an easy task since the
near-end signal can contain both the background noise and the
near-end speech; the background noise can be non-stationary
and strong while the near-end speech acts like a large level
disturbance. Last but not least, the input of the adaptive filter
(i.e., the far-end signal) is mainly speech, which is a non-
stationary and highly correlated signal that can influence the
overall performance of adaptive algorithms.

Different types of adaptive filters have been involved in the
context of echo cancellation. The RLS-based algorithms would
represent a very appealing choice (especially in terms of the
convergence rate), if the computational complexity issue could
be overcome. In this paper, we provide a practical overview
on several RLS-based algorithms that could be used for echo
cancellation, focusing on their key parameters.

It is well known that the performance of the RLS algorithm
is mainly controlled by two important parameters, i.e., the
forgetting factor and the regularization term. Similar to the
attributes of the step-size from the NLMS-based algorithms,
the performance of RLS-type algorithms in terms of conver-
gence rate, tracking, misadjustment, and stability depends on
the forgetting factor [2], [3]. The classical RLS algorithm
uses a constant forgetting factor (between 0 and 1) and needs
to compromise between the previous performance criteria.
When the forgetting factor is very close to one, the algorithm
achieves low misadjustment and good stability, but its tracking
capabilities are reduced [6]. A small value of the forgetting
factor improves the tracking but increases the misadjustment,
and could affect the stability of the algorithm [7]. Motivated
by these aspects, a number of variable forgetting factor RLS
(VFF-RLS) algorithms have been developed, e.g., [8]–[11]
(and references therein).

It should be mentioned that in the context of system
identification (like in echo cancellation), where the output of
the unknown system is corrupted by another signal (which is
usually an additive noise), the goal of the adaptive filter is
not to make the error signal goes to zero, because this will
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introduce noise in the adaptive filter. The objective instead is
to recover the “corrupting signal” from the error signal of the
adaptive filter after this one converges to the true solution. This
was the approach behind the VFF-RLS algorithm proposed in
[10], which is analyzed in Section III.

As compared to the forgetting factor, the regularization
parameter has been less addressed in the literature. Apparently,
it is required in matrix inversion when this matrix is ill con-
ditioned, especially in the initialization stage of the algorithm.
However, its role is of great importance in practice, since reg-
ularization is a must in all ill-posed problems (like in adaptive
filtering), especially in the presence of additive noise [12]–[15].
Consequently, in Section IV, we focus on the regularized RLS
algorithm [3]. Following the development from [13], a method
to select an optimal regularization parameter is presented, so
that the algorithm could behave well in all noisy conditions.
Since the value of this parameter is related to the echo-to-noise
ratio (ENR), a simple and practical way to estimate the ENR in
practice is also presented, which leads to a variable regularized
RLS (VR-RLS) algorithm. Also, a low-complexity version of
the proposed VR-RLS algorithm is developed, based on the
dichotomous coordinate descent (DCD) method [16], [17].

The simulation results (presented in Section V) are per-
formed in the context of both network and acoustic echo
cancellation. The results support the theoretical findings and
indicate the good performance of these algorithms. Finally, the
conclusions are provided in Section VI.

II. SYSTEM MODEL FOR ECHO CANCELLATION

In the context of echo cancellation (Figure 1), the micro-
phone or desired signal at the discrete-time index n is

d(n) = xT (n)h+ v(n) = y(n) + v(n), (1)

where

x(n) = [ x(n) x(n− 1) · · · x(n− L+ 1) ]
T (2)

is a vector containing the L most recent time samples of
the zero-mean input (loudspeaker) signal x(n), superscript T

denotes transpose of a vector or a matrix,

h = [ h0 h1 · · · hL−1 ]
T (3)

is the impulse response (of length L) of the system (from the
loudspeaker to the microphone) that we need to identify, and
v(n) the zero-mean near-end signal. In case of single-talk (i.e.,
the near-end speech is absent), v(n) can usually be considered
a zero-mean stationary white Gaussian noise signal with the
variance σ2

v = E
[
v2(n)

]
, where E[·] denotes mathematical

expectation. The signal y(n) is called the echo in the context
of echo cancellation that we want to cancel with an adaptive
filter [4], [5].

Then, our objective is to estimate or identify h with an
adaptive filter:

ĥ(n) =
[
ĥ0(n) ĥ1(n) · · · ĥL−1(n)

]T
, (4)

in such a way that for a reasonable value of n, we have for
the (normalized) misalignment:∥∥∥h− ĥ(n)

∥∥∥2
2

∥h∥22
≤ ι, (5)

x(n)

far-end 

h ( )nh

 ( ) y(n)y n
+– near-end 

+ +

e(n) d(n) v(n)

Figure 1. General configuration for echo cancellation.

where ι is a predetermined small positive number and ∥·∥2 is
the ℓ2 norm. In this context, the a priori error signal is defined
as

e(n) = d(n)− xT (n)ĥ(n− 1) = d(n)− ŷ(n), (6)

where the vector ĥ(n − 1) contains the adaptive filter coeffi-
cients at time n − 1 and ŷ(n) is the output of the adaptive
filter.

III. VARIABLE FORGETTING FACTOR RLS ALGORITHM

The classical RLS algorithm can be immediately deduced
from the normal equations, which are

R̂x(n)ĥ(n) = r̂dx(n), (7)

where

R̂x(n) =

n∑
i=1

λn−ix(i)xT (i)

= λR̂x(n− 1) + x(n)xT (n), (8)

r̂xd(n) =
n∑

i=1

λn−ix(i)d(i)

= λr̂xd(n− 1) + x(n)d(n), (9)

and the parameter λ is the forgetting factor. According to (1),
the normal equations become

n∑
i=1

λn−ix(i)xT (i)ĥ(n)

=

n∑
i=1

λn−ix(i)y(i) +

n∑
i=1

λn−ix(i)v(i). (10)

For a value of λ very close to 1 and for a large value of n, it
may be assumed that

1

n

n∑
i=1

λn−ix(i)v(i) ≈ E [x(n)v(n)] = 0. (11)

Consequently, taking (10) into account,
n∑

i=1

λn−ix(i)xT (i)ĥ(n) ≈
n∑

i=1

λn−ix(i)y(i)

=
n∑

i=1

λn−ix(i)xT (i)h, (12)
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thus ĥ(n) ≈ h and e(n) ≈ v(n). Now, for a small value of
the forgetting factor, so that λk ≪ 1 for k ≥ n0, it can be
assumed that

n∑
i=1

λn−i(•) ≈
n∑

i=n−n0+1

λn−i(•).

According to the orthogonality theorem [2], [3], the normal
equations become

n∑
i=n−n0+1

λn−ix(i)e(i) = 0L×1,

where 0L×1 denotes a vector with all its L elements equal
to zero. This is a homogeneous set of L equations with n0

unknown parameters, e(i). When n0 < L, this set of equations
has the unique solution e(i) = 0, for i = n − n0 + 1, . . . , n,
leading to ŷ(n) = y(n) + v(n). Consequently, there is a
“leakage” of v(n) into the output of the adaptive filter. In this
situation, the signal v(n) is cancelled; even if the error signal
is e(n) = 0, this does not lead to a correct solution from the
system identification point of view. A small value of λ or a
high value of L intensifies this phenomenon.

Summarizing, for a low value of λ the output of the
adaptive system is ŷ(n) ≈ y(n) + v(n), while λ ≈ 1
leads to ŷ(n) ≈ y(n). Apparently, for a system identification
application, a value of λ very close to 1 is desired; but in this
case, even if the initial convergence rate of the algorithm is
satisfactory, the tracking capabilities suffer a lot. In order to
provide fast tracking, a lower value of λ is desired. On the
other hand, taking into account the previous aspects, a low
value of λ is not good in the steady-state. Consequently, a
VFF-RLS algorithm (which could provide both fast tracking
and low misadjustment) can be a more appropriate solution,
in order to deal with these aspects.

Let us start the development by writing the relations that
define the classical RLS algorithm:

k(n) =
P(n− 1)x(n)

λ+ xT (n)P(n− 1)x(n)
, (13)

ĥ(n) = ĥ(n− 1) + k(n)e(n), (14)

P(n) =
1

λ

[
P(n− 1)− k(n)xT (n)P(n− 1)

]
, (15)

where k(n) is the Kalman gain vector, P(n) is the inverse of
the input correlation matrix, and e(n) is the a priori error signal
defined in (6). The a posteriori error signal can be defined using
the adaptive filter coefficients at time n, i.e.,

ε(n) = d(n)− xT (n)ĥ(n) (16)

Using (6) and (14) in (16), it results

ε(n) = e(n)
[
1− xT (n)k(n)

]
. (17)

According to the problem statement, it is desirable to recover
the system noise from the error signal. Consequently, it can
be imposed the condition:

E
[
ε2(n)

]
= σ2

v . (18)

Using (18) in (17) and taking (13) into account, it finally results

E

{[
1− θ(n)

λ(n) + θ(n)

]2}
=

σ2
v

σ2
e(n)

, (19)

where θ(n) = xT (n)P(n− 1)x(n). In (19), we assumed that
the input and error signals are uncorrelated, which is true when
the adaptive filter has started to converge to the true solution.
We also assumed that the forgetting factor is deterministic
and time dependent. By solving the quadratic equation (19), it
results a variable forgetting factor

λ(n) =
σθ(n)σv

σe(n)− σv
, (20)

where E
[
θ2(n)

]
= σ2

θ(n). In practice, the variance of the
error signal is estimated based on

σ̂2
e(n) = ασ̂2

e(n− 1) + (1− α)e2(n), (21)

where α = 1 − 1/(KL), with K ≥ 1. Also, the variance of
θ(n) is evaluated in a similar manner, i.e.,

σ̂2
θ(n) = ασ̂2

θ(n− 1) + (1− α)θ2(n). (22)

The estimate of the noise power, σ̂2
v [which should be used

in (20) from practical reasons], can be evaluated in different
ways, e.g., [10], [19], [20].

Theoretically, σe(n) ≥ σv in (20). Compared to the least-
mean-square algorithms [where there is the gradient noise, so
that σe(n) > σv], the RLS algorithm with λ(n) ≈ 1 leads
to σe(n) ≈ σv. In practice (since power estimates are used),
several situations have to be prevented in (20). Apparently,
when σ̂e(n) ≤ σ̂v, it could be set λ(n) = λmax, where λmax is
very close or equal to 1. But this could be a limitation, because
in the steady-state of the algorithm σ̂e(n) varies around σ̂v . A
more reasonable solution is to impose that λ(n) = λmax when

σ̂e(n) ≤ ρσ̂v, (23)

with 1 < ρ ≤ 2. Otherwise, the forgetting factor of the
proposed VFF-RLS algorithm is evaluated as

λ(n) = min

[
σ̂θ(n)σ̂v

ζ + |σ̂e(n)− σ̂v|
, λmax

]
, (24)

where the small positive constant ζ prevents a division by zero.
Before the algorithm converges or when there is an abrupt
change of the system, σ̂e(n) is large as compared to σ̂v; thus,
the parameter λ(n) from (24) takes low values, providing fast
convergence and good tracking. When the algorithm converges
to the steady-state solution, σ̂e(n) ≈ σ̂v [so that the condition
(23) is fulfilled] and λ(n) is equal to λmax, providing low mis-
adjustment. The resulted VFF-RLS algorithm is summarized
in Table I. It can be noticed that the mechanism that controls
the forgetting factor is very simple and not expensive in terms
of multiplications and additions.

IV. VARIABLE REGULARIZED RLS ALGORITHM

In this section, a different version of the RLS algorithm
is presented, which allows us to outline the importance of the
regularization parameter. Let us consider the regularized least-
squares criterion:

J(n) =
n∑

i=0

λn−i
[
d(i)− ĥT (n)x(i)

]2
+ δ

∥∥∥ĥ(n)∥∥∥
2
, (25)

where λ is the same exponential forgetting factor and δ is
the regularization parameter. From (25), the update of the
regularized RLS algorithm [3] results in

ĥ(n) = ĥ(n− 1) +
[
R̂x(n) + δIL

]−1

x(n)e(n), (26)
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TABLE I. VFF-RLS algorithm.

Initialization:

P(0) = γIL (γ > 0)

ĥ(0) = 0L×1

σ̂
2
e(0) = σ̂

2
θ(0) = 0

Parameters:

α = 1 −
1

KL
(with K > 1) weighting factor

λmax, upper bound of the forgetting factor (very close or equal to 1)

ζ > 0, very small number to avoid division by zero

σ̂
2
v, system noise power (estimated)

For time index n = 1, 2, ...:

e(n) = d(n) − x
T
(n)ĥ(n − 1)

θ(n) = x
T
(n)P(n − 1)x(n)

σ̂
2
e(n) = ασ̂

2
e(n − 1) + (1 − α)e

2
(n)

σ̂
2
θ(n) = ασ̂

2
θ(n − 1) + (1 − α)θ

2
(n)

λ(n) =


λmax, if σ̂e(n) ≤ ρσ̂v (where 1 < ρ ≤ 2)

min
[

σ̂θ(n)σ̂v
ζ+|σ̂e(n)−σ̂v| , λmax

]
, otherwise

k(n) =
P(n − 1)x(n)

λ(n) + θ(n)

ĥ(n) = ĥ(n − 1) + k(n)e(n)

P(n) =
1

λ(n)

[
P(n − 1) − k(n)x

T
(n)P(n − 1)

]

where the matrix R̂x(n) from (8) is an estimate of the
correlation matrix of x(n) at time n, IL is the identity matrix
of size L × L, and e(n) is the a priori error signal defined
in (6). We will assume that the matrix R̂x(n) has full rank,
although it can be very ill conditioned. As a result, if there
is no noise, regularization is not really required; however, the
more the noise, the larger should be the value of δ.

Summarizing, the regularized RLS algorithm is defined by
the relations (6), (8), and (26). In the following, we present
one reasonable way to find the regularization parameter δ. It
can be noticed that the update equation of the regularized RLS
can be rewritten as [13]

ĥ(n) = Q(n)ĥ(n− 1) + h̃(n), (27)

where

Q(n) = IL −
[
R̂x(n) + δIL

]−1

x(n)xT (n) (28)

and

h̃(n) =
[
R̂x(n) + δIL

]−1

x(n)d(n) (29)

is the correctiveness component of the algorithm, which de-
pends on the new observation d(n). In this context, we can
notice that Q(n) does not depend on the noise signal and
Q(n)ĥ(n− 1) in (27) can be seen as a good initialization of
the adaptive filter. In fact, (29) is the solution of the noisy
linear system of L equations:[

R̂x(n) + δIL

]
h̃(n) = x(n)d(n). (30)

Let us define

ẽ(n) = d(n)− h̃T (n)x(n), (31)

the error signal between the desired signal and the estimated
signal obtained from the filter optimized in (29). Consequently,
we could find δ in such a way that the expected value of ẽ2(n)
is equal to the variance of the noise, i.e.,

E
[
ẽ2(n)

]
= σ2

v . (32)

This is reasonable if we want to attenuate the effects of the
noise in the estimator h̃(n).

For the sake of simplicity, let us assume that x(n) is
stationary and white. Apparently, this assumption is quite
restrictive, even if it was widely used in many developments in
the context of adaptive filtering [2], [3]. However, the resulting
VR-RLS algorithm will still use the full matrix R̂x(n) and,
consequently, it will inherit the good performance feature of
the RLS family in case of correlated inputs. In this case and
for n large enough (also considering that the forgetting factor
λ is on the order of 1− 1/L), we have[

R̂x(n) + δIL

]
≈

[
σ2
x

1− λ
+ δ

]
IL

≈
[
Lσ2

x + δ
]
IL (33)

and xT (n)x(n) ≈ Lσ2
x, where σ2

x = E
[
x2(n)

]
is the variance

of the input signal. Next, from (1), we can define the echo-to-
noise ratio (ENR) as

ENR =
σ2
y

σ2
v

, (34)

where σ2
y = E

[
y2(n)

]
is the variance of y(n). Developing

(32) and based on the previous approximations, we obtain the
quadratic equation:

δ2 − 2
Lσ2

x

ENR
δ −

(
Lσ2

x

)2
ENR

= 0, (35)

with the obvious solution:

δ =
L
(
1 +

√
1 + ENR

)
ENR

σ2
x

= βσ2
x, (36)

where

β =
L
(
1 +

√
1 + ENR

)
ENR

(37)

is the normalized regularization parameter of the RLS algo-
rithm.

As we can notice from (36), the regularization parameter
δ depends on three elements, i.e., the length of the adaptive
filter, the variance of the input signal, and the ENR. In most
applications, the first two elements (L and σ2

x) are known,
while the ENR can be estimated. Using a proper evaluation of
the ENR, the algorithm should own good robustness features
against the additive noise.

Let us assume that the adaptive filter has converged to a
certain degree, so that we can use the approximation

y(n) ≈ ŷ(n). (38)
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Hence,

σ2
y ≈ σ2

ŷ, (39)

where σ2
ŷ = E

[
ŷ2(n)

]
. Since the output of the unknown

system and the noise can be considered uncorrelated, (1) can
be expressed in terms of power estimates as

σ2
d = σ2

y + σ2
v , (40)

where σ2
d = E

[
d2(n)

]
. Using (39) in (40), we obtain

σ2
v ≈ σ2

d − σ2
ŷ. (41)

The power estimates can be evaluated in a recursive manner
[similar to (21) and (22)] as

σ̂2
d(n) = ασ̂2

d(n− 1) + (1− α)d2(n), (42)
σ̂2
ŷ(n) = ασ̂2

ŷ(n− 1) + (1− α)ŷ2(n). (43)

Therefore, based on (39) and (41), an estimation of the ENR
is obtained as

ÊNR(n) =
σ̂2
ŷ(n)

|σ̂2
d(n)− σ̂2

ŷ(n)|
, (44)

so that the variable regularization parameter results in

δ(n) =

L

[
1 +

√
1 + ÊNR(n)

]
ÊNR(n)

σ2
x

= β(n)σ2
x, (45)

where

β(n) =

L

[
1 +

√
1 + ÊNR(n)

]
ÊNR(n)

(46)

is the variable normalized regularization parameter. Conse-
quently, based on (45), we obtain a variable-regularized RLS
(VR-RLS) algorithm, with the update:

ĥ(n) = ĥ(n− 1) +
[
R̂x(n) + δ(n)IL

]−1

x(n)e(n), (47)

where R̂x(n) is recursively evaluated according to (8) and
δ(n) is computed based on (42)–(45).

At this point, some practical issues should be outlined.
The absolute values in (44) prevent any minor deviations
(due to the use of power estimates) from the true values,
which can make the denominator negative. The VR-RLS is
a non-parametric algorithm, since all the parameters in (44)
are available. Also, good robustness against the additive noise
variations is expected. The main drawback is due to the
approximation in (39). This assumption will be biased in the
initial convergence phase or when there is a change of the
unknown system. Concerning the initial convergence, we can
use a constant regularization parameter δ in the first steps of
the algorithm (e.g., in the first L iterations).

However, the VR-RLS algorithm faces two main challenges
in terms of computational complexity. The first one is the
update of the matrix R̂x(n) from (8), while the second issue
is related to the evaluation of the last term from the right-hand
side of (47), which contains both the matrix inversion and the
product with the input vector.

The complexity of (8) can be greatly reduced taking into
account that the vector x(n) has the time shift property [see
(2)] and the matrix R̂x(n) is symmetric. Thus, only the first
column of this matrix has to be computed, i.e.,

R̂(1)
x (n) = λR̂(1)

x (n− 1) + x(n)x(n), (48)

since the lower-right (L − 1) × (L − 1) block of R̂x(n) can
be obtained by copying the (L− 1)× (L− 1) upper-left block
of the matrix R̂x(n− 1).

The evaluation of the last term from the right-hand side
of (47) is more challenging. In fact, the basic problem can be
interpreted in terms of solving the normal equations [3]:

R(n)ĥ(n) = r̂xd(n), (49)

where

R(n) = R̂x(n) + δ(n)IL (50)

and r̂xd(n) is defined in (9). As an alternative to the classical
approaches [2], [3], the normal equations (49) can be recur-
sively solved using the dichotomous coordinate descent (DCD)
method [16]. The basic idea is to express the problem in terms
of auxiliary normal equations with respect to increments of the
filter weights [17]. In our case, we need to solve

R(n)△ĥ(n) = p(n), (51)

where △ĥ(n) is the increment of the filter weights and

p(n) = λr(n− 1) + x(n)e(n), (52)

with r(n) representing the so-called residual vector associated
to the solution [17]. Consequently, following the previous de-
velopment and the steps presented in [17], the low-complexity
version of the proposed VR-RLS algorithm, namely VR-RLS-
DCD, is summarized in Table II, where step 6 involves the
DCD iterations.

The DCD algorithm [16] is based on coordinate descent
iterations with a power of two variable step-size, q. It does not
need multiplications or divisions (these operations are simply
replaced by bit-shifts), but only additions, so that it is well
suited for hardware implementation. In our case, the auxiliary
normal equations from step 6 are solved by using the DCD
with a leading element [17]. An insightful analysis of this
algorithm can be found in [17]. Also, detailed implementation
aspects are discussed in [18].

Here, we briefly outline some of the important parameters
of the DCD algorithm (using the notation from [17]). First,
the parameters H and Mb represent the maximum amplitude
expected for the values of △ĥ(n), respectively the number
of bits used for their representation. If the value of H is
chosen accordingly, the values of the step-size q correspond
to the powers of 2 and are associated with the bits comprising
the binary representation of each computed value in the
solution vector. In this case, any multiplication with q can be
replaced by a bit-shift. Second, the parameter Nu represents the
maximum number of allowed (or “successful”) iterations per-
formed for △ĥ(n) [17]; in practice Nu ≪ L. The arithmetic
complexity of the DCD algorithm is proportional to LNu but
using only additions. Consequently, the complexity associated
to the matrix inversion is greatly reduced as compared to
the classical method [which requires O(L3) operations] and
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TABLE II. VR-RLS-DCD algorithm.

Initialization: ĥ(0) = 0, r(0) = 0, R̂x(0) = 0L

For n = 1, 2, . . .

Step 1: R̂x(n) = λR̂x(n − 1) + x(n)x
T
(n)

[using (48)]

Step 2: Compute δ(n) based on (42)–(45)

Step 3: R(n) = R̂x(n) + δ(n)IL

Step 4: e(n) = d(n) − ĥ
T
(n − 1)x(n)

Step 5: p(n) = λr(n − 1) + x(n)e(n)

Step 6: R(n)△ĥ(n) = p(n) ⇒ △ĥ(n), r(n)

(to be solved with DCD iterations [17])

Step 7: ĥ(n) = ĥ(n − 1) + △ĥ(n)
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Figure 2. Impulse responses used in simulations.

even to the regular RLS algorithm [2], [3] [which is based
on the matrix inversion lemma and needs O(L2) operations].
Therefore, the DCD-based algorithms are very appealing for
real-world applications.

Nevertheless, the RLS-DCD algorithm proposed in [17]
uses a constant regularization for R̂x(0), but the influence
of this parameter is negligible due to the forgetting factor in
the update of the matrix R̂x(n). On the other hand, using
a proper estimation of the regularization parameter within the
algorithm (i.e., steps 2 and 3 in Table II), the robustness against
additive noise can be improved. Thus, the proposed VR-RLS-
DCD algorithm owns this robustness feature, but also the low-
complexity advantage inherited from the DCD method.

V. SIMULATION RESULTS

First, let us consider a network echo cancellation scenario,
in the framework of G168 Recommendation [21]. The echo
path is depicted in Figure 2(a); it is the fourth impulse
response (of length L = 128) from the above recommendation.
The sampling rate is 8 kHz. All adaptive filters used in the
experiments have the same length as the echo path. The far-
end signal (i.e., the input signal) is a speech signal. The output
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Figure 3. Misalignment of the RLS algorithm (using different constant values
of the forgetting factor) and the VFF-RLS algorithm. The input signal is

speech, L = 128, and ENR = 20 dB. Echo path changes at time 5 seconds.

of the echo path is corrupted by an independent white Gaussian
noise with 20 dB ENR. An echo path change scenario is some
experiments (in order to evaluate the tracking capabilities of
the algorithms), by shifting the impulse response to the right
by 8 samples in the middle of simulation. The performance
measure is the normalized misalignment (in dB) evaluated as

Mis(n) = 20log10

∥∥∥h(n)− ĥ(n)
∥∥∥
2

∥h(n)∥2
. (53)

In the first experiment, the performance of the VFF-RLS
algorithm (presented in Section III) is evaluated, as compared
to the classical RLS algorithm defined in (13)–(15), which uses
different constant values of the forgetting factor. A single-talk
case is considered and the echo path changes in the middle
of simulation. It can be noticed in Figure 3 that the VFF-RLS
algorithm achieves the same initial misalignment as the RLS
with its maximum forgetting factor, but it tracks as fast as
the RLS with the smaller forgetting factor. As expected, the
classical RLS algorithm using constant forgetting factors has
to compromise between these performance criteria, i.e., the
larger the value of λ, the better the misalignment level but
worse the tracking capability.

Next, the performance of the VR-RLS algorithm (from
Section IV) is investigated, as compared to the regularized
RLS algorithm defined by the update (26), using different
constant values of the regularization parameter. Based on
(37), we can determine the values of the optimal normalized
regularization parameter of the RLS algorithm for different
cases; for example, let us consider two values of the ENR, i.e.,
20 dB (the true one) and 0 dB. Using appropriate notation, we
obtain β20 = 14.14 and β0 = 309.01, respectively. Next, we
compare the regularized RLS algorithm using these constant
regularization parameters with the VR-RLS algorithm. The
constant forgetting factor is set to λ = 1 − 1/(3L) for all
the algorithms.
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The input signal is speech, L = 128, and ENR = 20 dB. Near-end speech

appears between time 2.5 and 5 seconds (double-talk scenario).

In Figure 4, a single-talk scenario is considered and an echo
path change is introduced in the middle of the simulation. It
can be noticed that the VR-RLS algorithm behaves similarly to
the RLS algorithm using the constant parameter β20, which is
associated to the value of the true ENR. Also, it can be noticed
that a larger value of the normalized regularization parameter
(β0) improves the misalignment but affects the convergence
rate and tracking.

In Figure 5, a double-talk scenario [4], [5] is considered.
The near-end speech appears between time 2.5 and 5 seconds,
so that the signal v(n) is now non-stationary, since it contains
both noise and speech. It is clear that the VR-RLS algorithm
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Figure 6. Misalignment of the regularized RLS (using β20), RLS-DCD,
VR-RLS, and VR-RLS-DCD algorithms. The input signal is speech,
L = 512, and ENR = 20 dB. Echo path changes at time 30 seconds.

is more robust in this case as compared to the regularized RLS
using constant values of β. It should be outlined that we do
not use any double-talk detector (DTD) [4], [5] with the VR-
RLS algorithm. Therefore, the VR-RLS algorithm owns good
robustness features against double-talk, which is an important
gain in practice.

The second set of simulations is performed in the context
of acoustic echo cancellation [4], [5]. The unknown system,
i.e., the echo path, is a measured acoustic impulse response
depicted in Figure 2(b). It has 512 coefficients and the same
length is used for the adaptive filter (L = 512). The output
of the echo path is corrupted by a white Gaussian noise with
different ENRs, i.e., 20 dB, 10 dB, and 0 dB. Based on (37),
we can determine the values of the optimal normalized regular-
ization parameter in these cases. Using appropriate notation,
we obtain β20 = 56.57, β10 = 221.01, and β0 = 1236.07,
respectively. In simulations, we compare the regularized RLS
algorithm using these constant regularization parameters with
the proposed VR-RLS and VR-RLS-DCD algorithms. Also,
the RLS-DCD algorithm [17] is included for comparison, using
Nu = 8, Mb = 16, and H = 1 (the same parameters are used
in the VR-RLS-DCD algorithm). The forgetting factor is set
to λ = 1− 1/(16L) for all the algorithms.

In the first set of experiments, the value of the ENR is
set to 20 dB. In Figure 6, an echo path change scenario is
simulated in the middle of the experiment, by shifting the
impulse response to the right by 25 samples. First, it can
be noticed that the VR-RLS and VR-RLS-DCD algorithms
behave very similarly and are close to the regularized RLS
algorithm using the constant (optimal) parameter β20, which
is associated to the value of the ENR. As expected, there is
an inherent delay in the initial convergence rate and tracking
reaction of the variable-regularized algorithms (as compared to
the RLS-DCD algorithm), due to the approximation in (39).
In Figure 7, a double-talk scenario is considered; the near-end
speech appears between time 27 and 30 seconds. It is clear that
the VR-RLS and VR-RLS-DCD algorithms are more robust in
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this case, since the estimated ENR from (44) also includes the
contribution of the near-end signal.

In the second set of experiments, we select a lower ENR
value, i.e., 10 dB. In this case, the importance of regularization
becomes more apparent. As we can see from Figure 8, the
VR-RLS and VR-RLS-DCD algorithms behave similarly to
the regularized RLS using the constant (optimal) parameter
β10, and outperform the RLS-DCD algorithm (in terms of
misalignment). Also, as we can notice in Figure 9, the variable-
regularized algorithms are much more robust to double-talk, as
compared to their counterparts.

Finally, in the last set of experiments, we consider ENR =
0 dB. As expected, according to the results in Figure 10, the
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L = 512, and ENR = 10 dB. Near-end speech appears between time 27 and
30 seconds (double-talk scenario).

0 10 20 30 40 50 60
−10

−5

0

5

Time (seconds)

M
is

al
ig

nm
en

t (
dB

)

 

 
RLS, β

0

RLS−DCD
VR−RLS
VR−RLS−DCD

Figure 10. Misalignment of the regularized RLS (using β0), RLS-DCD,
VR-RLS, and VR-RLS-DCD algorithms. The input signal is speech,
L = 512, and ENR = 0 dB. Echo path changes at time 30 seconds.

VR-RLS and VR-RLS-DCD algorithms behave now similarly
to the regularized RLS using the constant (optimal) parameter
β0, and are much better as compared to the RLS-DCD algo-
rithm. Besides, according to Figure 11, the variable-regularized
algorithms outperform by far their counterparts in terms of
double-talk robustness.

VI. CONCLUSIONS

The RLS algorithms are very appealing due to their fast
convergence rate. In this paper, we have focused on the main
parameters that control the performance of these algorithms,
i.e., the forgetting factor and the regularization term. In order
to achieve a better compromise between the performance
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VR-RLS, and VR-RLS-DCD algorithms. The input signal is speech,

L = 512, and ENR = 0 dB. Near-end speech appears between time 27 and
30 seconds (double-talk scenario).

criteria (i.e., convergence and tracking versus misadjustment
and robustness), these parameters could be controlled. In
this context, the solutions presented in Sections III and IV
led to the VFF-RLS and VR-RLS algorithms, respectively.
Also, in Section IV, a low-complexity version of the VR-RLS
algorithm was derived, based on the DCD method, namely the
VR-RLS-DCD.

The first set of experiments was performed in the context of
network echo cancellation. According to the simulation results,
the VFF-RLS and VR-RLS algorithms perform very well as
compared to their classical counterparts (which use constant
values of the key parameters).

The second set of simulations was performed in an acoustic
echo cancellation scenario. The results indicate that the VR-
RLS and VR-RLS-DCD algorithms own good robustness fea-
tures against the near-end signal. In other words, the robustness
of the algorithm against ENR variations (e.g., like double-talk)
can be controlled in terms of the regularization parameter.
Moreover, due to its low-complexity feature, the VR-RLS-
DCD algorithm could be a reliable candidates for real-world
echo cancellation applications.
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Abstract—Most telecom operators have to plan the migration
of their existing copper networks to full or hybrid fibre networks,
to offer their clients the bandwidth they require. This paper
proposes methods to optimise this migration path, heteroge-
neously per central office area, using geometric models as input.
The methods result in a detailed migration path that meets a
required bandwidth coverage, installation capacity and/or budget
constraint. To solve the optimisation problem in an efficient way,
both a problem-based solution method and a simulated annealing
approach are tested for scalability of the problem solving. As
the data used for the migration path optimisation is in practice
hard to gather, the use of geometric modelling is proposed.
This modelling approach leads to the optimal migrating path,
estimating the total initial investment of a migration step using
only two simple parameters per Central Office area.

Index Terms—Access networks; Migration Optimisation; Geo-
metric Models.

I. INTRODUCTION

Broadband internet is becoming a common utility service.
Using connected electronic devices in and outside our homes,
we use more and more data and demand connectivity 24/7.
The used services are asking more bandwidth due to the
integration of video into numerous services. Most of the home
connections, access networks and systems offered by telecom
operators are not prepared for this, because incumbent oper-
ators mostly use copper telecommunication networks offering
ADSL (Asymmetric Digital Subscriber Line) or VDSL (Very
High Bitrate Digital Subscriber Line) techniques as service .
Digital subscriber line (DSL) is a family of technologies used
to transmit digital data over copper lines. The operators have to
make the costly step to Fibre to the Cabinet (FttCab), Fibre to
the Curb (FttCurb) or, even more costly, the full step to Fibre
to the Home (FttH), Fibre near the home (FntH) or Fibre to
the Air (FttA). Bringing the network to the next step we call a
migration step, as introduced in [1]. An example of FntH and
FttA is a wireless home connection or a Hybrid fibre-wireless
(FiWi) access network, where fibre is brought to a location
near the homes, e.g., street lights [2], and the remaining
distance is covered by WiFi or WiMax [3] [4]. However, in
many countries, the roll out of all these fibre connections will
take too long to compete with the cable TV operators active in

those countries, who can offer the required bandwidth using
DOCSIS, Data Over Cable Service Interface Specification, on
their Hybrid Fibre Coaxial (HFC) networks at this moment.
This urges the operators to take intermediate steps, such as
FttCurb, and to think about the optimal migration strategy.

The incumbent telecom operators can choose between vari-
ous topology types to offer. In this paper, the term ‘topology’
is used for the way the physical fibres and equipment are
designed. It comprises the question where to deploy fibres,
where to deploy copper and where the active or passive
equipment should be placed. Each topology can run multiple
technologies. For example, in the ‘Full Copper’ topology,
the operator offers the services from the Central Office. The
operator still can choose to offer ADSL or VDSL (containing
here all VDSL based technologies such as VDSL, VDSL2,
Vectored VDSL2, Vplus etcetera) technology for this service.
In this paper, four topology types are distinguished (see
Fig. 1):

1) Full Copper: services are offered from the Central Office
(CO) over a copper (twisted pair) cable, using DSL
techniques.

2) Fibre to the Cabinet (FttCab): the fibre connection is
extended to the cabinet. From the cabinet, the services
are offered over the copper cable, using DSL or G.Fast
techniques.

3) Hybrid Fibre to the Home (Hybrid FttH): services are
offered from a Hybrid FttH Node, which is connected by
fibre, close to the customer premises, in the street, or in
the building. Here again, VDSL and G.Fast techniques
can be offered.

4) Full Fibre to the Home (Full FttH): the fibre connection
is brought up to the customer premises.

If the operator starts with a Full Copper topology in a
certain area, he has to decide on the next step: bringing
the fibre connection all the way to the customers or use an
intermediate step, where he brings the fibre closer to the
customer, e.g., FttCab. Note that the operator can have a
heterogeneous network, where in different areas a different
topology is deployed and a different starting position for
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Figure 1. Four topologies.

migration is found. To make in a certain area the decision
mentioned before, the operator has to look at the pros and
cons of all the options. For example, the deployment of FttCab
can be much faster than Full FttH, as it requires less digging,
the last part of the connection from the street to the access
node in the house does not have to be installed, and it meets
the growing bandwidth demand for now and the near future.
If, in future, this demand exceeds the supplied bandwidth, the
remaining part to the residence can be connected with Full
Fibre or using Hybrid Fibre as extra intermediate step. If the
demand does not exceed the supplied bandwidth, for example,
it reaches some level of saturation, no further migration is
needed, saving a lot of investments. However, when Full FttH
is the expected final solution, using intermediate steps would
incur investment and installation costs that might be lost and
not reused.

This decision can be made on strategic level, for a bigger
region or a whole country, or more tactical/operational within a
region. In this paper, the option that the operator can decide per
Central Office area which topology or technology to offer is
considered. This means that the operator is offering broadband
as a service, instead of offering for example FttH as a service.
If an operator decides on the topology or technique per Central
Office area and per period (e.g., year), he can develop a
detailed migration path that meets, for example, a bandwidth
coverage in a larger area. This option is called a heterogeneous
optimal migration path in contrast to a homogeneous optimal
migration path, where one migration path is used for all
Central Office areas within the bigger region. This is the
first part where the novelty of this paper is in. Up to now,
other papers only considered uniform migration paths or single
migration paths.

The second part where this paper is novel, is the data used
for the migration path optimisation. To estimate the costs of
a topology and the migration from one topology to another
topology, for each migration an optimal planning should be
made. We propose to solve this by using the geometric
modelling, as presented in [5] [6].

Concluding, in this paper, we present a methodology that
can be used by operators to design their heterogeneous topol-
ogy migration path from Full Copper to Full FttH, meeting

their business requirements. First, we start with a literature
survey on related models in Section II. In Section III, a
model is presented to optimise the heterogeneous migration
paths, where the complexity of the model is discussed in
Section IV. In Section V, a method is presented to gather
the input for the migration path optimisation using Geometric
models. In Section VI, solution methods are presented in
order to get a solution to the problem in reasonable time.
Next, in Section VII, the optimisation method is demonstrated
by a case study and the scalability of finding a solution is
shown by computational results. Finally, in Section VIII, some
conclusions are presented.

II. LITERATURE

Migration within telecommunication networks is a topic in
many Techno-Economical studies. In these studies, the eco-
nomic sanity of some choices are investigated. The European
projects IST-TONIC [7] and CELTIC-ECOSYS [8] resulted
in various upgrade or deployment scenarios for both fixed and
wireless telecommunication networks, which was published
in [9] and [10]. A major question in these studies is when
to make the decision to roll out a FttC/VDSL network or a
Full FttH network. Based on demand forecasts, it was shown
that it is profitable to start in dense urban areas, wait for five
years and then decide to expand it to the other urban areas.
With the use of real option valuation, the effect of waiting
is rewarded to identify the optimal decision over time. In
[11] and [12], the OASE approaches are presented for more
in depth analysis of the FttH total cost of ownership (TCO)
and for comparing different possible business models both
qualitatively and quantitatively.

The work of Casier [13] presents the techno-economic
aspects of a fibre to the home network deployment. First,
he considers all aspects of a semi-urban roll-out in terms of
dimensioning and cost estimation models. Next, the effects of
competition are introduced into the analysis.

The work in [14] presents a multi-criteria model aimed
at studying the evolution scenarios to deploy new support-
ing technologies in the access network to deliver broadband
services to individuals and small enterprises. This model is
based on a state transition diagram, whose nodes characterise
a subscriber line in terms of service offerings and support-
ing technologies. This model was extended for studying the
evolution towards broadband services and create the optimal
path for broadband network migration. A similar kind of
model is presented in [15] and [16], where also an optimal
strategy is proposed using a dynamic migration model. They
study the best migration path including investments (capital
expenditures, CapEx) and operational expenditures (OpEx)
and revenues. Several fixed access technologies are considered
as intermediate steps. A more recent study [17], proposes
several migration strategies for active optical networking from
data plane, topology, and control plane perspectives, and inves-
tigates their impact on the total cost of ownership. However,
these migration strategies are not optimised.
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Finally, our own previous work was about the benefits of
a migration path as alternative for the direct step from Full
Copper to FttH [18], and a Techno-Economic model [19] that
can calculate the effect on market share, revenues, costs and
earnings of offering different topologies and technologies in
access networks (in migration).

As said earlier, all these approaches only consider uniform
or single migration paths and do not include the possibility of
using geometric models as input.

III. MIGRATION MODEL

A migration path is here defined as a path from
one topology/technique combination to a destination topol-
ogy/technique, possibly using other topology/technique com-
binations as intermediate steps. Analogue to [15], we use a
figure to clarify the idea, see Fig. 2.

Figure 2. Migration paths.

Each node here is a topology/technique combination. One
can choose a path from node 1, typically Full Copper/ADSL,
to node S, typically FttH. So examples for the paths are: Full
Copper/ADSL to FttH, Full Copper/ADSL to FttCab/VDSL to
FttH, Full Copper/ADSL to FttCab/VDSL to FttCurb/G.Fast,
etcetera. The focus in this paper is on an area that consists of
multiple Central Offices, which is the location of the switching
equipment, to which subscriber home and business lines are
connected on a local loop, for example, a city or a district.
The goal of the operator is to offer in this district a certain
bandwidth coverage (per year), given a budget (per year) and
possibly other constraints. A bandwidth coverage can be a
single value, e.g., ‘I want to offer 100 Mb/s in 2017’, or a
distribution over various bandwidth values in a number of
years. An example of this distribution over years is presented
in Table I. In the table is stated that in 2018 (at least) 60%
of the houses need to have (at least) 100 Mb/s, at least 40%
of the houses need to have (at least) 200 Mb/s and (at least)
10% need (at least) 300Mb. The percentages do not add up to
100% as they are exceedance probabilities. If all houses have
a connection that offers 500 Mb/s the bandwidth coverage
demand is met, obviously.

Now, the problem can be defined as an Integer Programming
Problem. The notation that is used is presented in Table II.
First, the objective function is defined as:

min
∑
i∈I

∑
j∈I

∑
l∈L

∑
t∈T

Cijlxijlt. (1)

TABLE I. COVERAGE GOAL.

Year 100 Mb/s 200 Mb/s 300 Mb/s
2018 60% 40% 10%
2021 80% 60% 20%
2024 90% 80% 40%

TABLE II. DEFINITIONS

Notation Description
I = set of topologies/technologies;
L = set of locations, here CO areas;
T = set of time periods;
D = set of distances, e.g.,{200m, 400m, 600m} ;

xijlt =


1 if migration takes place from technology i ∈ I to

j ∈ I in year t ∈ T for location l ∈ L

0 otherwise

yilt =


1 if technology i ∈ I is active on time t ∈ T

at location l ∈ L

0 otherwise
Cijl = migration costs for going from technology i ∈ I

to j ∈ I at location l ∈ L
Hijl = required installation capacity for migrating from

technology i ∈ I to j ∈ I at location l ∈ L
Oilt = operation costs when technology i ∈ I is active

at time t ∈ T at location l ∈ L
Rild = number of houses reached by technology i ∈ I

within distance d ∈ D for location l ∈ L;
RTl = total number of premises at location l ∈ L;
Gtd = requested percentage of premises to be reached

within distance d ∈ D T time t ∈ T ;
Bt = maximum budget available for time t ∈ T ;
ICt = installation capacity available for time t ∈ T ;

This objective function minimises the total costs (CapEx) for
the migration under the following constraints:∑

i∈I

∑
j∈I

xijlt ≤ 1, ∀ t ∈ T, l ∈ L (2)∑
i∈I

yilt = 1, ∀ l ∈ L, t ∈ T (3)

xijlt ≥
1

2
(yjlt − yjlt−1)− 1

2
(yilt − yilt−1)− 1

2
∀ i, j ∈ I, l ∈ L, t ∈ T (4)∑

i∈I

∑
l∈L

Rild · yilt∑
l∈L

RTl
≥ Gtd, ∀ t ∈ T, d ∈ D (5)

xijlt, yilt ∈ {0, 1}, ∀ i, j ∈ I, l ∈ L, t ∈ T (6)

This model will be called the base model. Constraint (2)
makes sure that there is at most 1 migration step per year
per location. Constraint (3) makes sure that each location
has exactly 1 topology each year. Constraint (4) creates the
migration steps. The right term can only be greater than zero
if (and only if) (yjlt − yjlt−1) = 1 and (yilt − yilt−1) = −1,
which indicates that there is a transition from technology i
to technology j. Constraint (5) makes sure that the required
bandwidth is delivered.

An alternative objective function is realised when adding the
operational cost, or OpEx. This alters the objective function
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in:

min
∑
i∈I

∑
j∈I

∑
l∈L

∑
t∈T

Cijlxijlt +
∑
i∈I

∑
l∈L

∑
t∈T

Oiltyilt (7)

An other alternative model, called the extended model,
is the model in which there exists a budget constraint per
time period and a constraint for the installation capacity. In
this formulation, the budget constraints are hard and the gap
between the realised and demanded bandwidth per year is
minimised.

min
∑
t∈T

∑
d∈D

max

0, Gtd −

∑
i∈I

∑
l∈L

Rild · yilt∑
l∈L

RTl

 , (8)

For the extended model, the following constraints should hold:∑
i∈I

∑
j∈I

xijlt ≤ 1, ∀ l ∈ I, t ∈ T (9)∑
i∈I

yilt = 1, ∀ l ∈ L, t ∈ T (10)

1

2
(yjlt − yjlt−1)− 1

2
(yilt

−yilt−1)− 1

2
≤ xijlt,

∀ i, j ∈ I, l ∈ L, t ∈ T (11)∑
i∈I

∑
j∈I

∑
l∈L

cijlxijlt ≤ Bt, ∀ t ∈ T (12)∑
i∈I

∑
j∈I

∑
l∈L

hijlxijlt ≤ ICt, ∀ t ∈ T (13)

xijlt, yilt ∈ {0, 1},
∀ i, j ∈ I, l ∈ L, t ∈ T (14)

where (12) and (13) are added as budget and installation
capacity constraints. This problem is no longer an ILP, as
the objective is not linear. However, it can be linearised by
introducing the variable ztd with t ∈ T, d ∈ D. Furthermore,
the following constraints for ztd are added to the model:

ztd ≥ 0 ∀ d ∈ D, t ∈ T (15)

ztd ≥ Gtd −

∑
i∈I

∑
l∈L

Rild · yilt∑
l∈L

RTl
∀ d ∈ D, t ∈ T (16)

As a result, the objective function changes to:

min
∑
t∈t

∑
d∈D

ztd. (17)

Moreover, ztd does not have to be integer. Summarising, the
extended model used for creating an optimal solution is:

min
∑
t∈T

∑
d∈D

ztd (18)

s.t.
∑
i∈I

∑
j∈J

∑
l∈L

Cijlxijlt ≤ Bt, ∀ t ∈ T (19)∑
i∈I

∑
j∈J

∑
l∈L

Hijlxijlt ≤ ICt, ∀ t ∈ T (20)∑
i∈I

∑
j∈J

xijlt ≤ 1, ∀ l ∈ L, t ∈ T (21)∑
i∈I

yilt = 1, ∀ l ∈ L, t ∈ T (22)

1

2
(yjlt − yjlt−1)− 1

2
(yilt

−yilt−1)− 1

2
≤ xijlt,

∀ i, j ∈ I, l ∈ L, t ∈ T (23)

ztd ≥ Gtd −

∑
i∈I

∑
l∈L

Rild · yilt∑
l∈L

RTl
,

∀ d ∈ D, t ∈ T (24)
ztd ≥ 0, ∀ d ∈ D, t ∈ T (25)

xijlt, yilt ∈ {0, 1},
∀ i, j ∈ I, l ∈ L, t ∈ T.(26)

IV. COMPLEXITY

In this section, the complexity of the base model and the
extended model are discussed and it is shown that both models
are NP-hard.

A. Base model

The Single Source Capacitated Facility Location Problem
(SSCFLP) is NP -hard and can be reduced to the base model
of the Migration of Fibre problem. In this problem, a number
of facilities should be located, whereby each customer is fully
assigned to a facility at minimum cost, such that the demand
of each customer is served and a facility does not supply more
than his capacity. This can be described as follows [20]:

min
∑
i∈Q

∑
j∈J

Vijxij +
∑
j∈J

Fjyj (27)

s.t.
∑
j∈J

xij = 1 ∀i ∈ Q (28)

xij ≤ yj

∀i ∈ Q, j ∈ J (29)∑
i∈Q

Kixij ≤ Sjyj ∀j ∈ J (30)

xij , yi ∈ {0, 1}
∀i ∈ Q, j ∈ J, (31)

where I is the set of customers, J is the set of facilities, Vij
are the costs for assigning customer i ∈ I to facility j ∈ J
and Fj are the costs for opening facility j ∈ J . Furthermore,
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Ki is the demand of customer i ∈ I and Sj is the capacity
of location j ∈ J . It holds that variable xij is equal to 1 if
customer i ∈ I is assigned to facility j ∈ J . Otherwise, this
variable is equal to 0. The variable yj is equal to 1 if facility
j ∈ J is opened. Otherwise, this variable is equal to 0.

For the reduction of the SSCFLP to the base problem, firstly,
one instance of the base problem is given. Assume there is one
location l, one time period t ∈ T and one distance d ∈ D. By
this, the base problem can be reduced to:

min
∑
i=i0

∑
j∈I

Cijxij (32)

s.t.
∑
j∈I

xij ≤ 1 ∀ i = i0 (33)∑
j∈I

yj = 1 (34)

1

2
(yj − Yj)−

1

2
(yi − Yi)−

1

2
≤ xij

∀i = i0, j ∈ I (35)∑
j∈I

Rj · yj

RT
≥ G (36)

xij , yj ∈ {0, 1}
∀ i = i0, j ∈ I. (37)

Here, i0 denotes the start state, namely the combination i of
a technology and a topology at time t = 0. So, Yi is equal to
1 for i equal to the technology and topology combination at
time period t = 0 and zero otherwise. Note that Constraint (5)
does not force that xij = 1 for i = j when no migration takes
place. However, having xij = 1 for i = j does not affect the
objective function, because the migration costs for migrating
to the same technology and topology combination i are zero,
as there is actually no migration happening. As a result, we
can change Constraint (5) to:

xij ≥ Yi + yj − 1, ∀ i = i0, j ∈ I. (38)

In this equation, it is forced that xij = 1 for i = j when no
migration takes place. We know that Yi0 = 1, because i0 is
the start state, thus Constraint (38) can be changed to:

xij ≥ yj , ∀ i = i0, j ∈ I. (39)

In the base model, Constraint (33) has got an inequality sign
and not an equality sign due to the fact that there is no time
period t = −1 before the start state, so there is no migration
possible from t = −1 to t = 0, and thus, for the start state
t = 0 it holds that xijl0 = 0 for all i, j ∈ I and l ∈ L. In the
ILP described above, we only have one time period t ∈ T ,
so we can change the inequality sign in Constraint (33) to an
equality sign: ∑

j∈I
xij = 1, ∀ i = i0. (40)

As a result of Constraint (34) and (40), we can flip the
inequality sign in Constraint (38), because this does not affect

the relation between the yj and xi0j , which should be equal
to each other:

xij ≤ yj , ∀i = i0, j ∈ I. (41)

From Constraint (34), we know that exactly one technology
and topology combination j ∈ I should be active in the
considered time period. We can replace this constraint by
adding the following part to the objective function:∑

j∈I
Ujyj , (42)

where it holds that Uj = U for all j ∈ I and U > max
∀i,j∈I

Cij .

As a result, the ILP becomes:

min
∑
i=i0

∑
j∈I

Cijxij +
∑
j∈I

Ujyj (43)

s.t.
∑
j∈I

xij = 1 ∀ i = i0 (44)

xij ≤ yj

∀ i = i0, j ∈ I (45)∑
j∈I

Rj · yj

RT
≥ G (46)

xij , yi ∈ {0, 1}
∀ i, j ∈ I. (47)

From Constraint (44), (45) and the fact that only one tech-
nology and topology combination j ∈ I could be active, it
follows that we can remove the sum in Constraint (46), by
adding xi0j at the right side of the inequality sign. This is
because it must hold that the active technology and topology
combination j after migrating fulfils the bandwidth demand
G. This results in the following ILP:

min
∑
i=i0

∑
j∈I

Cijxij +
∑
j∈I

Ujyj (48)

s.t.
∑
j∈I

xij = 1 ∀ i = i0 (49)

xij ≤ yj

∀ i = i0, j ∈ I (50)
Rj
RT
· yj ≥

∑
i=i0

Gixi0j

∀ j ∈ I (51)
xij , yi ∈ {0, 1}

∀ i, j ∈ I, (52)

where Gi = G for all i ∈ I .

The values Cij , Uj ,
Rj

RT and Gi for all i, j ∈ I correspond
to the SSCFLP values Vij , Fj , Sj and Ki for all i ∈ Q and
j ∈ J , respectively. Moreover, i0 is the set of customers Q
and the set of facilities J is equal to the set I of technology
and topology combinations. This shows that the SSCFLP is a
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special case of the base problem and leads to the conclusion
that the base problem is at least as hard as the SSCFLP. The
SSCFLP is NP -hard [20], and thus, the base problem is also
NP -hard.

B. Extended model

The Multiple Constraint Knapsack Problem is NP -hard and
can be reduced to the extended model of the Migration of
Fibre problem. In this problem, a set of items, each with
a weight and value, could be packed once into a knapsack.
The objective is to determine which item to include in the
knapsack, to maximise the total profit and without exceeding
the knapsack constraints. This can be described as follows
[21]:

max
∑
i∈I

Piyi (53)

s.t.
∑
i∈I

Ajiyi ≤ Wj ∀j ∈M (54)

yi ∈ {0, 1} ∀i ∈ I, (55)

where the sets of items is given by set I and the set of knapsack
constraints is given by set M with corresponding capacities
Wj with j ∈M . The required capacity of item i for knapsack
constraint j is Aji with j ∈ M, i ∈ I . The value of item i is
denoted by Pi and yi is equal to 1 if item i is in the knapsack
and otherwise this variable is equal to 0.

Similarly, for the reduction of the Multiple Constraint Knap-
sack problem to the extended problem, firstly, one instance of
the extended problem is given. Assume there is one location
l ∈ L, one time period t ∈ T and one distance d ∈ D. By
this, the extended model is reduced to:

min max

0, G−
∑
i∈I

Ri
RT
· yi

 (56)

s.t.
∑
i∈I

∑
j∈I

Cijxij ≤ B (57)∑
i∈I

∑
j∈I

Hijxij ≤ IC (58)∑
i∈I

∑
j∈I

xij ≤ 1 (59)∑
i∈J

yi = 1 (60)

1

2
(yj − Yj0)− 1

2
(yi − Yi0)− 1

2
≤ xij

∀i, j ∈ I (61)
xij , yi ∈ {0, 1}

∀i, j ∈ I. (62)

Again, i0 denotes again the start state, namely the combination
i of a technology and a topology at time t = 0. The objective
function is a max-min function. However, it is possible to
modify the objective function to a maximisation function.
Since there is only one location, the objective function can

be changed to maximising the bandwidth for this location.
The new objective function is defined as:

max

∑
i∈I

Ri
RT
· yi. (63)

Furthermore, the amount of variables can be reduced. This is
possible, because there is only one location, one time period
and the start state is known. Therefore, xij can be replaced by
yi. As a result, Cij and Hij are respectively changed to Ci and
Hi, and Constraint (59) and (61) become superfluous. Without
loss of generality, the equality sign in Constraint (60) can be
changed to a “less than or equal to” sign, because the optimal
solution will never be yi = 0, for all i ∈ I , due to the used
objective function and positive values of Ri

RT . Furthermore, it
holds that Ci = 0 and Hi = 0 for i ∈ I equal to the start
state. Summarising, the described instance of the Migration of
Fibre problem becomes:

max

∑
i∈I

Ri
RT
· yi (64)

s.t.
∑
i∈I

Ciyi ≤ B (65)

∑
i∈I

Hiyi ≤ IC (66)∑
i∈I

yi ≤ 1 (67)

yi ∈ {0, 1} ∀i ∈ I.(68)

The budget B, installation capacity IC and 1 correspond
to the knapsack capacities W1,W2 and W3, respectively. Fur-
thermore, Ci corresponds to A1i for all i ∈ I , Hi corresponds
to A2i for all i ∈ I , and A3i is equal to 1 for all i ∈ I .
Lastly, Ri

RT is equal to Pi for all i, thus the Multiple Constraint
Knapsack problem is a specific case of the extended problem.
This leads to the conclusion that the extended problem is at
least as hard as the Multiple Constraint Knapsack problem.
The Multiple Constraint Knapsack problem is NP -hard [21],
thus, the extended problem is also NP -hard.

V. INPUT FROM GEOMETRIC MODEL

In the previous section, two parameters are used that are
not that easy to obtain, namely cijl, the cost for migrating
from technology i to j at location l, and Rild, the number of
premises reached by technology i within d meter at location
l. To get the value of these parameters, for each migration
an optimal planning should be made. We introduce an alter-
native for this problem by using the outcomes of geometric
modelling, as presented in [5] and [6]. This means that we
start by a simple set of parameters per (currently) active node:
the total cable length (D) and the capacity of this node (n),
which equals the number of premises connected. Note that
in this section d and D mean something different, using the
notation of [6], than in the model of the previous sections. As
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is shown in [6], from these parameters the geometric density of
the premises can be derived. With this geometric density, we
can estimate the number of new active locations that a next
technology needs in this area to achieve a certain distance
coverage, and consequently, the bandwidth coverage. From
this number of active elements, the costs of the migration can
be estimated. Next, using the same density, also the cable and
digging distances to connect those new active elements can be
estimated.

To illustrate this approach, think of an area, currently
equipped with VDSL2, that contains n1 = 1, 000 houses.
The given total cable length equals D1 = 875, 000 meter.
Now, the parameter d, which indicates the house density of
the area, expressed in the (average) width of the premises,
can be derived by solving (using s1 =

√
n1):

d =
D1

2 · s1 · d 12s1e · b
1
2s1c

, (69)

resulting in d = 57.7 for the given example. Let us assume that
in the next topology, let us assume V-plus, we want to reach
85% within 400 meters. From [5], we know that the probability
distribution of the individual distances of the houses to the
active node can be estimated by a Normal distribution Fµ,σ(x)
with µ2 = D2

n2
and σ2 = M−µ

2 . Here M represents the
maximum cable distance in the second topology using [6]:

M = 2 · d1
2
s2 − 1e · d+ 0.5d, (70)

s2 =
√
n2, (71)

and the total cable length in the second topology

D2 = 2 · d · s2 · d
1

2
s2e · b

1

2
s2c. (72)

Now, the question is to choose n2 such that
Fµ(n2),σ(n2)(400) = 0.85. This can be solved numerically
and leads to the following values: n2 = 100, M2 = 490,
D2 = 28800, µ2 = 290 and σ2 = 100. This means that to
meet this requirement of 85% within 400 meter, 10 new
nodes (n1/n2) should be installed. It takes 28800 meter of
digging and (fibre) cable to connect these nodes.

VI. SOLUTION METHODS

The time to solve the Migration problem has to be of a
reasonable magnitude, regardless of the input of the model.
The reason for this is that the telecom operators should be
able to run the optimisation model in a few minutes, such that
the model can be used in an interactive way. After obtaining
a migration plan, the company has to consider whether the
migration plan is enforceable. If it is not a feasible plan, they
should be able to modify input or requirements and create a
new migration plan. Furthermore, in Section IV, it is shown
that the Migration of Fibre problem is NP -hard. For these
two reasons, heuristic methods are developed to obtain a good
solution within an acceptable computation time. A heuristic
method is a procedure that is likely to discover a good and

feasible solution, but not necessarily an optimal solution. In
this chapter, we present the different heuristic solution methods
used in this research. The third solution method which is
developed, is the optimisation of the base problem and the
extended problem per year. Next to these heuristic approaches,
the exact solution method is used to create benchmark values.

A. Problem-based heuristic

The first method we used to obtain an good solution in a
reasonable computation time, is a heuristic method which is
based on the characteristics of the Migration of Fibre problem.
The main characteristics of the base problem is the requested
bandwidth percentage and the two main characteristics of
the extended problem are the budget and the installation
capacities. The heuristic starts with a solution in which the
technology and topology combination in each year is equal to
the start year, i.e., the current situation. The heuristic starts at
the first year that has to be upgraded and upgrades the locations
with the largest profit. When enough locations are upgraded to
meet the constraints for that year, the heuristic continues with
the same procedure for the next years. After this, a feasible
solution is constructed. In this way, the quality of the solution
is guaranteed. Next, we explain how this is implemented for
the base and extended problems.

For the implementation of the problem-based heuristic, we
distinguish the base problem and the extended problem. For
both the problems a total profit matrix is made. For the base
problem, the profit is based on the following ratio:

Rjl
Cijl

, (73)

where Rjl is the matrix containing the mean values over all
the distances d ∈ D. For the extended problem, the profit is
based on the following ratio:

Rjl
Cijl

Bt
+

Hijl

ICt

. (74)

By dividing Cijl and Hijl respectively by Bt and ICt,
the influence of the migration costs and required installation
capacities are equivalent. Moreover, the profit matrix shows
for each possible upgrade per location what the corresponding
profit ratio is per year. After this matrix is made, the following
steps are performed:

1) Construct a migration schedule in which the technology
and topology combinations in each time period are equal
to the start time period, i.e., there are no migration
upgrades in this schedule.

2) Select the lowest time period t ∈ T which has not been
upgraded yet and which has to be upgraded (base model:
requested bandwidth constraint) or which could be up-
graded (extended model: there is budget and installation
capacity left over).

3) Using the total profit matrix, a profit matrix is made
for the current situation. This is a matrix containing
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the profits for the selected time period t ∈ T and
the technology and topology combination i ∈ I of the
previous time period (t− 1) ∈ T .

4) The upgrade with the highest ratio in the matrix, made
in the previous step, is selected and is carried out in the
migration schedule. Also the subsequent time periods of
this location get the same upgrade.

5a. (Base model) Repeat step 4. until the migration sched-
ule for the selected time period meets the required
bandwidth constraint. For the base problem, this is the
bandwidth constraint, and in this way, the migration
schedule up to the selected time period has became a
feasible schedule.

5b. (Extended model) Repeat step 4. until as much locations
as possible are upgraded and the solution still meets the
budget and installation capacity constraint. In this way,
the migration schedule is still a feasible schedule.

6a (Base model) Repeat step 2 until 5, until every time
period t ∈ T is upgraded as much as needed, and then,
the migration schedule feasible.

6b (Extended model) Repeat step 2 until 5, until every time
period t ∈ T is upgraded as much as possible, without
losing feasibility.

Note that the two last steps of the problem based heuristic
are dependent of the type of the model, i.e., the base or
extended model. Next to the model-based heuristic, we have
also used a meta-heuristic, which is described in the next
section.

B. Simulated Annealing

The meta-heuristic used in this research is Simulated An-
nealing (SA). A meta-heuristic is a general solution method
that provides general structures and strategy guidelines for
developing a specific heuristic method. SA is a stochastic
algorithm which searches for a global optimum and avoids
getting stuck in local, non-global optima [22]. It is based on a
heating and cooling process and simulates the energy changes
in a system subjected to a cooling process until it converges
to an equilibrium state.

From an initial solution s0, the SA algorithm generates a
random neighbour during each iteration. A neighbour is a
(feasible) solution obtained by performing an operation on
the current solution. If this neighbour is a better solution than
the current solution, related to the corresponding values of the
objective function, the neighbour solution will be accepted and
becomes the new current solution. If this is not the case, the
neighbour will be accepted with a certain probability, which
depends on the current temperature. This probability is the
Boltzmann probability:

P (acceptance) = e−
|f(s′)−f(s)|

T , (75)

where |f(s′)− f(s)| denotes the difference ∆E between the
objective value of the generated neighbour s′ and the objective
value of the current state s. T denotes the temperature.

During each Mmax iterations of the algorithm, the temper-
ature T decreases, whereby the probability of acceptance
also decreases. The probability of acceptance also depends
on the quality of the neighbour solution, i.e., the worse the
neighbour solution, the lower the chance of acceptance. A
cooling schedule g(T ) defines for each step r of the algorithm
the temperature Tr. Due to the possibility of accepting worse
solutions, the algorithm can escape an inferior local minimum.
The algorithm stops after a predefined amount of iterations
Nmax. The overview in Algorithm 1 summarises the used
steps based on [23].

Algorithm 1: Simulated Annealing algorithm
Input: Cooling schedule g(T ) and data
s = s0;
(initial solution)
T = Tmax;
(starting temperature)
N = 0;
while N < Nmax do

M = 0;
while M < Mmax do

Generate a random neighbour s′;
∆E = f(s′)− f(s);
if ∆E ≤ 0 for minimisation problem or ∆E ≥ 0
for maximisation problem then
s = s′;
(accept the neighbour solution);

else
Accept s′ with probability e−

|∆E|
T ;

s = s′ if s′ is accepted ;
end
save s′ and f(s′) if s′ is accepted;
M = M + 1;
N = N + 1

end
T = g(T );

end
Output: Saved solutions s′ and corresponding objective

values f(s′)

The first step of our implementation of SA is to gain
a good initial solution. To create an initial solution, the
Problem-Based Heuristic as described in Section VI-A is
used. Solutions are presented as a matrix of which the rows
illustrate the locations, the columns represent the migrations
years and the elements of the matrix represent the technology
and topology combination for the corresponding location and
year. The technology and topology combinations are ranged
from 1 until k, with k the total amount of combinations.
Furthermore, combination 1 provides the smallest bandwidth
and combination k provides the largest bandwidth.

The objective function for a solution s of the base model is
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described as:

f(s) =
∑
i∈I

∑
j∈I

∑
l∈L

∑
t∈T

Cijlxijlt. (76)

The objective function for a solution s of the extended model
is described as:

f(s) =
∑
t∈T

∑
d∈D

max

0, Gtd −

∑
i∈I

∑
l∈L

Rild · yilt∑
l∈L

RTl

 . (77)

The goal of Simulated Annealing is to find a solution with
the lowest possible objective value. Simulated Annealing also
needs a temperature scheme. This scheme defines for each
step of the algorithm the temperature T . First, we set an initial
temperature T and we define the cooling schedule as:

g(T ) = αT , with 0 < α < 1. (78)

We apply this scheme after each βth iteration. Previous
research showed that α should be between 0.5 and 0.99
[23]. The stop condition is defined as that the algorithm will
stop after γ amount of iterations. In each iteration of the
algorithm, a neighbourhood solution will be created, using the
current solution. There are three operations possible to create
a feasible neighbour solution. First, choose a random number.
If the selected number is smaller than 1

3 , then operation 1 is
performed, if the number is smaller than 2

3 and bigger than
1
3 , then operation 2 is performed and otherwise, operation 3
is performed. By operation 1, a location is upgraded in a
time period and, if possible, an other location is downgraded
in the same time period. By operation 2, a location will be
upgraded in a timed period and by operation 3, a location will
be downgraded in a time period. The operations are specified
as follows:

1) A location is randomly chosen. If the selected location
contains already the best possible technology and topol-
ogy combination in each migration time period, reselect
the location randomly, until upgrading in at least one of
the migration time periods of this location is possible.
Then select a migration time period randomly, where
upgrading the technology and topology combination
for this location is possible and upgrade the selected
location for the selected time period. With upgrading a
network, we mean that we add 1 to the corresponding
entry in the solution matrix. If needed, some of the
following time periods for this location should also be
increased by 1, such that the migration steps for the
location form a row of non-descending entries.
If it is possible to downgrade an other location in the
selected time period, select randomly an other location
and check if it is possible to downgrade this location in
the selected time period. With downgrading a network,
we mean that we subtract 1 from the corresponding en-
try. If the technology and topology combination for this
location and time period is already as low as possible,
then reselect the location randomly. This is repeated until

a location is found where a downgrade is still possible
in the selected time period and then the location in this
time period is downgraded. In addition, if needed, some
of the previous time periods for this location should be
decreased by 1, such that the migration steps for the
location form a row of non-descending entries. If it is not
possible to downgrade an other location in the selected
time period, no additional steps are performed.

2) A location is randomly chosen. If the selected location
contains already the best possible technology and topol-
ogy combination in each migration time period, reselect
the location randomly, until upgrading in at least one of
the migration time periods of this location is possible.
Then, select a migration time period randomly, where
upgrading the technology and topology combination
for this location is possible and upgrade the selected
location for the selected time period. With upgrading a
network, we mean that we add 1 to the corresponding
entry in the solution matrix. If needed, some of the
following time periods for this location should also be
increased by 1, such that the migration steps for the
location form a row of non-descending entries.

3) A location is randomly chosen. If the selected loca-
tion contains already the worst possible technology and
topology combination in each migration time period,
reselect the location randomly, until downgrading in at
least one of the migration time periods of this location
is possible. Then, select a migration time period ran-
domly, where downgrading the technology and topology
combination for this location is possible and downgrade
the selected location for the selected time period. With
downgrading a network, we mean that we subtract 1
from the corresponding entry in the solution matrix. If
needed, some of the previous time periods for this loca-
tion should be decreased by 1, such that the migration
steps for the location form a row of non-descending
entries.

For the extended problem, we added a small extension to
operation 2 and 3, to increase the chance of creating a solution
which is feasible:

2. Check the feasibility of the adapted solution. If it is
infeasible, i.e., it does not meet the budget and/or instal-
lation capacity constraint, then also perform operation 3
in the selected time period. In this case, a location is
upgraded and an other location is downgraded in the
same time period.

3. Check the feasibility of the adapted solution. After
operation 3 is performed, i.e., a location is downgraded
in a time period, it is possible that the costs for the
next time period becomes higher and exceeds the budget
for this next time period. If the created neighbour
solution is infeasible, i.e., it does not meet the budget
and/or installation capacity constraint, then also perform
operation 2 in the selected time period. In this case, a
location is upgraded and an other location is downgraded
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in the same time period.

For the base problem, check if the new solution is feasible,
i.e., it meets the bandwidth constraint. For the extended
problem, if an extension of operation 2 or 3 is performed,
also a check has to be performed: it is checked whether
or not the new solution meets the budget and installation
capacity constraints. If it does not meet these constraints,
the adapted solution is rejected and the procedure of the
operation is started again, using the unadapted solution. This is
repeated until a solution is found which meets the constraints.
We call this adapted solution a neighbour. All the solutions
which can be formed by using one of the operations to adapt
the current solution, form the neighbourhood of the current
solution. Additionally, during each iteration, the neighbour will
be compared with the current solution. It will be accepted if
it is better than the current solution and otherwise it will be
accepted with the Boltzmann probability.

VII. COMPUTATIONAL RESULTS

We tested all methods described in the previous section,
using the base model and extended model for various test
instances. In this section, the results of these methods are
presented. First of all, the impact of optimising per year instead
of optimising over the total horizon is showed in an example.
Next, the heuristics described in section VI are compared to
each other, subjected to the accuracy and the computation time
of these heuristics for various test instances.

A. Example

First, in this section, an example is presented introducing
a small city with 40 cabinets and 18,550 houses, to show the
benefit of the optimisation over the total horizon. The current
employment is ADSL. The operator has a bandwidth coverage
goal, expressed in percentage of the houses that is within a
certain distance from the active equipment. The coverage goal
is shown in Table III. For example, the goal is to have 70%
of the houses within 400 meter in 2021.

TABLE III. COVERAGE GOAL.

Year 600m 400m 200m
2018 70% 40% 20%
2021 85% 70% 30%
2024 85% 85% 40%

TABLE IV. PER PERIOD OPTIMISATION - BASE MODEL.

Year ADSL VDSL V-plus
2018 23 7 10
2021 17 7 16
2024 5 7 28

TABLE V. OVERALL OPTIMISATION - BASE MODEL.

Year ADSL VDSL V-plus
2018 25 0 15
2021 18 1 21
2024 8 6 26

Two cases are distinguished. In the first case, the operator
tries to meet the distance requirement for each year indepen-
dently and optimally. This means that the operator optimises
the design of each area without knowledge of future networks,
topologies and technologies. In the second case, the operator
tries to meet the requirements for the total time horizon, by
solving the ILP model introduced in Section III. For each
cabinet, for each 3-year period, the operator can chose between
doing nothing, implementing VDSL and implementing V-plus,
each with its own costs and bandwidth consequences. Now,
the operator tries to make the decisions such that the total
migration costs are minimal, meeting the distance coverage
requirements for each period as modelled in the base model
of Section III. The used costs for digging and equipment are
based on the (Sub-Urban) numbers of [24].

Figure 3. Investment costs.

The result of the optimisation (only using Excel and Open-
Solver [25]) of the two cases is depicted in Table IV for the
per-period optimisation and Table V for the overall optimisa-
tion. In the first year (2018) of the per-period optimisation,
more VDSL is chosen, as this is a cheaper solution to meet
the 2018 requirements. In the overall optimisation the more
expensive choice for V-plus is made, as this is more ready
for the future. In the other two stages more or less the same
choices are made. This leads to the total overview of costs
as depicted in Fig. 3, where the total costs of the overall
optimisation are lower, but the costs in the first year are higher.
All costs are expressed in Net Present Value, with an average
cost of capital of 6%, making the values in the various years
comparable.

B. Scalability

To illustrate the scalability of the problem solving, five real
life areas containing different amounts of cabinets and houses
are selected. The time-span of the migration schedule and
the amount of possible technology and topology combinations
is the same as in the previous example, respectively three
moments in time and three combinations. In Table VI, an
overview is given of the characteristics of the areas.
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TABLE VI. AREA CHARACTERISTICS

Area No. of cabinets No. of houses
A 40 18,550
B 180 58,842
C 496 44,151
D 874 433,092
E 26164 6,352,365

The scalability of the base model and extended model is
based on the quality of the optimal solution found by the
different solutions methods and the corresponding computation
times of these methods. To determine the quality of the
provided solution of the methods, first the exact solutions of
the base model and extended model for the different areas
are calculated. For this, three different solvers are used. The
first used solver is ‘OpenSolver’ in Excel, in combination with
COIN-OR [25]. Furthermore, CPLEX Optimizer [26] in com-
bination with MATLAB and the standard solver IntLinProg in
MATLAB are used. In Table VII, an overview is given of the
computation times using these solvers for the base problem.

TABLE VII. COMPUTATION TIME OF EXACT SOLUTION METHOD FOR THE
BASE PROBLEM [SECONDS]

Area COIN-OR CPLEX Optimizer IntLinProg
A 7.5 6.7 110.8
B 36.1 8.3 > 8 days
C 396.3 9.7 > 8 days
D 912.3 15.7 > 8 days
E > 8 days 12,082.6 > 8 days

TABLE VIII. COMPUTATION TIME OF EXACT SOLUTION METHOD FOR THE
EXTENDED PROBLEM [SECONDS]

Area CPLEX Optimizer
A 28.2
B 17.9
C 37.1
D 111.6
E 24,703.2

The illustrated computation times of the solvers are a
combination of the time for building the problem and solving
the problem using these solvers. Observe that the NP-hardness
of the base model, effects the computation time for area
E, using CPLEX Optimizer. This computation time is larger
than three hours, which is not an reasonable duration for the
telecom operators to obtain a migration schedule. In practise,
even more technology and combinations and more migrations
periods will be involved, which results in an exponential
growing runtime for obtaining an exact solution. In Table VIII,
an overview is given of the computation times for extended
model using CPLEX Optimizer. This table also shows that the
computation time for obtaining a migration schedule for large
areas is not acceptable, given the assumptions in the start of
this section.

Therefore, to obtain a good solution in a reasonable time,
solution methods were developed, as shown in Section VI.
These methods are the Problem-based heuristic and Simu-
lated Annealing approaches and, additionally, a per period
optimisation, calculating the optimal exact solution per year,

sequentially. Simulated Annealing uses the solution of the
problem-based heuristic as start solution. The parameters used
to simulate the cooling process, based on preliminary results,
are illustrated in Table IX for the base model and the extended
model.

TABLE IX. BEST PARAMETERS FOR SIMULATED ANNEALING

Area Mmax Nmax Tmax α
Base model 50 100,000 5,000 0.99
Extended model 50 20,000 0.01 0.95

Preliminary results show that the size of the areas has
no effect on the selection of parameters, meaning that the
best parameters is only based on the type of model. Now,
the solutions of the three methods can be compared with
the optimal solution found by CPLEX Optimizer. This is
illustrated in Table X for the base model and in Table XI
for the extended model.

TABLE X. SOLUTION OF THE HEURISTICS COMPARED TO THE EXACT
SOLUTION OF BASE MODEL (COSTS)

Area Per period opt. Problem-based Simulated Annealing
A 23.0% 6.1% 0.9%
B 0.0% 29.9% 12.4%
C 2.4% 30.5% 23.3%
D 0.0% 22.4% 18.5%
E 11.5% 12.1% 10.9%

TABLE XI. SOLUTION OF THE HEURISTICS COMPARED TO THE EXACT
SOLUTION OF EXTENDED MODEL (BANDWIDTH)

Area Per period opt. Problem-based Simulated Annealing
A 99.74% 54.57% 98.12%
B 100.00% 83.65% 99.40%
C 99.86% 85.25% 99.69%
D 100.00% 89.89% 99.38%
E 99.94% 76.05% 98.01%

Table X shows that the solution for the base problem in
area A, using Simulated Annealing, is 2.6% worse than the
exact optimal solution, as found by CPLEX Optimizer. This
means that the costs for the migration schedule as found by
Simulated Annealing is 2.6% higher than the costs for the
migration schedule of the exact solution, as found by CPLEX
Optimizer. Table XI shows that the solution for the extended
problem in area A, using the problem-based heuristic, has a
total realisation of 54.57% of the total realised bandwidth
demand of the exact optimal solution, as found by CPLEX
Optimizer. Moreover, the 100% of the exact solution is equal
to the sum over the minima of the demanded bandwidth and
the realised bandwidth per year and distance. Furthermore,
these two tables show that the improvement using Simulated
Annealing is significantly more effective for the extended
model. However, the optimal solutions of Simulated Annealing
for both the models are not as good as the optimal solutions
of the per period optimisation.

The corresponding computation times of the methods are
illustrated in Table XII and Table XIII. Note that the compu-
tation time of Simulated Annealing includes the computation
time of the problem-based heuristic.
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TABLE XII. COMPUTATION TIMES OF THE HEURISTICS FOR THE BASE
MODEL [SECONDS]

Area Per period opt. Problem-based Simulated Annealing
A 17.5 8.0 16.6
B 16.3 7.9 40.9
C 19.6 7.7 126.4
D 21.2 9.0 226.3
E 1181.3 694.3 1,242.4

TABLE XIII. COMPUTATION TIMES OF THE HEURISTICS FOR THE
EXTENDED MODEL [SECONDS]

Area Per period opt. Problem-based Simulated Annealing
A 26.8 13.1 20.1
B 23.6 10.5 29.2
C 26.8 14.2 39.3
D 29.6 7.2 164.8
E 1,045.7 626.4 1,783.2

Table XII and Table XIII show that the computation time
of the problem-based heuristic is the lowest, however, the
computation time of the two other methods are also of a
reasonable duration. To conclude, combining this with the
previous results that the solution of the per year optimisation is
significantly better than the solution provided by the problem-
based heuristic, the best method to provide a good solution
in a reasonable time for the extended model, is the approach
of optimising per year. For the base model, this approach can
give rather high deviations. Then, for smaller areas, at this
moment, the exact solver should be considered.

VIII. CONCLUSION

In this paper, we presented a methodology that can be used
by operators to design their heterogeneous topology migration
path from Full Copper to (Full) FttH, meeting their business
requirements. Heterogeneous means that the operator decides
per Central Office area the topology or technique per period
(e.g., year), resulting in a detailed migration path that meets a
required bandwidth coverage in the larger area. For this, two
models were presented. The first, the base problem, minimised
the total investment (CapEx) and operational costs (OpEx),
such that the bandwidth requirement per period was met. The
second, the extended problem, minimised the deviation from
this bandwidth requirement meeting a budget constraint per
period.

The data used for the migration path optimisation is in prac-
tice hard to obtain. For this, the use of geometric modelling
was proposed, with which the total CapEx of a migration
step can be estimated using only two parameters per Central
Office area, namely the total existing cable length and the
capacity of this node. The two models were demonstrated in
two case studies that showed the gain that can be realised by
the migration path optimisation.

To be used in practice, solving bigger instances, two
heuristic methods were presented, next to the option to solve
the problem per year. Numerical experiments show that an
exact optimal solution can be obtained by MIP-solver CPLEX
Optimizer up to rather big problems. If for bigger problems

the calculation time of the exact solution is experienced to
high, a consecutive approach of optimising per year gives the
best performance of the heuristic approaches, in the case of
the extended problem.

For further research we recommend to look for better
performing problem-based heuristics, as we expect them to
deliver the best computation times. Furthermore, beside the
costs, also the revenues could be taken into account.
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8803 Rüschlikon, Switzerland

Email: ili@zurich.ibm.com, vinodh.iitm@gmail.com

Abstract—Replication is widely used to enhance the reliability
of storage systems and protect data from device failures. The
effectiveness of the replication scheme has been evaluated based
on the Mean Time to Data Loss (MTTDL) and the Expected
Annual Fraction of Data Loss (EAFDL) metrics. To provide high
data reliability at high storage efficiency, modern systems employ
advanced erasure coding redundancy and recovering schemes.
This article presents a general methodology for obtaining the
EAFDL and MTTDL of erasure coded systems analytically for
arbitrary rebuild time distributions and for the symmetric,
clustered, and declustered data placement schemes. Our analysis
establishes that the declustered placement scheme offers superior
reliability in terms of both metrics. The analytical results obtained
enable the derivation of the optimal codeword lengths that
maximize theMTTDL and minimize the EAFDL. It is theoretically
shown that, for large storage systems that use a declustered
placement scheme, both metrics are optimized when the codeword
length is about 60% of the storage system size.

Keywords–Reliability metric; MTTDL; EAFDL; RAID; MDS
codes; Information Dispersal Algorithm; Prioritized rebuild.

I. INTRODUCTION

The reliability of storage systems is affected by data losses
due to device and component failures, including disk and node
failures. Permanent loss of data is prevented by deploying
redundancy schemes that enable data recovery. However, addi-
tional device failures that may occur during rebuild operations
could lead to permanent data losses. Over the years, several
redundancy and recovery schemes have been developed to
enhance the reliability of storage systems. These schemes
offer different levels of reliability, with varying corresponding
overheads due to the additional operations that need to be
performed, and different levels of storage efficiencies that
depend on the additional amount of redundant (parity) data
that needs to be stored in the system [1].

The effectiveness of the redundancy schemes has been
evaluated predominately based on the Mean Time to Data
Loss (MTTDL) metric. Closed-form reliability expressions are
typically obtained using Markov models, with the underlying
assumption that the times to component failures and the rebuild
times are independent and exponentially distributed [2-14].
Recent work has shown that these results also hold in the
practical case of non-exponential failure time distributions.
This was achieved based on a methodology for obtaining
MTTDL that does not involve any Markov analysis [15]. The
MTTDL metric has been used extensively to assess tradeoffs,
to compare schemes, and to estimate the effect of various
parameters on system reliability [16-20].

To cope with data losses encountered in the case of
distributed and cloud storage systems, data is replicated and

recovery mechanisms are used. For instance, Amazon S3 is
designed to provide 99.999999999% (eleven nines) durability
of data over a given year [21]. Similarly, also Facebook [22],
LinkedIn [23] and Yahoo! [24] consider the amount of data
lost in given periods. To address this issue, a recent work
has introduced the Expected Annual Fraction of Data Loss
(EAFDL) metric [25]. It has also presented a methodology
for deriving this metric analytically in the case of replication-
based storage systems, where user data is replicated r times
and the copies are stored in different devices. As an alternative
to replication, storage systems use advanced erasure codes
that provide a high data reliability as well as a high storage
efficiency. The use of such erasure codes can be traced back
to as early as the 1980s when they were applied in systems
with redundant arrays of inexpensive disks (RAID) [2][3]. The
RAID-5, RAID-6 and replication-based systems are special
cases of erasure coded systems. State-of-the-art data storage
systems [26][27] employ more general erasure codes, where
the choice of the codes used greatly affects the performance,
reliability, and the storage and reconstruction overhead of the
system. In this article, we focus on the reliability assessment
of erasure coded systems and how the choice of codes affects
the reliability in terms of the MTTDL and EAFDL metrics.

The MTTDL of erasure coded systems has been ob-
tained analytically in [28]. It was theoretically shown that the
MTTDL of erasure coded systems is practically insensitive
to the distribution of the device failure times, but sensitive
to the distribution of the device rebuild times. Simulation
results confirmed the validity of the theoretical model. In
this article, we establish that this also holds for the EAFDL
metric. To reduce the amount of data lost, it is imperative
to assess not only the frequency of data loss events, which
is obtained through the MTTDL metric, but also the amount
of data lost, which is expressed by the EAFDL metric [25].
The EAFDL and MTTDL metrics provide a useful profile
of the size and frequency of data losses. Accordingly, we
present a general framework and methodology for deriving the
EAFDL analytically, along with the MTTDL, for erasure coded
storage systems. The model developed captures the effect of
the various system parameters as well as the effect of various
codeword placement schemes, such as clustered, declustered,
and symmetric data placement schemes. The results obtained
show that the declustered placement scheme offers superior
reliability in terms of both metrics. We also investigate the
effect of the codeword length and identify the optimal values
that offer the best reliability.

The key contributions of this article are the following.
We consider the reliability of erasure coded systems that was
assessed in our earlier work [1] for deterministic rebuild times.
In this study, we extend our previous work by also considering
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arbitrary rebuild times. We show that the codeword lengths
that optimize the MTTDL and EAFDL metrics are similar.
Subsequently, we derive the asymptotic analytic expressions
for the MTTDL and EAFDL reliability metrics when the
number of devices becomes large. We then obtain analytically
the optimal codeword lengths corresponding to large storage
systems. We establish theoretically that, for large storage
systems that use a declustered placement scheme, both metrics
are optimized when the codeword length is about 60% of the
storage system size.

The remainder of the paper is organized as follows. Section
II provides a survey of the relevant literature on erasure coded
systems. Section III describes the storage system model and the
corresponding parameters considered. Section IV presents the
general framework and methodology for deriving the MTTDL
and EAFDL metrics analytically for the case of erasure coded
systems. Closed-form expressions for the symmetric, clus-
tered, and declustered placement schemes are derived. Section
V compares these schemes and establishes that the declus-
tered placement scheme offers superior reliability. Section VI
presents a thorough comparison of the reliability achieved
by the declustered placement scheme under various codeword
configurations. Finally, we conclude in Section VII.

II. RELATED WORK

A comparison between erasure coding and replication in
terms of availability in peer-to-peer systems was presented in
[29] and [30]. These works established that erasure codes use
an order of magnitude less storage than replication for systems
with a similar level of reliability. Erasure codes, however, are
more demanding as they may require Galois field arithmetic for
encoding and decoding. Therefore, to improve the performance
of erasure coded systems, new codes as well as new encoding
and decoding techniques have been developed (see [31] and
references therein).

The study performed in [30] was conducted by considering
a dynamic environment where nodes join and leave the system
and subsequently trigger data movement. In this context, it was
argued that bandwidth, and not spare storage, is most likely
the limiting factor for the scalability of peer-to-peer storage
systems. Furthermore, not only do erasure codes introduce
a higher complexity in the system owing to the encoding
and decoding process, but also the entire task of maintaining
redundancy in such a dynamic environment becomes more
challenging. In contrast to these works that consider the
codeword lengths being equal to the number of nodes, our
work relaxes this constraint by considering codeword lengths
that may be smaller than the number of nodes. This is desirable
for performance reasons given that in real storage systems the
lengths of the erasure codes used are kept constant and small,
whereas the number of nodes grows with the system capacity.
In addition, having a smaller code length then allows the use
of different placement schemes, some of which enable faster
rebuilds and hence a higher reliability for the same erasure
code.

In [15],[25],[28],[32] and [33], it was shown that the replica
and codeword placements can have a significant impact on
reliability. For this reason we also consider and assess the
effect of several codeword placement schemes in this article.

TABLE I. NOTATION OF SYSTEM PARAMETERS

Parameter Definition

n number of storage devices

c amount of data stored on each device

l number of user-data symbols per codeword (l ≥ 1)
m total number of symbols per codeword (m > l)
s symbol size

(l, m) MDS-code structure

k spread factor of the data placement scheme

b average reserved rebuild bandwidth per device

X time required to read (or write) an amount c of data at an average

rate b from (or to) a device

FX(.) cumulative distribution function of X
Yi lifetime of the ith device (i = 1, . . . , n)
FY (.) cumulative distribution function of Yi (i = 1, . . . , n)
seff storage efficiency of redundancy scheme (seff = l/m)
U amount of user data stored in the system (U = seff n c)
r̃ minimum number of codeword symbols lost that lead to an irrecov-

erable data loss (r̃ = m − l + 1 and 2 ≤ r̃ ≤ m)

fX(.) probability density function of X (fX(.) = F ′

X(.))
1/µ mean time to read (or write) an amount c of data at a rate b from

(or to) a device (1/µ = E(X) = c/b)
1/λ mean time to failure of a storage device (1/λ = E(Yi))

III. STORAGE SYSTEM MODEL

The storage system considered comprises n storage devices
(nodes or disks), with each device storing an amount c of data,
such that the total storage capacity of the system is n c. Modern
data storage systems use various forms of data redundancy
to protect data from device failures. When devices fail, the
redundancy of the data affected is reduced and eventually lost.
To avoid irrecoverable data loss, the system performs rebuild
operations that use the data stored in the surviving devices
to reconstruct the temporarily lost data, thus maintaining the
initial data redundancy.

A. Redundancy

According to the erasure coded schemes considered, the
user data is divided into blocks (or symbols) of a fixed size
(e.g., sector size of 512 bytes) and complemented with parity
symbols to form codewords. In this article, we consider (l,m)
maximum distance separable (MDS) erasure codes, which are a
mapping from l user data symbols to a set of m (> l) symbols,
called a codeword, in such a way that any subset containing
l of the m symbols of the codeword can be used to decode
(reconstruct, recover) the codeword. The corresponding storage
efficiency, seff, is given by

seff =
l

m
. (1)

Consequently, the amount of user data, U , stored in the system
is given by

U = seff n c =
l n c

m
. (2)

The notation used is summarized in Table I. The parameters are
divided according to whether they are independent or derived,
and are listed in the upper and the lower part of the table,
respectively.

The m symbols of each codeword are stored on m distinct
devices, such that the system can tolerate any r̃ − 1 device
failures, but r̃ device failures may lead to data loss, with

r̃ = m − l + 1 . (3)

From the preceding, it follows that

1 ≤ l < m and 2 ≤ r̃ ≤ m . (4)
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Examples of MDS erasure codes are the following:

Replication: A replication-based system with a replication
factor r can tolerate any loss of up to r − 1 copies of some
data, such that l = 1, m = r and r̃ = r. Also, its storage

efficiency is equal to s
(replication)
eff = 1/r.

RAID-5: A RAID-5 array comprised of N devices uses an
(N − 1, N)-MDS code, such that l = N − 1, m = N and
r̃ = 2. It can therefore tolerate the loss of up to one device,

and its storage efficiency is equal to s
(RAID-5)
eff = (N − 1)/N .

RAID-6: A RAID-6 array comprised of N devices uses an
(N − 2, N)-MDS code, such that l = N − 2, m = N and
r̃ = 3. It can therefore tolerate a loss of up to two devices,

and its storage efficiency is equal to s
(RAID-6)
eff = (N − 2)/N .

Reed–Solomon: It is based on (l,m)-MDS erasure codes.

B. Symmetric Codeword Placement

We consider a placement where each codeword is stored
on m distinct devices with one symbol per device. In a
large storage system, the number of devices, n, is typically
much larger than the codeword length, m. Therefore, there
exist many ways in which a codeword of m symbols can
be stored across a subset of the n devices. For each device
in the system, let its redundancy spread factor k denote the
number of devices over which the codewords stored on that
device are spread [28]. The system effectively comprises n/k
disjoint groups of k devices. Each group contains an amount
U/k of user data, with the corresponding codewords placed
on the corresponding k devices in a distributed manner. Each
codeword is placed entirely in one of the n/k groups. Within

each group, all
(

k
m

)

possible ways of placing m symbols across
k devices are equally used to store all the codewords in that
group.

In such a symmetric placement scheme, within each of the
n/k groups, the m−1 codeword symbols corresponding to the
data on each device are equally spread across the remaining
k − 1 devices, the m− 2 codeword symbols corresponding to
the codewords shared by any two devices are equally spread
across the remaining k − 2 devices, and so on. Note also that
the n/k groups are logical and therefore need not be physically
located in the same node/rack/datacenter.

We proceed by considering the clustered and declustered
placement schemes, which are special cases of symmetric
placement schemes for which k is equal to m and n, respec-
tively. This results in n/m groups for clustered and one group
for declustered placement schemes.

1) Clustered Placement: In this placement scheme, the n
devices are divided into disjoint sets of m devices, referred
to as clusters. According to the clustered placement, each
codeword is stored across the devices of a particular cluster,
as shown in Figure 1. In such a placement scheme, it can be
seen that no cluster stores the redundancies that correspond
to data stored on another cluster. The entire storage system
can essentially be modeled as consisting of n/m independent
clusters. In each cluster, data loss occurs when r̃ devices fail
successively before rebuild operations complete successfully.

2) Declustered Placement: In this placement scheme, all
(

n
m

)

possible ways of placing m symbols across n devices are

Figure 1. Clustered and declustered placement of codewords of length m = 3
on n = 6 devices. X1, X2, X3 represents a codeword (X = A, B, C, . . . , L).

equally used to store all the codewords in the system, as shown
in Figure 1.

These two placement schemes represent the two extremes
in which the symbols of the codewords associated with the
data stored on a failing device are spread across the remaining
devices and hence the extremes of the degree of parallelism
that can be exploited when rebuilding this data. For declustered
placement, the symbols are spread equally across all remaining
devices, whereas for clustered placement, the symbols are
spread across the smallest possible number of devices.

C. Codeword Reconstruction

When storage devices fail, codewords lose some of their
symbols, and this leads to a reduction in data redundancy. The
system attempts to maintain its redundancy by reconstructing
the lost codeword symbols using the surviving symbols of the
affected codewords.

When a declustered placement scheme is used, as shown
in Figure 2, spare space is reserved on each device for
temporarily storing the reconstructed codeword symbols before
they are transferred to a new replacement device. The rebuild
bandwidth available on all surviving devices is used to rebuild
the lost symbols in parallel. During this process, it is desirable
to reconstruct the lost codeword symbols on devices in which
another symbol of the same codeword is not already present.
A similar reconstruction process is used for other symmetric
placement schemes within each group of k devices, except for
the clustered placement. When clustered placement is used,
the codeword symbols are spread across all k = m devices in
each group (cluster). Therefore, reconstructing the lost symbols
on the surviving devices of a group will result in more than
one symbol of the same codeword on the same device. To
avoid this, the lost symbols are reconstructed directly in spare
devices as shown in Figure 3. In these reconstruction processes,
decoding and re-encoding of data are assumed to be done on
the fly and so the time taken for reconstruction is equal to the
time taken to read and write the required data to the devices.
Alternative methods of reconstruction based on regenerating
codes have been proposed as a solution to reduce the amount of
data transferred over the storage network during reconstruction
(see [34] and references therein). They can, however, result in
higher amounts of data being read from the surviving devices
and therefore in longer rebuild times. The effect of these
methods on the system reliability is outside the scope of this
paper and is a subject of further investigation.

1) Exposure Levels and Amount of Data to Rebuild: At
time t, let Dj(t) be the number of codewords that have lost j
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(a) Spare space reserved in each device.

(b) Distributed rebuild.

(c) Restoration of data on a spare device.

Figure 2. Rebuild under declustered placement.

symbols, with 0 ≤ j ≤ r̃. The system is at exposure level u
(0 ≤ u ≤ r̃), where

u = max
Dj(t)>0

j. (5)

In other words, the system is at exposure level u if there are
codewords with m−u symbols left, but there are no codewords
with fewer than m − u symbols left in the system, that is,
Du(t) > 0, and Dj(t) = 0, for all j > u. These codewords are
referred to as the most-exposed codewords. At t = 0, Dj(0) =
0, for all j > 0, and D0(0) is the total number of codewords
stored in the system. Device failures and rebuild processes
cause the values of D1(t), · · · ,Dr̃(t) to change over time,
and when a data loss occurs, Dr̃(t) > 0. Device failures cause
transitions to higher exposure levels, whereas rebuilds cause
transitions to lower ones. Let tu denote the time of the first
transition from exposure level u − 1 to exposure level u, and

Figure 3. Rebuild under clustered placement.

TABLE II. NOTATION OF SYSTEM PARAMETERS AT EXPOSURE LEVELS

Parameter Definition

u exposure level

Cu number of most-exposed codewords when entering exposure level

u
Ru rebuild time at exposure level u
Pu→u+1 transition probability from exposure level u to u + 1
ñu number of devices at exposure level u whose failure causes an

exposure level transition to level u + 1
αu fraction of the rebuild time Ru still left when another device fails

causing the exposure level transition u → u + 1
Vu fraction of the most-exposed codewords that have symbols stored

on another of the ñu devices

Au amount of data corresponding to the Cu symbols (Au = Cu s)
bu average rate at which recovered data is written at exposure level u

t+u the instant immediately after tu. Then, the number of most
exposed codewords when entering exposure level u, denoted
by Cu, u = 1, . . . , r̃, is given by Cu = Du(t+u ).

In Section IV-A1, we will derive the reliability metrics
of interest using the direct path approximation, which con-
siders only transitions from lower to higher exposure levels
[15][28][32]. This implies that each exposure level is entered
only once.

2) Prioritized or Intelligent Rebuild: At each exposure
level u, the prioritized or intelligent rebuild process attempts
to bring the system back to exposure level u−1 by recovering
one of the u symbols that each of the most-exposed codewords
has lost, that is, by recovering a total number of Cu symbols.
Let Au denote the amount of data corresponding to the Cu

symbols and let s denote the symbol size. Then, it holds that

Au = Cu s . (6)

The notation used is summarized in Table II. For an exposure
level u (< r̃), Au represents the amount of data that needs to
be rebuilt at that exposure level. In particular, upon the first-
device failure, it holds that

A1 = c , (7)

which, combined with (6), implies that

C1 = A1/s = c/s . (8)

D. Rebuild Process

During the rebuild process, a certain proportion of the
device bandwidth is reserved for data recovery, with b denoting
the actual average reserved rebuild bandwidth per device. The
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average rebuild bandwidth is usually only a fraction of the total
bandwidth available at each device; the remainder is used to
serve user requests. Let us denote by bu (≤ b) the average
rate at which the amount Au of data that needs to be rebuilt at
exposure level u is written to selected device(s). Also, denote
the cumulative distribution function of the time X required to
read (or write) an amount c of data from (or to) a device by
FX(.) and its corresponding probability density function by
fX(.). The kth moment of X , E(Xk), is then given by

E(Xk) =

∫ ∞

0

tkfX(t)dt , for k = 1, 2, . . . . (9)

In particular, let us denote by 1/µ the average time required
to read (or write) an amount c of data from (or to) a device,
given by

1

µ
, E(X) =

c

b
. (10)

E. Failure and Rebuild Time Distributions

In this work, we assume that the lifetimes Y1, · · · , Yn of
the n devices are independent and identically distributed, with
a cumulative distribution function FY (.) and a mean of 1/λ.
In practice, this assumption is valid when the symbols of a
codeword are placed on independently failing devices, for ex-
ample, on devices located on different nodes/racks/datacenters.
An extension of the analysis to also address correlated failures
is part of future work. We further consider storage devices
with failure time distributions that belong to the large class
defined in [15], which includes real-world distributions, such
as Weibull and gamma, as well as exponential distributions.
The storage devices are highly reliable when the ratio of the
mean time 1/µ to read all contents of a device (which typically
is on the order of tens of hours) to the mean time to failure
of a device 1/λ (which is typically at least on the order of
thousands of hours) is small, that is, when

λ

µ
=

λ c

b
≪ 1 . (11)

According to [15][28], when the cumulative distribution
functions FY and FX satisfy the condition

µ

∫ ∞

0

FY (t)[1 − FX(t)]dt ≪ 1, with
λ

µ
≪ 1 , (12)

the MTTDL reliability metric of replication-based or erasure
coded storage systems tends to be insensitive to the device
failure distribution, that is, the MTTDL depends only on its
mean 1/λ, but not on its density FY (.). In [25], it was shown
that this also holds for the EAFDL metric in the case of
replication-based storage systems and when the rebuild times
are deterministic. In this article, we will show that this also
holds for the EAFDL metric in the case of erasure coded
systems under variable rebuild times.

IV. DERIVATION OF MTTDL AND EAFDL

We briefly review the general methodology for deriving the
MTTDL and EAFDL metrics presented in [25]. This method-
ology does not involve any Markov analysis and holds for
general failure time distributions, which can be exponential or
non-exponential, such as the Weibull and gamma distributions
that satisfy condition (12).

At any point in time, the system can be thought to be in
one of two modes: normal mode and rebuild mode. During
normal mode, all data in the system has the original amount
of redundancy and there is no active rebuild process. During
rebuild mode, some data in the system has less than the original
amount of redundancy and there is an active rebuild process
that is trying to restore the lost redundancy. A transition from
normal mode to rebuild mode occurs when a device fails;
we refer to the device failure that causes this transition as a
first-device failure. Following a first-device failure, a complex
sequence of rebuild operations and subsequent device failures
may occur, which eventually leads the system either to an
irrecoverable data loss (DL) with probability PDL or back to the
original normal mode by restoring initial redundancy, which
occurs with probability 1 − PDL.

Let T be a typical interval of a fully operational period, that
is, the time interval from the time t that the system is brought to
its original state until a subsequent first-device failure occurs.
For a system comprising n devices with a mean time to failure
of a device equal to 1/λ, the expected duration of T is given
by [25]

E(T ) = 1/(nλ) , (13)

and the MTTDL by

MTTDL ≈ E(T )

PDL

=
1

nλPDL

. (14)

Let H denote the corresponding amount of data lost condi-
tioned on the fact that a data loss has occurred. The metric
of interest, that is, the Expected Annual Fraction of Data Loss
(EAFDL), is subsequently obtained as the ratio of the expected
amount of data lost to the expected time to data loss normalized
to the amount of user data [25]:

EAFDL =
E(H)

MTTDL · U
, (15)

with the MTTDL expressed in years. Let us also denote by
Q the unconditional amount of data lost upon a first-device
failure. Note that Q is unconditional on the event of a data
loss occurring in that it is equal either to H if the system
suffers a data loss prior to returning to normal operation or to
zero otherwise, that is,

Q =

{

H , if DL

0 , if no DL .
(16)

Therefore, the expected amount of data lost, E(Q), upon a
first-device failure is given by

E(Q) = PDL E(H) . (17)

From (14), (15) and (17), we obtain the EAFDL as follows:

EAFDL ≈ E(Q)

E(T ) · U =
nλE(Q)

U
, (18)

with E(T ) and 1/λ expressed in years.

A. Reliability Analysis

From (14) and (18), it follows that the derivation of the
MTTDL and EAFDL metrics requires the evaluation of PDL

and E(Q), respectively. These quantities are derived by consid-
ering the direct path approximation [15][28][32], which, under
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conditions (11) and (12), accurately assesses the reliability
metrics of interest [13][14][15][25].

Next, we present the general outline of the methodology
in more detail.

1) Direct Path to Data Loss: Consider the direct path
of successive transitions from exposure level 1 to r̃. In
[15][28][32], it was shown that PDL can be approximated by
the probability of the direct path to data loss, PDL,direct, that is,

PDL ≈ PDL,direct =

r−1
∏

u=1

Pu→u+1, (19)

where Pu→u+1 denotes the transition probability from ex-
posure level u to u + 1. The above approximation holds
when storage devices are highly reliable, that is, it holds
for arbitrary device failure and rebuild time distributions that
satisfy conditions (11) and (12). In this case, the relative error
tends to zero as λ/µ tends to zero [15].

As the direct path to data loss dominates the effect of all
other possible paths to data loss considered together, it follows
that the amount of data lost H can be approximated by that
corresponding to the direct path:

H ≈ Hdirect . (20)

Also, from (16) and (20) it follows that

Q ≈
{

Hdirect , if DL follows the direct path

0 , otherwise .
(21)

Consequently, to derive the amount of data lost, it suffices to
proceed by considering the H and Q metrics corresponding to
the direct path to data loss.

Note that the amount of data lost, H , is the amount
of user data stored in the most-exposed codewords when
entering exposure level r̃, which can no longer be recovered
and therefore is irrecoverably lost. As the number of these
codewords is equal to Cr̃ and each of these codewords contains
l symbols of user data, it holds that

H = Cr̃ l s , (22)

and using (6),
H = l Ar̃ . (23)

2) Amount of Data to Rebuild and Rebuild Times at Each
Exposure Level: We now proceed to derive the conditional
values of the random variables of interest given that the system
goes through the direct path to data loss. Let Ru denote the
rebuild times of the most-exposed codewords at each exposure
level in this path, and let αu be the fraction of the rebuild time
Ru still left when another device fails causing the exposure
level transition u → u + 1. In [35, Lemma 2], it was shown
that, for highly reliable devices satisfying conditions (11) and
(12), αu is approximately uniformly distributed between zero
and one, that is,

αu ∼ U(0, 1), u = 1, . . . , r̃ − 1 . (24)

Let ~α denote the vector (α1, . . . , αr̃−1), ~αu the vector

(α1, . . . , αu), ~Cu the vector (C1, · · · , Cu) and ~Au the vector
(A1, · · · , Au). Clearly, for the rebuild schemes considered, the

fraction αu of the rebuild time Ru still left also represents
the expected fraction of the most-exposed codewords not
yet recovered upon the next device failure. Therefore, the
expected number of most-exposed codewords that are not yet
recovered is equal to αu Cu. Clearly, the fraction Vu of these
codewords that have symbols stored on the newly failed device
depends on the codeword placement scheme. Consequently,
the expected number of the most-exposed codewords when
entering exposure level u + 1 is given by

E(Cu+1 | ~α, ~Cu) = Vu αu Cu, , u = 1, . . . , r̃ − 1 , (25)

with Vu depending only on the placement scheme. Similarly,
from (6), it follows that the corresponding expected amount of
data that is not yet rebuilt is equal to αu Au. From (25), we
deduce that

E(Au+1 | ~α, ~Au) = Vu αu Au, , u = 1, . . . , r̃ − 1 , (26)

An expression for the expected amount of data to be rebuilt
at each exposure level is given by the following proposition.

Proposition 1: For u = 2, . . . , r̃ − 1, it holds that

E(Au | ~αu−1) = c

u−1
∏

j=1

Vj αj . (27)

Proof: We will prove (27) by induction. For u = 2, (27)
holds owing to (7) and (26). Suppose that (27) holds for u = k,
that is,

E(Ak | ~αk−1) = c
k−1
∏

j=1

Vj αj . (28)

We will show that (27) also holds for u = k + 1, that is,

E(Ak+1 | ~αk) = c

k
∏

j=1

Vj αj . (29)

From (26) it holds that

E(Ak+1 | ~α, ~Ak) = E(Ak+1 | ~αk, Ak) = Vk αk Ak . (30)

It also holds that

E(Ak+1 | ~αk) = EAk | ~αk
[E(Ak+1 | ~αk, ~Ak)] . (31)

Substituting (30) into (31) yields

E(Ak+1 | ~αk) = EAk | ~αk
(Vk αk Ak) = Vk αk E(Ak | ~αk) .

(32)

Clearly, the number Ck of most-exposed codewords when
entering exposure level k and the corresponding amount of
data Ak does not depend on the fraction αk of the rebuild
time Rk still left when another device fails causing the
exposure level transition k → k + 1. It therefore holds that
E(Ak | ~αk) = E(Ak | ~αk−1), and (32) yields

E(Ak+1 | ~αk) = Vk αk E(Ak | ~αk−1)
(28)
= c

k
∏

j=1

Vj αj . (33)

Remark 1: From (27), it follows that the expected amount
of data to be rebuilt at each exposure level do not depend on
the duration of the rebuild times.
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At exposure level 1, according to (7), the amount A1 of data
to be recovered is equal to c. Given that this data is recovered
at an average rate of b1 and that the time required to write an
amount c of data at an an average rate of b is equal to X , it
follows that the rebuild time R1 is given by

R1 =
b

b1
X . (34)

As the rebuild times are proportional to the amount of data
to be rebuilt and are inversely proportional to the rebuild rates,
it holds that

E

(

Ru+1

Ru
| ~α, ~Au

)

= E

(

Au+1

Au
| ~α, ~Au

)

bu

bu+1
, u ≥ 1 .

(35)
Using (26), (35) yields

E

(

Ru+1

Ru
| ~α, ~Au

)

= Vu αu
bu

bu+1
, u = 1, . . . , r̃ − 2 ,

(36)
and conditioning on Ru,

E(Ru+1 | ~α, ~Au, Ru) = Vu αu
bu

bu+1
Ru , u = 1, . . . , r̃ − 2 .

(37)
The above implies that of all the random variables involved in

vectors ~α and ~Au, only au and Ru are essential for determining
E(Ru+1). We proceed by considering the mean 1/µu of the
rebuild time Ru conditioned on αu−1 and Ru−1:

1/µu , E(Ru |Ru−1, αu−1), u = 2, . . . , r̃ − 1 . (38)

From (37) and (38), it follows that

1/µu = Gu−1 αu−1 Ru−1 , for u = 2, . . . , r̃ − 1 , (39)

where

Gu ,
bu

bu+1
Vu , u = 1, . . . , r̃ − 2 . (40)

The distribution of Ru, given Ru−1 and αu−1, could be
modeled in several ways. We proceed as in [28] by considering
the model B presented in [15], according to which the rebuild
time Ru is determined completely by Ru−1 and αu−1 and no
new randomness is introduced in the rebuild time at exposure
level u, that is,

Ru |Ru−1, αu−1 = 1/µu w.p. 1, for u = 2, . . . , r̃−1 , (41)

which by virtue of (39) yields

Ru = Gu−1 αu−1 Ru−1 , for u = 2, . . . , r̃ − 1 . (42)

Repeatedly applying (42) and using (40) yields

Ru =
b1

bu
R1

u−1
∏

j=1

Vj αj , u = 1, . . . , r̃ − 1 . (43)

Let ñu be the number of devices at exposure level u whose
failure before the rebuild of the most-exposed codewords
causes an exposure level transition to level u+1. Subsequently,
the transition probability Pu→u+1 from exposure level u to
u+1 depends on the duration of the corresponding rebuild time
Ru and the aggregate failure rate of these ñu highly reliable
devices, and is given by [15]

Pu→u+1 ≈ ñu λRu , for u = 1, . . . , r̃ − 1 . (44)

Conditioning on R1 and ~αu−1, and substituting (43) into (44),
yields

Pu→u+1(R1, ~αu−1) ≈ ñu λ
b1

bu
R1

u−1
∏

j=1

Vj αj . (45)

Approximate expressions for the probability of data loss,
PDL, and the expected amount of data lost, E(Q), are subse-
quently obtained by the following propositions.

Proposition 2: It holds that

PDL ≈ (λ c)r̃−1 1

(r̃ − 1)!

E(X r̃−1)

[E(X)]r̃−1

r̃−1
∏

u=1

ñu

bu
V r̃−1−u

u ,

(46)
where E(X r̃−1) is obtained by (9).

Proof: See Appendix A.

Proposition 3: It holds that

E(Q) ≈ l c (λ c)r̃−1 1

r̃ !

E(X r̃−1)

[E(X)]r̃−1

r̃−1
∏

u=1

ñu

bu
V r̃−u

u , (47)

where E(X r̃−1) is obtained by (9).

Proof: See Appendix B.

3) Evaluation of E(H): The expected amount E(H) of
data lost conditioned on the fact that a data loss has occurred is
obtained from (17) as the ratio of E(Q) to PDL. Consequently,
using (46) and (47), it follows that

E(H) =
E(Q)

PDL

≈
(

l

r̃

r̃−1
∏

u=1

Vu

)

c . (48)

Remark 2: From (48), it follows that the expected amount
of data lost conditioned on the fact that a data loss has occurred
does not depend on the duration of the rebuild times.

4) Evaluation of MTTDL and EAFDL: Substituting (46)
into (14) yields

MTTDL ≈ 1

nλ

(r̃ − 1)!

(λ c)r̃−1

[E(X)]r̃−1

E(X r̃−1)

r̃−1
∏

u=1

bu

ñu

1

V r̃−1−u
u

.

(49)
Substituting (2) and (47) into (18) yields

EAFDL ≈ mλ (λ c)r̃−1 1

r̃ !

E(X r̃−1)

[E(X)]r̃−1

r̃−1
∏

u=1

ñu

bu
V r̃−u

u .

(50)

B. Symmetric Placement

Here, we consider the case where the redundancy spread
factor k is in the interval m < k ≤ n. As discussed in
Section III-C2, at each exposure level u, the prioritized rebuild
process recovers one of the u symbols that each of the Cu

most-exposed codewords has lost by reading m − r̃ + 1 of
the remaining symbols. Thus, there are Cu symbols to be
recovered in total, which corresponds to an amount Au of
data. For the symmetric placement discussed in Section III-B,
these symbols are recovered by reading (m − r̃ + 1)Cu

symbols, which corresponds to an amount (m − r̃ + 1)Au
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of data, from the k − u surviving devices in the affected
group. Note that these are precisely the devices at exposure
level u whose failure before the rebuild of the most-exposed
codewords causes an exposure level transition to level u + 1.
Consequently, it holds that

ñsym
u = k − u . (51)

Furthermore, it is desirable to write the recovered symbols
to the spare space of these devices in such a way that no
symbol is written to a device in which another symbol corre-
sponding to the same codeword is already present. This will
ensure that whenever a device fails, no more than one symbol
from any codeword is lost. Owing to the symmetry of the
symmetric placement, the same amount of data is being read
from each of the ñu devices. Similarly, the same amount of
data is being written to each of the ñu devices. Consequently,
the total average read/write rebuild bandwidth b of each device
is split between the reads and the writes, such that the average
read rate is equal to (m− r̃+1) b/(m− r̃+2) and the average
write rate is equal to b/(m−r̃+2). Therefore, the total average
write bandwidth, which is also the average rebuild rate bu, is
given by

bsymu =
ñu

m − r̃ + 2
b , u = 1, . . . , r̃ − 1 . (52)

Once all lost codeword symbols have been recovered, they are
transferred to a new replacement device.

When the system enters exposure level u, the number of
most-exposed codewords that need to be recovered is equal to
Cu, u = 1, . . . , r̃. Upon the next device failure, the expected
number of most-exposed codewords that are not yet recovered
is equal to αu Cu. Owing to the nature of the symmetric
codeword placement, the newly failed device stores codeword
symbols corresponding to only a fraction

V sym
u =

m − u

k − u
, u = 1, . . . , r̃ − 1 . (53)

of these most-exposed, not yet recovered codewords.

Substituting (51), (52), and (53) into (49), (50), and (48),
and using (3), yields

MTTDL
sym

k ≈ 1

nλ

[

b

(l + 1)λ c

]m−l

(m − l)!

[E(X)]m−l

E(Xm−l)

m−l
∏

u=1

(

k − u

m − u

)m−l−u

, (54)

EAFDL
sym

k ≈ λ

[

(l + 1)λ c

b

]m−l
m

(m − l + 1)!

E(Xm−l)

[E(X)]m−l

m−l
∏

u=1

(

m − u

k − u

)m−l+1−u

, (55)

and

E(H)symk ≈
(

l

m − l + 1

m−l
∏

u=1

m − u

k − u

)

c (56)

=
l (m − 1)! (k − m + l − 1)!

(m − l + 1) (k − 1)! (l − 1)!
c . (57)

Note that for a deterministic rebuild time distribution,
for which it holds that E(Xm−l) = [E(X)]m−l, and for a
replication-based system, for which m = r and l = 1, (54)
and (55) are in agreement with Equations (42.b) and (43.b) of
[25], respectively.

Remark 3: From (54), (55), and (56), it follows that
MTTDL

sym

k depends on n, but EAFDLsym

k and E(H)symk do
not.

Remark 4: From (54), (55), and (56), it follows that, for
m − l = 1, MTTDL

sym

k does not depend on k, whereas for
m− l > 1, MTTDL

sym

k is increasing in k. Also, for m− l ≥ 1,
EAFDL

sym

k and E(H)symk are decreasing in k. Consequently,
within the class of symmetric placement schemes considered,
that is, for m < k ≤ n, the MTTDL

sym

k is maximized and
the EAFDL

sym

k and the E(H)symk are minimized when k = n.
Also, given that E(X) = c/b, the MTTDL

sym

k and EAFDL
sym

k
depend on the (m− l)th moment of the rebuild time distribu-
tion, whereas E(H)symk does not depend on the rebuild times.

Furthermore, given that E(Xm−l) ≥ [E(X)]m−l, random
rebuild times result in lower MTTDL and higher EAFDL
values than deterministic rebuild times do.

Approximate expressions for the reliability metrics of in-
terest are given by the following propositions.

Proposition 4: For large values of k, m, l, and m− l, the
E(H)sym normalized to c can be approximated as follows:

log
(

E(H)symapprox/c
)

≈

log

(

(1 − h)x k

hx k + 1

√

1 − h

1 − hx

)

+ k V (h, x) , (58)

where V (h, x) is given by

V (h, x) , log

(

xx (1 − hx)1−hx

[(1 − h)x](1−h)x

)

, (59)

h is given by

h , 1 − seff = 1 − l

m
(60)

and x by

x ,
m

k
. (61)

Proof: See Appendix C.

Proposition 5: For large values of k, m, l, and m− l, the
MTTDLsym normalized to 1/λ can be approximated as follows:

log
(

λMTTDLsym
approx

)

≈ log

(

k

n

)

+ k2 W (h, x)

2
+ k hx log

(

hx
√

x k b

e [(1 − h)x k + 1]λ c

)

− 1

8

[

h(1 − x) − log

(

1 − h

1 − hx

)]

+ log

(
√

2πhx

k

)

+ log

(

[E(X)]hxk

E(Xhxk)

)

, (62)

where

W (h, x) , hx(1−x)−log







[

(1 − h)(1−h)2 xh2
]x2

(1 − hx)(1−hx)2






, (63)
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and h and x are given by (60) and (61), respectively.

Proof: See Appendix D.

Proposition 6: For large values of k, m, l, and m− l, the
EAFDLsym normalized to λ can be approximated as follows:

log
(

EAFDLsym
approx/λ

)

≈

− k2 W (h, x)

2
+ k

{

hx log

(

e [(1 − h)x k + 1]λ c

h
√

x k b

)

+ log

(

(1 − hx)1−hx

(1 − h)(1−h)x

)}

+
1

8
h(1 − x) + log

(

1

hx k + 1

√

x k

2πh

(

1 − h

1 − hx

)
3
8

)

+ log

(

E(Xhxk)

[E(X)]hxk

)

, (64)

where h, x, and W (h, x) are given by (60), (61), and (63),
respectively.

Proof: See Appendix E.

C. Clustered Placement

As discussed in Section III-B1, in the clustered placement
scheme, the n devices are divided into disjoint sets of m
devices, referred to as clusters. According to the clustered
placement, each codeword is stored across the devices of a
particular cluster. At each exposure level u, the rebuild process
recovers one of the u symbols that each of the Cu most-
exposed codewords has lost by reading m − r̃ + 1 of the
remaining symbols. Note that the remaining symbols are stored
on the m−u surviving devices in the affected group. As these
are precisely the devices at exposure level u whose failure
before the rebuild of the most-exposed codewords causes an
exposure level transition to level u + 1, it holds that

ñclus
u = m − u . (65)

The rebuild process in clustered placement recovers the lost
symbols by reading m− r̃ +1 symbols from m− r̃ +1 of the
ñu surviving devices of the affected cluster. The lost symbols
are computed on-the-fly and written to a spare device using
the rebuild bandwidth at an average rate of b. Consequently,
it holds that

bclusu = b , u = 1, . . . , r̃ − 1 . (66)

Remark 5: Note that as far as the data placement is con-
cerned, the clustered placement scheme is a special case of
a symmetric placement scheme for which k is equal to m.
However, its reliability assessment cannot be directly obtained
from the reliability results derived in Section IV-B for the
symmetric placement scheme by simply setting k = m. The
reason for that is the difference in the rebuild processes. In
the case of a symmetric placement scheme, recovered symbols
are written to the spare space of existing devices, whereas in
the case of a clustered placement scheme, recovered symbols
are written to a spare device. This results in different rebuild
bandwidths, which are given by (52) and (66), respectively.

When the system enters exposure level u, the number of
most-exposed codewords that need to be recovered is equal to

Cu, u = 1, . . . , r̃. Upon the next device failure, the expected
number of most-exposed codewords that have not yet been
recovered is equal to αu Cu. Clearly, all these codewords have
symbols stored on the newly failed device, which implies that

V clus
u = 1 , u = 1, . . . , r̃ − 1 . (67)

Substituting (65), (66), and (67) into (49), (50), and (48),
and using (3), yields

MTTDLclus ≈ 1

nλ

(

b

λ c

)m−l
1

(

m−1
l−1

)

[E(X)]m−l

E(Xm−l)
, (68)

EAFDLclus ≈ λ

(

λ c

b

)m−l(
m

l − 1

)

E(Xm−l)

[E(X)]m−l
, (69)

and

E(H)clus =
l

m − l + 1
c . (70)

Note that the MTTDL derived in (68) is in agreement with
Equation (15) of [28] (with c/b = 1/µ, E(X) = M1(Gµ)
and E(Xm−l) = Mm−l(Gµ)). For a RAID-5 array system,
for which n = m = N and l = N − 1, and for a RAID-
6 array system, for which n = m = N and l = N − 2,
and for an exponential rebuild time distribution, for which it
holds that E(X2)/[E(X)]2 = 2, Eq. (68) is in agreement
with the MTTDL equations reported in [2][3]. Also, for a
deterministic rebuild time distribution, for which it holds that
E(Xm−l) = [E(X)]m−l, and for a replication-based system,
for which m = r and l = 1, (68), (69), and (70) are in
agreement with Equations (42.a), (43.a), and (39.a) of [25],
respectively.

Remark 6: From (68), (69), and (70), and given that
E(X) = c/b, the MTTDLclus and EAFDLclus depend on the
(m − l)th moment of the rebuild time distribution, whereas
E(H)clus does not depend on the rebuild times. Furthermore,
given that E(Xm−l) ≥ [E(X)]m−l, random rebuild times
result in lower MTTDL and higher EAFDL values than
deterministic rebuild times do.

Approximate expressions for the reliability metrics of in-
terest are given by the following propositions.

Proposition 7: For large values of n, m, l, and m− l, the
MTTDLclus normalized to 1/λ and the EAFDLclus normalized
to λ can be approximated as follows:

λMTTDLclus
approx ≈

√

2πhx

(1 − h)n

[

(

hb

λ c

)h

(1 − h)1−h

]xn

[E(X)]hxn

E(Xhxn)
, (71)

EAFDLclus
approx/λ ≈ 1

h

√

1 − h

2πhxn

[

(

hb

λ c

)h

(1 − h)1−h

]−xn

E(Xhxn)

[E(X)]hxn
, (72)

where

x =
m

n
, (73)
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and h is given by (60).

Proof: From (68) and (69) it follows that

MTTDLclus ≈ 1

nλ

(

b

λ c

)m−l
(m − 1)(m − l)! l!

l m!

[E(X)]m−l

E(Xm−l)
,

(74)
and

EAFDLclus ≈ λ

(

λ c

b

)m−l
l m!

(m − l + 1)(m − l)! l!

E(Xm−l)

[E(X)]m−l
.

(75)

Using Stirling’s approximation for large values of n,

n! ≈
√

2πn
(n

e

)n

, (76)

(74) and (75) yield

MTTDLclus ≈ 1

nλ

(

b

λ c

)m−l
m − 1

l

√

2π(m − l) l

m

(m − l)m−l ll

mm

[E(X)]m−l

E(Xm−l)
, (77)

and

EAFDLclus ≈ λ

(

λ c

b

)m−l
l

m − l + 1

√

m

2π(m − l) l

mm

(m − l)m−l ll
E(Xm−l)

[E(X)]m−l
. (78)

From (1), (60), and (73), it follows that

l = seff m = (1 − h)m = (1 − h)x n (79)

and

m − l = (1 − seff)m = hm = hx n . (80)

Substituting (79) and (80) into (77) and (78) yields (71)
and (72), respectively.

D. Declustered Placement

As discussed in Section III-B, the declustered placement
scheme is a special case of a symmetric placement scheme in
which k is equal to n. Consequently, for k = n, (54), (55),
and (56) yield

MTTDLdeclus ≈ 1

nλ

[

b

(l + 1)λ c

]m−l

(m − l)!

[E(X)]m−l

E(Xm−l)

m−l
∏

u=1

(

n − u

m − u

)m−l−u

, (81)

EAFDLdeclus ≈ λ

[

(l + 1)λ c

b

]m−l
m

(m − l + 1)!

E(Xm−l)

[E(X)]m−l

m−l
∏

u=1

(

m − u

n − u

)m−l+1−u

,

(82)

and

E(H)declus ≈
(

l

m − l + 1

m−l
∏

u=1

m − u

n − u

)

c (83)

=
l (m − 1)! (n − m + l − 1)!

(m − l + 1) (n − 1)! (l − 1)!
c . (84)

Note that the MTTDL derived in (81) is in agree-
ment with Equation (16) of [28], with c/b = 1/µ and

[E(X)]m−l/E(Xm−l) = Mm−l
1

(

Gn−1

l+1
µ

)

/Mm−l

(

Gn−1

l+1
µ

)

.

Also, for a deterministic rebuild time distribution, for which
it holds that E(Xm−l) = [E(X)]m−l, and for a replication-
based system, for which m = r and l = 1, (81), (82) and (83)
are in agreement with Equations (36.b), (37.b), and (39.b) of
[25], respectively.

Remark 7: From (81), (82), and (83), and given that
E(X) = c/b, it follows that MTTDLdeclus and EAFDLdeclus

depend on the (m− l)th moment of the rebuild time distribu-
tion, whereas E(H)clus does not depend on the rebuild times.
Furthermore, given that E(Xm−l) ≥ [E(X)]m−l, random
rebuild times result in lower MTTDL and higher EAFDL
values than deterministic rebuild times do.

Approximate expressions for the reliability metrics of in-
terest are given by the following propositions.

Proposition 8: For large values of n, m, l, and m − l,
the MTTDLdeclus normalized to 1/λ can be approximated as
follows:

log
(

λMTTDLdeclus
approx

)

≈

n2 W (h, x)

2
+ nhx log

(

hx
√

x n b

e [(1 − h)x n + 1]λ c

)

− 1

8

[

h(1 − x) − log

(

1 − h

1 − hx

)]

+ log

(
√

2πhx

n

)

+ log

(

[E(X)]hxn

E(Xhxn)

)

, (85)

where h, x, and W (h, x) are given by (60), (73), and (63),
respectively.

Proof: Immediate from Proposition 5 by replacing k with
n.

Proposition 9: For large values of n, m, l, and m− l, the
EAFDLdeclus normalized to λ can be approximated as follows:

log
(

EAFDLdeclus
approx/λ

)

≈

− n2 W (h, x)

2
+ n

{

hx log

(

e [(1 − h)x n + 1]λ c

h
√

x n b

)

+ log

(

(1 − hx)1−hx

(1 − h)(1−h)x

)}

+
1

8
h(1 − x) + log

(

1

hx n + 1

√

x n

2πh

(

1 − h

1 − hx

)
3
8

)

+ log

(

E(Xhxn)

[E(X)]hxn

)

, (86)

where h, x, and W (h, x) are given by (60), (73), and (63),
respectively.
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Proof: Immediate from Proposition 6 by replacing k with
n and using (73).

Proposition 10: For large values of n, m, l, and m− l, the
E(H)declus normalized to c can be approximated as follows:

log
(

E(H)declusapprox/c
)

≈

log

(

(1 − h)x n

hx n + 1

√

1 − h

1 − hx

)

+ nV (h, x) , (87)

where h, x, and V (h, x) are given by (60), (73), and (59),
respectively.

Proof: Immediate from Proposition 4 by replacing k with
n and using (73).

E. Accuracy of Approximations

Here, we assess the accuracy of the approximate reliability
expressions derived by the preceding propositions. Regarding
the MTTDL measure, we consider the ratio of the approxima-
tion MTTDLclus

approx given by (71) to MTTDLclus given by (68).

Note that the ratio MTTDLclus
approx/MTTDLclus only depends on

m and l given that the approximation is obtained by only
approximating the term 1

(m−1

l−1 )
that appears in (68). We also

consider the ratio of the approximation EAFDLclus
approx given by

(72) to EAFDLclus given by (69). Note that also this ratio only
depends on m and l.

The ratios corresponding to the two reliability measures
are shown in Figure 4 as a function of the codeword length
for various storage efficiencies. As expected, for any given
storage efficiency, for large values of m (and therefore l) the
Stirling’s approximation is accurate and therefore the ratio of
the reliability measures approaches one. But even for small
values of m, the ratios are close to one, which implies that the
approximations are quite accurate.

Next, we consider the symmetric placement scheme. Re-
garding the MTTDL measure, we consider the ratio of the
approximation MTTDLsym

approx given by (62) to MTTDLsym

given by (81). Note that the ratio MTTDLsym
approx/MTTDLsym

only depends on k, m and l given that the approxima-
tion is obtained by only approximating the product (m −
l)!
∏m−l

u=1

(

k−u
m−u

)m−l−u

that appears in (81). We also consider

the ratio of the approximation EAFDLsym
approx given by (64) to

EAFDLsym given by (82) and the ratio of the approximation
E(H)symapprox given by (58) to E(H)sym given by (83). Note
that also these ratios only depend on k, m and l. The ratios
of the three measures are shown in Figures 5, 6 and 7 as
a function of the codeword length for various spread factors
and storage efficiencies. As expected, for any given storage
efficiency, for large values of m (and therefore l) the Stirling’s
approximation of the (m − l)! term is quite accurate. How-

ever, the approximations of the products
∏m−l

u=1

(

k−u
m−u

)m−l−u

and
∏m−l

u=1

(

k−u
n−u

)m−l+1−u

that appear in the MTTDL and

EAFDL expressions in (81) and (82), respectively, result in
ratios close to one only for large values of x. For small
values of x, they yield ratios that tend to be insensitive as
k increases. These ratios, however, still preserve the order

of magnitude of the reliability measures. For example, in
the case of k = 200, seff = 1/2 and m = 4 (which
implies that l = 2), it holds that MTTDLsym

approx/MTTDLsym =
0.913, with MTTDLsym

approx being of the same order as

MTTDLsym given that nλMTTDLsym/k = 7.37×104 and
nλMTTDLsym

approx/k = 6.73×104. Also, in the case of k =
200, seff = 1/5 and m = 5 (which implies that l =
1), it holds that MTTDLsym

approx/MTTDLsym = 0.884, with

MTTDLsym
approx being of the same order as MTTDLsym given that

nλMTTDLsym/k = 3.96×1020 and nλMTTDLsym
approx/k =

3.50×1020. Furthermore, for the EAFDL metric it holds
that in this case EAFDLsym

approx/EAFDL
sym = 1.206, with

EAFDLsym
approx being of the same order as EAFDLsym given

that EAFDLsym/λ = 1.99×10−31 and EAFDLsym
approx/λ =

2.40×10−31. Consequently, the approximations are quite ac-
curate.

V. OPTIMAL PLACEMENT

Here, we identify which of the placement schemes con-
sidered offers the best reliability in terms of the MTTDL,
EAFDL and E(H) metrics. From Remark 4, it follows that
the placement that maximizes MTTDL and minimizes EAFDL
and E(H) is either the clustered (k = m) or the declustered
one (k = n). We therefore proceed by comparing these two
schemes when m 6= n, that is, when m < n. This implies
that we compare the two schemes when there are at least two
clustered groups, that is, when m ≤ n/2, or, by also using (3)
and (4), when

1 ≤ l < m and 1 ≤ m − l < m ≤ n

2
. (88)

A. Maximizing MTTDL

From (68) and (81), it follows that

MTTDLdeclus

MTTDLclus
≈
(

1

l + 1

)m−l

(m − l)!

(

m − 1

l − 1

)

m−l
∏

u=1

(

n − u

m − u

)m−l−u

. (89)

Remark 8: From (89), it follows that the placement that
maximizes MTTDL does not depend on λ, b and c nor on the
rebuild time distribution.

Depending on the values of m and l, we consider the
following three cases:

1) m − l = 1: For m − l = 1, (89) yields

MTTDLdeclus

MTTDLclus
≈ m − 1

m
< 1 . (90)

2) m − l = 2: For m − l = 2, (89) yields

MTTDLdeclus

MTTDLclus
≈ (m − 2)(n − 1)

(m − 1)2
> 1 , for n ≥ m + 2 .

(91)
Note that from (88), it holds that 2 < m ≤ n/2, which in turn
implies that n > m + 2, and therefore (91) holds.
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Figure 4. Accuracy of approximations for clustered placement vs. codeword length for seff = 1/5, 1/4, 1/3, 1/2, 2/3, and 7/8.
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(d) k = 200

Figure 5. MTTDL
sym
approx/MTTDLsym ratio vs. codeword length for seff = 1/5, 1/4, 1/3, 1/2, 2/3, and 7/8.
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(b) k = 40
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(c) k = 60
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(d) k = 200

Figure 6. EAFDL
sym
approx/EAFDL

sym ratio vs. codeword length for seff = 1/5, 1/4, 1/3, 1/2, 2/3, and 7/8.
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(b) k = 40
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(c) k = 60
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(d) k = 200

Figure 7. E(H)
sym
approx/E(H)sym ratio vs. codeword length for seff = 1/5, 1/4, 1/3, 1/2, 2/3, and 7/8.

3) m − l ≥ 3: For m − l ≥ 3, (89) can be written as
follows:

MTTDLdeclus

MTTDLclus
≈ m − 1

l + 1
· · · l + 1

l + 1

l

l + 1

n − m + l + 1

l + 1
(

n − m + l + 2

l + 2

)2 m−l−3
∏

u=1

(

n − u

m − u

)m−l−u

.

(92)

Using (88), (92) yields

MTTDLdeclus

MTTDLclus
>

l

l + 1

n − m + l + 1

l + 1

(

n − m + l + 2

l + 2

)2

≥ l

l + 1

l + 2

l + 1

(

l + 3

l + 2

)2

=
l (l + 3)2

(l + 1)2 (l + 2)

=
2[l2 + 2(l − 1) + 1]

(l + 1)2 (l + 2)
+ 1 > 1 . (93)

Remark 9: From the preceding, it follows that the MTTDL
is maximized by the declustered placement scheme, except in
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the case of m− l = 1, where it is maximized by the clustered
placement scheme.

B. Minimizing EAFDL

From (69) and (82), it follows that

EAFDLdeclus

EAFDLclus
≈ (l+1)m−l (l − 1)!

(m − 1)!

m−l
∏

u=1

(

m − u

n − u

)m−l+1−u

.

(94)

Remark 10: From (94), it follows that the placement that
minimizes EAFDL does not depend on λ, b and c, nor on the
rebuild time distribution.

Depending on the value of r̃, we consider the following
two cases:

1) m − l = 1: For m − l = 1, (94) yields

EAFDLdeclus

EAFDLclus
≈ m

n − 1
< 1 , for n ≥ m + 2 . (95)

Note that from (88), it holds that 2 ≤ m ≤ n/2, which in turn
implies that n ≥ m + 2, and therefore (95) holds.

2) m − l ≥ 2: For m − l ≥ 2, (94) can be written as
follows:

EAFDLdeclus

EAFDLclus
≈ l + 1

m − 1

l + 1

m − 2
· · · l + 1

l

l

n − m + l

m−l−1
∏

u=1

(

m − u

n − u

)m−l+1−u

.

(96)

Using (88), (96) yields

EAFDLdeclus

EAFDLclus
<

l + 1

n − m + l
≤ l + 1

(m + 1) − m + l
= 1 .

(97)

Remark 11: From the preceding, it follows that the declus-
tered placement scheme minimizes EAFDL for any n, m, l,
λ, b, c, and rebuild time distribution.

C. Minimizing E(H)

From (70) and (83), and using (88), it follows that

E(H)declus

E(H)clus
≈

m−l
∏

u=1

m − u

n − u
< 1 . (98)

Remark 12: From (98), it follows that for any n, m, l, λ,
b, c, and rebuild time distribution, E(H) is minimized by the
declustered placement scheme.

D. Synopsis

When the codeword length is smaller than the system size
(m < n), the declustered placement scheme minimizes the
expected amount of data lost when a loss occurs, independently
of the device capacity c and its reliability characteristics and
the mean time to failure expressed by λ, the average reserved
rebuild bandwidth b and the resulting rebuild time distribution
of X . Also, for m − l = 1, the clustered placement scheme
maximizes the MTTDL, but the declustered placement scheme

minimizes the EAFDL. However, for m−l ≥ 2, the declustered
placement scheme maximizes the MTTDL and at the same
time minimizes the EAFDL.

Note that the preceding conclusions hold under the as-
sumption that failures are detected instantaneously, which
immediately triggers the rebuild process, and the assumption
that sufficient network bandwidth is available to support the
parallelism of the rebuild process.

VI. RELIABILITY COMPARISON

Here, we assess the relative reliability of the declustered
placement, which according to Remarks 9, 11 and 12 is the
optimal one, under various codeword lengths m. We perform a
fair comparison by considering systems with the same amount
of user data, U , stored under the same storage efficiency, seff.
From (2), it follows that the number of devices n is fixed.
Also, from (80), it follows that the parameter h is fixed. Using
(79) to express l in terms of h and m in (81), (82), and (83),
we obtain

MTTDLdeclus ≈ 1

nλ

[

b

[(1 − h)m + 1]λ c

]hm

(hm)!

[E(X)]hm

E(Xhm)

hm
∏

u=1

(

n − u

m − u

)hm−u

, (99)

EAFDLdeclus ≈ λ

[

[(1 − h)m + 1]λ c

b

]hm
m

(hm + 1)!

E(Xhm)

[E(X)]hm

hm
∏

u=1

(

m − u

n − u

)hm+1−u

, (100)

and

E(H)declus ≈
(

(1 − h)m

hm + 1

hm
∏

u=1

m − u

n − u

)

c (101)

=
(1 − h)m ! (n − 1 − hm)!

(n − 1)! (hm + 1) ((1 − h)m − 1))!
c . (102)

As discussed in Section IV-A, the direct-path-
approximation method yields accurate results when the
storage devices are highly reliable, that is, when the ratio
λ/µ of the mean rebuild time 1/µ to the mean time to failure
of a device 1/λ is very small. We proceed by considering
systems for which it holds that λ/µ = λ c/b = 0.001 and
the rebuild time distribution is deterministic, for which it
holds that E(Xhm) = [E(X)]hm. The combined effect of
the number of devices and the system efficiency on the
normalized λMTTDLdeclus measure is obtained by (99) and
shown in Figure 8 as a function of the codeword length. The
values for the storage efficiency are chosen to be fractions
of the form z/(z + 1), z = 1, . . . , 7, such that the first point
of each of the corresponding curves is associated with the
single-parity (z, z + 1)-erasure code, and the second point
of each of the corresponding curves is associated with the
double-parity (2z, 2z + 2)-erasure code. We observe that the
MTTDL increases as the storage efficiency seff decreases. This
is because, for a given m, decreasing seff implies decreasing
l, which in turn implies increasing the parity symbols m − l
and consequently improving the MTTDL.
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Figure 8. Normalized MTTDLdeclus vs. codeword length for seff = 1/2, 2/3, 3/4, 4/5, 5/6, 6/7, and 7/8; λ/µ = 0.001 and deterministic rebuild times.
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Figure 9. Normalized EAFDLdeclus vs. codeword length for seff = 1/2, 2/3, 3/4, 4/5, 5/6, 6/7, and 7/8; λ/µ = 0.001 and deterministic rebuild times.
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Figure 10. Normalized E(H)declus vs. codeword length for seff = 1/2, 2/3, 3/4, 4/5, 5/6, 6/7, and 7/8; λ/µ = 0.001.

Let us now consider the single-parity codewords, which
correspond to the first points of the curves. Note that, according
to Remark 9 and (90), the clustered placement scheme yields
larger, but of the same order, MTTDL values as the declustered
placement does. Consequently, the MTTDL points for the
single-parity codewords under a clustered placement scheme
are slightly higher than those shown in Figure 8. As seff
increases, so do m and l, which results in a decreasing
MTTDL for these codewords. This is due to the fact that as m
increases, there are l data symbols, that is, more data symbols
associated with each parity. This is in accordance with the
results presented in Figure 2 of [28]. We observe that the same
applies for the double-parity codewords, which correspond to
the second points of the curves.

The combined effect of the number of devices and the
system efficiency on the normalized EAFDLdeclus/λ measure

is obtained by (100) and shown in Figure 9 as a function of
the codeword length. We observe that the EAFDL increases
as the storage efficiency seff increases. Also, as seff increases,
the EAFDL for the single-parity codewords, which correspond
to the first points of the curves, also increases. We observe
that the same applies for the double-parity codewords, which
correspond to the second points of the curves.

The combined effect of the number of devices and the
system efficiency on the normalized E(H)declus/c measure is
obtained by (101) and shown in Figure 10 as a function of
the codeword length. We observe that E(H) increases as the
storage efficiency seff increases. Also, as seff increases, the
E(H) for the single-parity codewords, which correspond to
the first points of the curves, increases as well. We observe
that the same applies for the double-parity codewords, which
correspond to the second points of the curves.
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Figure 11. The difference between m∗

MTTDL and m∗

EAFDL vs. the number of devices; λ/µ = 0.001 and deterministic rebuild times.

We now proceed to identify the optimal codeword length,
m∗, that maximizes the MTTDL or minimizes the EAFDL
and E(H) for a given storage efficiency. Note that we only
consider declustered placements with m < n, but not the
clustered placement with m = n. The optimal codeword length
is dictated by two opposing effects on reliability. On the one
hand, larger values of m imply that codewords can tolerate
more device failures, but on the other hand result in a higher
exposure degree to failure as each of the codewords is spread
across a larger number of devices. In Figures 8, 9, and 10,
the optimal values, m∗, are indicated by the circles, and the
corresponding codeword lengths are indicated by the vertical
dotted lines. Regarding MTTDL and EAFDL, we observe that
for small values of n, it holds that m∗

≅ n, whereas for
large values of n it holds that m∗ < n. It turns out that
for n ≥ 60, the clustered placement scheme with m = n
does not result in improved reliability. However, for smaller
values of n, that is, for n < 60, the clustered placement
scheme can improve reliability. For instance, for n = 20 and
seff = 4/5, the MTTDL is maximized and the EAFDL is
minimized by the clustered placement scheme with m = n.
By comparing Figures 8 and 9, we deduce that in general the
optimal codeword lengths m∗

MTTDL (for MTTDL) and m∗
EAFDL

(for EAFDL) are similar and for some values of n even
identical. They are, however, significantly larger than those
that minimize the E(H), which are shown in Figure 10.

Figure 11 shows the difference between the optimal code-
word lengths for MTTDL and EAFDL. It demonstrates that
the optimal codeword length for MTTDL is always greater
than or equal to that for EAFDL, with the difference being
equal either to z +1, the denominator of the storage efficiency
fraction, or to zero. This implies that the optimal codeword
lengths m∗

EAFDL for EAFDL are either equal to or slightly lower
than and adjacent to the optimal codeword lengths m∗

MTTDL for
MTTDL. For example, in the case of n = 40 and seff = 1/2,
Figure 8(b) shows that the maximum value of MTTDL is
achieved when the codeword length m is equal to 34, which
implies that m∗

MTTDL = 34. Also, Figure 9(b) shows that the
minimum value of EAFDL is achieved when the codeword
length m is equal to 32, which implies that m∗

EAFDL = 32.
The value of 32 is adjacent to 34 because when seff = 1/2,

m cannot be equal to 33. Consequently, the difference of the
optimal codeword lengths for EAFDL and MTTDL is given
by 34 – 32 = 2, indicated by a circle in Figure 11. Similarly,
for n = 40 and seff = 2/3, Figures 8(b) and 9(b) show
that both the optimal MTTDL and the optimal EAFDL are
obtained when the codeword length is equal to 36, that is,
m∗

MTTDL = m∗
EAFDL = 36. In this case, the difference of the

optimal codeword lengths for EAFDL and MTTDL is equal
to zero, indicated by a circle in Figure 11.

To investigate the behavior of the optimal codeword length,
m∗, as the storage system size, n, increases, we proceed
by considering the normalized optimal codeword length r∗,
namely, the ratio of m∗ to n:

r∗ ,
m∗

n
. (103)

The r∗ values for various storage efficiencies and for the
MTTDL and EAFDL metrics are shown in Figure 12. From the
preceding, it follows that the difference r∗MTTDL−r∗EAFDL of the
r∗ values for the two metrics is bounded above by (z + 1)/n,
which approaches zero as n increases. Thus, as n increases,
the difference r∗MTTDL − r∗EAFDL also approaches zero.

The r∗ values for the MTTDL and EAFDL metrics for
various values of the storage efficiency seff and for large
values of n are shown in Figures 13 and 14. It turns out
that it always holds that r∗EAFDL ≤ r∗MTTDL or, equivalently,
m∗

EAFDL ≤ m∗
MTTDL. We observe that, as n increases, the

r∗ values tend to decrease. In particular, for a given storage
efficiency and as n increases, the r∗ values for MTTDL
and EAFDL approach a common value, denoted by r∗∞ and
indicated by a small bullet. The r∗∞ value depends only on seff
and is given by the following proposition.

Proposition 11: As n increases, the r∗ values for MTTDL
and EAFDL approach r∗∞ that satisfies the following equation:

Q(h, r∗∞) = 0 , (104)

where

Q(h, x) , hx + log
(

[(1 − h)(1−h)2xh2

]x(1 − hx)h(1−hx)
)

.

(105)

132

International Journal on Advances in Telecommunications, vol 10 no 3 & 4, year 2017, http://www.iariajournals.org/telecommunications/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



20 40 60 80 100 120
0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Number of Devices (n)

r*

 

 

seff = 1/2
seff = 2/3
seff = 3/4
seff = 4/5
seff = 5/6
seff = 6/7
seff = 7/8

(a) MTTDL

20 40 60 80 100 120
0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Number of Devices (n)

r*

 

 

seff = 1/2
seff = 2/3
seff = 3/4
seff = 4/5
seff = 5/6
seff = 6/7
seff = 7/8

(b) EAFDL

Figure 12. r∗ vs. number of devices for seff = 1/2, 2/3, 3/4, 4/5, 5/6, 6/7, and 7/8; λ/µ = 0.001 and deterministic rebuild times.
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Figure 13. r∗ vs. number of devices n → ∞, seff = 1/2, 2/3, 3/4, 4/5, 5/6, 6/7, and 7/8; λ/µ = 0.001 and deterministic rebuild times.

20 200 400 600 800 1000
0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

Number of Devices (n)

r*

 

 

∞

seff = 1/5
seff = 1/4
seff = 1/3
seff = 1/2

(a) MTTDL

20 200 400 600 800 1000
0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

Number of Devices (n)

r*

 

 

∞

seff = 1/5
seff = 1/4
seff = 1/3
seff = 1/2

(b) EAFDL

Figure 14. r∗ vs. number of devices n → ∞, seff = 1/5, 1/4, 1/3, and 1/2; λ/µ = 0.001 and deterministic rebuild times.
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Figure 16. The EAFDL efficiency ratio rEAFDL vs. number of devices; λ/µ = 0.001 and deterministic rebuild times.

TABLE III. r∗
∞

VALUES FOR VARIOUS seff

seff r∗

∞

MTTDL and EAFDL E(H)

0 = 0 0.648419 0.5

10−4 = 0.0001 0.648404 0.499795

10−3 = 0.001 0.648265 0.498520

10−2 = 0.01 0.646985 0.490770

10−1 = 0.1 0.637940 0.456298

1/8 = 0.125 0.636043 0.450268

1/7 = 0.142857 0.634788 0.446383

1/6 = 0.166667 0.633224 0.441637

1/5 = 0.2 0.631212 0.435664

1/4 = 0.25 0.628500 0.427826

1/3 = 0.333333 0.624638 0.416889

1/2 = 0.5 0.618499 0.4

2/3 = 0.666667 0.613720 0.387097

3/4 = 0.75 0.611679 0.381625

4/5 = 0.8 0.610543 0.378586

5/6 = 0.833333 0.609818 0.376650

6/7 = 0.857143 0.609316 0.375307

7/8 = 0.875 0.608946 0.374322

1 − 10−1 = 0.9 0.608440 0.372971

1 − 10−2 = 0.99 0.606713 0.368368

1 − 10−3 = 0.999 0.606549 0.367928

1 − 10−4 = 0.9999 0.606532 0.367884

1 = 1 0.606531 = 1/
√

e 0.367879 = 1/e

Proof: See Appendix F.

The r∗∞ values corresponding to the MTTDL and EAFDL
metrics and to various storage efficiencies are listed in Ta-
ble III. Note that the r∗∞ values are in the interval [e−1/2 =
0.606, 0.648] and decrease as the storage efficiency seff in-
creases. In contrast, for small values of n, the r∗ values
increase as the storage efficiency increases, as shown in Figure
13. For example, for small n, the r∗ values corresponding to
seff = 1/2 are smaller than those corresponding to seff = 2/3.
However, for large values of n this is reversed, and for the
MTTDL, the first instance that this occurs is for n = 619, as
shown in Figure 15, with the r∗ values being equal to 0.637
and 0.635 (indicated by the circle), respectively. Therefore, in
this case, the optimal codeword lengths m∗ are equal to 394
and 393, respectively.

Next we examine the increase of the EAFDL metric if
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seff = 1/2
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Figure 15. r∗ for MTTDL vs. number of devices for seff = 1/2, 2/3;
λ/µ = 0.001 and deterministic rebuild times.

instead of the optimal codeword lengths m∗
EAFDL, we use the

codeword lengths m∗
MTTDL that optimize the MTTDL metric.

From the preceding, it follows that m∗
MTTDL is either equal to

m∗
EAFDL or adjacent to it, that is, m∗

MTTDL = m∗
EAFDL + z + 1.

We define the EAFDL efficiency ratio, rEAFDL, as the ratio of
EAFDL(m∗

MTTDL) to EAFDL(m∗
EAFDL), that is,

rEAFDL ,
EAFDL(m∗

MTTDL)

EAFDL(m∗
EAFDL)

, (106)

where EAFDL(m) denotes the EAFDL corresponding to a
codeword length m. In the case of n = 40 and seff = 1/2,
from the preceding and according to Figure 9(b), it holds
that EAFDL(m∗

EAFDL) = EAFDL(32) = 3.08×10−58 and
EAFDL(m∗

MTTDL) = EAFDL(34) = 5.66×10−58, which
yields an EAFDL efficiency ratio rEAFDL of 5.66/3.08 = 1.84.
This is indicated by a circle in Figure 16(a), which shows
the EAFDL efficiency ratio as a function of n. Similarly, in
the case of n = 40 and seff = 2/3, from the preceding,
it holds that m∗

MTTDL = m∗
EAFDL = 36, which implies that

rEAFDL = 1, indicated by a circle in Figure 16(a). We observe
that for the storage efficiencies considered and as n increases,
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Figure 18. r∗ for E(H) vs. number of devices n → ∞; λ/µ = 0.001.
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Figure 17. r∗ for E(H) vs. number of devices for seff = 1/2, 2/3, 3/4, 4/5,
5/6, 6/7, and 7/8; λ/µ = 0.001.

the EAFDL efficiency ratios follow a periodic pattern and
are always less than a factor of four. This implies that using
codewords of length m∗

MTTDL yields the maximum possible
(optimal) MTTDL and also an EAFDL that is either the
optimal one or of the same order as the optimal one. Also, as
the storage efficiency decreases, the EAFDL efficiency ratio
rEAFDL increases, as shown in Figure 16(b). For any given
storage efficiency, rEAFDL follows a periodic pattern and for
seff ≥ 1/4 = 0.25, rEAFDL is always less than a factor of
10. Consequently, using codewords of length m∗

MTTDL yields
an EAFDL that is either the optimal or at most one order of
magnitude higher than the optimal one.

Next, we compare the r∗ values for the MTTDL and
EAFDL metrics shown in Figure 12 with those for the E(H)
metric shown in Figure 17. Clearly, the optimal codeword
lengths for MTTDL and EAFDL are significantly larger than
those that minimize E(H). The r∗ values for the E(H) metric
for various values of the storage efficiency seff and for large
values of n are shown in Figure 18. The figure indicates that,
as n increases, the r∗ values oscillate and approach a value
denoted by r∗∞. The r∗∞ values (indicated by the small bullets)

are given by the following proposition,

Proposition 12: As n increases, the r∗ values for E(H)
approach r∗∞ given by

r∗∞ =
1

h + (1 − h)−
1−h

h

, (107)

where h is given by (60).

Proof: See Appendix G.

The r∗∞ values corresponding to the E(H) metric and to
various storage efficiencies are listed in Table III. Note that the
r∗∞ values are in the interval [e−1 = 0.368, 0.5] and decrease
as the storage efficiency seff increases. By inspecting Figures
13, 14, and 18, it is evident that also in this case the optimal
codeword lengths for MTTDL and EAFDL are significantly
larger than those that minimize E(H).

Next, we consider a system where the distribution of
the rebuild time X is exponential, for which it holds that
E(Xhm) = (hm)! [E(X)]hm. According to Remark 2, this
only affects the MTTDL and EAFDL metrics, but not the
E(H) metric. The combined effect of the number of devices

and the system efficiency on the normalized λMTTDLdeclus

measure is obtained by (99) and shown in Figure 19 as
a function of the codeword length. Similarly to the case
of deterministic rebuild times, we observe that the MTTDL
increases as the storage efficiency seff decreases. Also, as seff
increases, the MTTDL for the single-parity codewords, which
correspond to the first points of the curves, decreases. We
observe that the same applies for the double-parity codewords,
which correspond to the second points of the curves.

The combined effect of the number of devices and the
system efficiency on the normalized EAFDLdeclus/λ measure is
obtained by (100) and shown in Figure 20 as a function of the
codeword length. Similarly to the case of deterministic rebuild
times, we observe that the EAFDL increases as the storage
efficiency seff increases. Also, as seff increases, the EAFDL
for the single-parity codewords, which correspond to the first
points of the curves, also increases. We observe that the same
applies for the double-parity codewords, which correspond to
the second points of the curves.
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(c) n = 60

Figure 19. Normalized MTTDLdeclus vs. codeword length for seff = 1/2, 2/3, 3/4, 4/5, 5/6, 6/7, and 7/8; λ/µ = 0.001 and exponential rebuild times.
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Figure 20. Normalized EAFDLdeclus vs. codeword length for seff = 1/2, 2/3, 3/4, 4/5, 5/6, 6/7, and 7/8; λ/µ = 0.001 and exponential rebuild times.

The optimal codeword lengths, m∗, that maximize the
MTTDL or minimize the EAFDL are indicated by the circles
and the corresponding vertical dotted lines. The observations
regarding the optimal codeword lengths made in the case
of deterministic rebuild times also apply here. Note also
that, according to Remark 7, E(H) does not depend on the
rebuild times, and therefore the optimal codeword lengths that
minimize E(H) are those shown in Figure 17 for the case of
deterministic rebuild times.

Similarly to the case of deterministic rebuild times, the
optimal codeword lengths m∗

EAFDL for EAFDL are either equal
to or slightly lower than and adjacent to the optimal codeword
lengths m∗

MTTDL for MTTDL, as demonstrated in Figure 21.
The r∗ values for the MTTDL and EAFDL metrics for various
storage efficiencies are shown in Figure 22. In Appendix F, it
is proved that as n increases, and for any storage efficiency,
the r∗ values for MTTDL and EAFDL approach a common
value that is the same as the r∗∞ value obtained in the case of
deterministic rebuild times, which depends on seff and is listed
in Table III.

The EAFDL efficiency ratios rEAFDL as a function of n for
various storage efficiencies are shown in Figure 23. We observe
that for the storage efficiencies considered and as n increases,
the EAFDL efficiency ratios follow a periodic pattern, and for
seff ≥ 1/4 = 0.25, they are always less than a factor of 10.
By inspecting Figures 16 and 23, we observe that the rEAFDL
ratios in the case of exponential rebuild times are smaller than
those in the case of deterministic rebuild times.

Figures 24 and 25 show the ratio of the optimal codeword
length, m∗

exp, for the exponential distribution to the optimal

codeword length, m∗
det, for the deterministic distribution for

various storage efficiencies. We observe that this ratio never
exceeds one and approaches one as n increases. This implies
that the optimal codeword length for the exponential distribu-
tion is in general smaller than the optimal codeword length for
the deterministic distribution. This can be intuitively explained
as follows. As previously mentioned, larger values of m result
in a higher exposure degree to failure as each of the codewords
is spread across a larger number of devices. The variation of
exponentially distributed rebuild times results in increased vul-
nerability windows and therefore worse reliability. To reduce
the exposure degree to failures, codewords should be spread
across a smaller number of devices, which implies a smaller
optimal codeword length.

VII. CONCLUSIONS

We considered the Mean Time to Data Loss (MTTDL)
and the Expected Annual Fraction of Data Loss (EAFDL)
reliability metrics of storage systems using advanced erasure
codes. A methodology was presented for deriving the two
metrics analytically. Closed-form expressions capturing the
effect of various system parameters were obtained for arbitrary
rebuild time distributions and for the symmetric, clustered,
and declustered data placement schemes. We established that
the declustered placement scheme offers superior reliability in
terms of both metrics. Subsequently, a thorough comparison of
the reliability achieved by the declustered placement scheme
under various codeword configurations was conducted. The
results obtained show that the optimal codeword lengths for
MTTDL and EAFDL are similar and, as the system size grows,
they are about 60% of the storage system size.
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(a) seff = 1/2, 2/3, 3/4, 4/5, 5/6, 6/7, and 7/8
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Figure 21. The difference between m∗

MTTDL and m∗

EAFDL vs. number of devices; λ/µ = 0.001 and exponential rebuild times.
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Figure 22. r∗ vs. number of devices for seff = 1/2, 2/3, 3/4, 4/5, 5/6, 6/7, and 7/8; λ/µ = 0.001 and exponential rebuild times.
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Figure 23. The EAFDL efficiency ratio rEAFDL vs. number of devices; λ/µ = 0.001 and exponential rebuild times.
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Figure 24. Ratio m∗

exp to m∗

det vs. number of devices for seff = 1/2, 2/3, 3/4, 4/5, 5/6, 6/7, and 7/8; λ/µ = 0.001.
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Figure 25. Ratio m∗

exp to m∗

det vs. number of devices for seff = 1/5, 1/4, 1/3, and 1/2; λ/µ = 0.001.

Extending the methodology developed to derive the relia-
bility of erasure coded systems under network rebuild band-
width limitations and in the presence of unrecoverable latent
errors are subjects of further investigation. Also, owing to the
parallelism of the rebuild process, the model considered yields
very small rebuild times for large system sizes. To take into
account the fact that the rebuild times cannot be smaller than
the actual failure detection times requires a more sophisticated
modeling effort, which is also part of future work.

APPENDIX A
ESTIMATION OF PDL

Proof of Proposition 2.

Consider the direct path 1 → 2 → · · · → r̃ of successive
transitions from exposure level 1 to r̃. For ease of reading, we
denote the successive transitions from exposure level u to r̃ by
u → r̃. We first evaluate PDL(R1), the probability of data loss
conditioned on the rebuild time R1. From (19), and using the
fact that αu does not depend on R1, α1, · · · , αu−1, it follows

that

PDL(R1) ≈ P1→r̃(R1)

= P1→2(R1)P2→r̃(R1)

= P1→2(R1)Eα1|R1
[P2→r̃(R1, α1)]

= P1→2(R1)Eα1
[P2→3(R1, α1)P3→r̃(R1, α1)]

= P1→2(R1)Eα1
[P2→3(R1, α1)Eα2|R1,α1

[P3→r̃(R1, α1, α2)]]

= · · ·
= P1→2(R1)Eα1

[P2→3(R1, ~α1)Eα2
[P3→4(R1, ~α2) · · ·

· · · Eαr̃−2
[Pr̃−1→r̃(R1, ~αr̃−2)] · · · ]

= E~αr̃−2
[P1→2(R1)P2→3(R1, ~α1) · · · Pr̃−1→r̃(R1, ~αr̃−2)]

= E~αr̃−2

[

r̃−1
∏

u=1

Pu→u+1(R1, ~αu−1)

]

= E~αr̃−2
[PDL(R1, ~αr̃−2)] , (108)

where

PDL(R1, ~αr̃−2) ,

r̃−1
∏

u=1

Pu→u+1(R1, ~αu−1) , (109)

138

International Journal on Advances in Telecommunications, vol 10 no 3 & 4, year 2017, http://www.iariajournals.org/telecommunications/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



with
P1→2(R1, ~α0) , P1→2(R1) . (110)

Substituting (45) into (109), and using (44) and (110), yields

PDL(R1, ~αr̃−2) ≈ (λ b1 R1)
r̃−1

r̃−1
∏

u=1

ñu

bu
(Vu αu)r̃−1−u .

(111)
Unconditioning (111) on ~αr̃−2, and given that the elements
of ~αr̃−2 are independent random variables approximately
distributed according to (24) such that E(αk

u) ≈ 1/(k + 1),
(108) yields

PDL(R1) ≈ (λ b1 R1)
r̃−1 1

(r̃ − 1)!

r̃−1
∏

u=1

ñu

bu
V r̃−1−u

u . (112)

The probability of data loss PDL is obtained by unconditioning
PDL(R1) on R1, that is,

PDL = E[PDL(R1)] . (113)

Unconditioning (112) on R1 using (10) and (34), (113) yields
(46).

APPENDIX B
ESTIMATION OF E(Q)

Proof of Proposition 3.

We first evaluate E(Q|R1), the expected amount of data
lost conditioned on the rebuild time R1. From (21), and
considering the direct path 1 → 2 → · · · → r̃ of successive
transitions from exposure level 1 to r̃, and using the fact that
αu does not depend on R1, α1, · · · , αu−1, it follows that

E(Q|R1) ≈ P1→2(R1)E(Q|R1, 1 → 2)

= P1→2(R1)Eα1|R1
[E(Q|R1, α1)]

= P1→2(R1)Eα1
[P2→3(R1, α1)E(Q|R1, α1, 2 → 3)]

= P1→2(R1)Eα1
[P2→3(R1, α1)Eα2|R1,α1

[E(Q|R1, α1, α2)]]

= · · ·
= P1→2(R1)Eα1

[P2→3(R1, ~α1)Eα2
[P3→4(R1, ~α2) · · ·

· · · Pr̃−1→r̃(R1, ~αr̃−2)Eαr̃−1
(Q|R1, ~αr̃−1)] · · · ]

= E~αr̃−1
[P1→2(R1)P2→3(R1, ~α1) · · · Pr̃−1→r̃(R1, ~αr̃−2)

E(Q|R1, ~αr̃−1)]

(20)(21)
= E~αr̃−1

[(

r̃−1
∏

u=1

Pu→u+1(R1, ~αu−1)

)

E(H|R1, ~αr̃−1)

]

(109)
= E~αr̃−1

[PDL(R1, ~αr̃−2)E(H|R1, ~αr̃−1)]
(23)
= E~αr̃−1

[PDL(R1, ~αr̃−2)E(l Ar̃|R1, ~αr̃−1)]
Remark 1

= E~αr̃−1
[PDL(R1, ~αr̃−2) l E(Ar̃|~αr̃−1)]

= E~αr̃−1
[G(R1, ~αr̃−1)] , (114)

where

G(R1, ~αr̃−1) , l PDL(R1, ~αr̃−2) E(Ar̃|~αr̃−1) . (115)

Using (27) and (111), (115) yields

G(R1, ~αr̃−1) ≈ l c (λ b1 R1)
r̃−1

r̃−1
∏

u=1

ñu

bu
(Vu αu)r̃−u .

(116)

Unconditioning (116) on ~αr̃−1, and given that the elements
of ~αr̃−1 are independent random variables approximately
distributed according to (24) such that E(αk

u) ≈ 1/(k + 1),
(114) yields

E(Q|R1) ≈ l c (λ b1 R1)
r̃−1 1

r̃ !

r̃−1
∏

u=1

ñu

bu
V r̃−u

u . (117)

The expected amount of data lost, E(Q), upon a first-device
failure is obtained by unconditioning E(Q|R1) on R1, that is,

E(Q) = E[E(Q|R1)] . (118)

Unconditioning (117) on R1 using (10) and (34), (118) yields
(47).

APPENDIX C
APPROXIMATE DERIVATION OF E(H)sym

Proof of Proposition 4.

First, we derive an approximation of the product

A ,

m−l
∏

j=1

m − j

k − j
, (119)

which appears in Equation (83). From (60), it follows that
m− l = hm, as stated by (80). Substituting the preceding into
(119), and using (61), yields

A =
hxk
∏

j=1

x − j
k

1 − j
k

, (120)

or equivalently,

log(A) =

hxk
∑

j=1

log

(

x − j
k

1 − j
k

)

, (121)

To evaluate the preceding summation, we first establish the
following lemmas.

LEMMA 1: For small values of ǫ, that is, when ǫ ap-
proaches zero, and for any function f(y), it holds that

ǫ

α/ǫ
∑

j=1

f(jǫ) ≈
∫ α+ ǫ

2

ǫ
2

f(y) dy , ∀α ∈ R . (122)

Proof: The left-hand side of (122) is written as follows:

ǫ

α/ǫ
∑

j=1

f(jǫ) =

α/ǫ
∑

j=1

f(jǫ) ǫ . (123)

For small small values of ǫ, the summation in the right-
hand side of (123) represents the middle Riemann sum that
approximates the definite integral of the f(y) function in the
interval [ǫ/2, α + ǫ/2], that is,

α/ǫ
∑

j=1

f(jǫ) ǫ ≈
∫ α+ ǫ

2

ǫ
2

f(y) dy . (124)

�
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LEMMA 2: For any functions f(y) and F (y), such that
F (y) =

∫

f(y) dy, or F ′(y) = f(y), and for α ∈ R define

F (1)(α, z) ,

∫ α+ z
2

z
2

f(y) dy = F
(

α +
z

2

)

− F
(z

2

)

.

(125)
Then it holds that

F (1)
z (α, z) =

1

2

[

f
(

α +
z

2

)

− f
(z

2

)]

, (126)

and

F (1)
zz (α, z) =

1

4

[

f ′
(

α +
z

2

)

− f ′
(z

2

)]

. (127)

Proof: Immediate from the fact that for any α ∈ R and
function f(y), it holds that df(α+z/2)/dz = f ′(α+z/2)/2. �

Corollary 1: For f(y) = log(x − y) and for all α ∈ R, it
holds that

F (1)(x, α, z) =

∫ α+ z
2

z
2

log(x − y) dy = G(x, α, z) , (128)

where

G(x, α, z) , log

(

(x − z
2 )x− z

2

(x − α − z
2 )x−α− z

2

)

− α . (129)

Also,

F (1)
z (x, α, z) = Gz(x, α, z) =

1

2
log

(

x − α − z
2

x − z
2

)

, (130)

and

F (1)
zz (x, α, z) = Gzz(x, α, z) = − α

4 (x − α − z
2 )(x − z

2 )
.

(131)

Proof: Equations (128) and (129) are derived from (125) by
taking f(y) = log(x−y) and using the fact that

∫

log(y) dy =
y [log(y) − 1], which in turn implies that F (y) =

∫

log(x −
y) dy = −(x − y) [log(x − y) − 1]. Equation (130) is directly
obtained from (126), and (131) is obtained from (127) by using
the fact that f ′(y) = −1/(x − y). �

Note that an approximation of G(x, α, z) for z ≅ 0 can be
obtained through its Maclaurin series as follows:

G(x, α, z) ≈ G(x, α, 0) + Gz(x, α, 0) z +
Gzz(x, α, 0)

2
z2 ,

(132)
which by virtue of (129), (130), and (131) yields

G(x, α, z) ≈ log

(

xx

(x − α)x−α

)

− α

+
1

2
log

(

x − α

x

)

z − α

8(x − α)x
z2 . (133)

We now proceed with the evaluation of log(A). From (122)
and (128), it follows that

ǫ

α/ǫ
∑

j=1

log

(

x − jǫ

1 − jǫ

)

= G(x, α, ǫ) − G(1, α, ǫ) . (134)

From (121) and (129), and using (134) with ǫ = 1/k and
α = hx, we get

log(A) ≈ k F

(

x,
1

2k

)

, (135)

where

F (x, y) , log

(

(x − y)x−y (1 − hx − y)1−hx−y

(1 − y)1−y [(1 − h)x − y](1−h)x−y

)

.

(136)

An expression for log(A) for large values of k, m, l,
and m − l can be obtained from (121) and (134) by using
approximation (133) with ǫ = 1/k and α = hx as follows:

log(A) ≈ k log

(

xx (1 − hx)1−hx

[(1 − h)x](1−h)x

)

+ log

(

√

1 − h

1 − hx

)

− 1

k

h(1 − x)[1 + (1 − h)x]

8(1 − h)(1 − hx)x
. (137)

Equation (58) is a direct consequence of (83) and also
of (79), (80), (119), and (137), where the third term of the
summation in (137) is ignored for large k.

APPENDIX D
APPROXIMATE DERIVATION OF MTTDLsym

Proof of Proposition 5.

Using (79) and (80), (81) can be written as follows:

nλMTTDLsym

k
≈ 1

k

[

b

[(1 − h)xk + 1]λ c

]hxk

(hxk)!

[E(X)]hxk

E(Xhxk)

m−l
∏

j=1

(

k − j

m − j

)m−l−j

.

(138)

From (138), and using Stirling’s approximation (139) for large
values of k, with k replaced by hxk, that is

(hxk)! ≈
√

2πhxk

(

hxk

e

)hxk

, (139)

it follows that

log

(

nλMTTDLsym
approx

k

)

≈

log

(
√

2πhx

k

)

+ hxk log

(

hxk b

e [(1 − h)xk + 1]λ c

)

+ log

(

[E(X)]hxk

E(Xhxk)

)

+ log(B) , (140)

where B is the product

B ,

m−l
∏

j=1

(

k − j

m − j

)m−l−j

. (141)

We now proceed to derive an approximation of the product
B. By virtue of (61), (80), and (119), the product B can be
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written as follows:

B =

∏m−l
j=1

(

m−j
k−j

)j

∏m−l
j=1

(

m−j
k−j

)m−l
=

C

Am−l
=

C

Ahxk
, (142)

where

C ,

m−l
∏

j=1

(

m − j

k − j

)j

=
hxk
∏

j=1

(

x − j
k

1 − j
k

)j

. (143)

From (142) and (143), it follows that

log(B) = log(C) − hxk log(A) (144)

and

log(C) =

hxk
∑

j=1

j log

(

x − j
k

1 − j
k

)

. (145)

To evaluate the preceding summation, we first establish the
following corollary from Lemma 2.

Corollary 2: For f(y) = y log(x − y) and for all α ∈ R,
it holds that

F (1)(x, α, z) =

∫ α+ z
2

z
2

y log(x − y) dy = R(x, α, z) , (146)

where

R(x, α, z) ,
1

2
log

(

(x − z
2 )x2−( z

2
)2

(x − α − z
2 )x2−(α+ z

2
)2

)

−α(2x+α+z)

4
.

(147)
Also,

F (1)
z (x, α, z) = Rz(x, α, z) =

1

2
log

(

(x − α − z
2 )α+ z

2

(x − z
2 )

z
2

)

(148)
and

F (1)
zz (x, α, z) = Rzz(x, α, z) =

1

4

[

log

(

x − α − z
2

x − z
2

)

− αx

(x − α − z
2 )(x − z

2 )

]

. (149)

Proof: Equations (146) and (147) are derived from (125)
by taking f(y) = y log(x − y) and using the fact that
∫

y log(y) dy = y2 (2 log(y) − 1)/4, which in turn implies
that F (y) =

∫

y log(x − y) dy = (x − y) [3x + y − 2(x +
y) log(x − y)]/4. Equation (148) is directly obtained from
(126), and (149) is obtained from (127) by using the fact that
f ′(y) = log(x − y) − y/(x − y). �

Note that an approximation of R(x, α, z) for z ≅ 0 can be
obtained through its Maclaurin series as follows:

R(x, α, z) ≈ R(x, α, 0) + Rz(x, α, 0) z +
Rzz(x, α, 0)

2
z2 ,

(150)
which by virtue of (147), (148), and (149) yields

R(x, α, z) ≈ 1

2
log

(

xx2

(x − α)x2−α2

)

− α(2x + α)

4

+
α

2
log(x − α) z +

1

8

[

log

(

x − α

x

)

− α

(x − α)x

]

z2 .

(151)

We now proceed with the evaluation of log(C). From (122)
and (146), it follows that

ǫ

α/ǫ
∑

j=1

j log

(

x − jǫ

1 − jǫ

)

= R(x, α, ǫ) − R(1, α, ǫ) . (152)

From (121) and (147), and using (152) with ǫ = 1/k and
α = hx, we get

log(C) ≈ k2 1

2

[

hx(1 − x) + S

(

x,
1

2k

)]

, (153)

where

S(x, y) , log

(

(x − y)x2−y2

(1 − hx − y)1−(hx+y)2

(1 − y)1−y2 [(1 − h)x − y]x2−(hx+y)2

)

.

(154)

An expression for log(C) for large values of k, m, l,
and m − l can be obtained from (145) and (152) by using
approximation (151) with ǫ = 1/k and α = hx as follows:

log(C) ≈ k2

2

[

hx(1 − x) + log

(

xx2

(1 − hx)1−(hx)2

[(1 − h)x](1−h2)x2

)]

+
k

2
hx log

(

(1 − h)x

1 − hx

)

+
1

8
log

(

1 − h

1 − hx

)

− h(1 − x)

8(1 − h)(1 − hx)
. (155)

Substituting (137) and (155) into (144) yields

log(B) ≈ k2

2






hx(1 − x) − log







[

xh2

(1 − h)(1−h)2
]x2

(1 − hx)(1−hx)2













+ k hx log(
√

x)

− 1

8

[

h(1 − x) − log

(

1 − h

1 − hx

)]

. (156)

Equation (62) is a direct consequence of (140) and (156).

APPENDIX E
APPROXIMATE DERIVATION OF EAFDLsym

Proof of Proposition 6.

From (15), it follows that

EAFDL/λ =
E(H)/c

λMTTDL · U · c . (157)

Substituting (2) into (157), and using (60), yields

EAFDL/λ =
E(H)/c

λMTTDL · (1 − h)n
(158)

or

log(EAFDL/λ) =

log(E(H)/c) − log(λMTTDL) − log((1 − h)n) . (159)

Substituting (58) and (62) into (159), after some manipulations
yields (64).
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APPENDIX F
OPTIMAL CODEWORD LENGTHS FOR MAXIMIZING

MTTDLdeclus
AND MINIMIZING EAFDLdeclus

FOR A LARGE

NUMBER OF STORAGE DEVICES, n

Proof of Proposition 11.

We first consider the optimal codeword lengths for maxi-
mizing MTTDLdeclus. From (103), it holds that

r∗MTTDL(n) =
m∗

MTTDL(n)

n
=

arg max
1≤m≤n

MTTDLdeclus

n
.

(160)
Using (73), the preceding can be written as follows:

r∗MTTDL(n) = arg max
1
n
≤x≤1

MTTDLdeclus (161)

or

r∗MTTDL(n) = arg max
1
n
≤x≤1

log(λMTTDLdeclus) (162)

or, equivalently,

r∗MTTDL(n) = arg max
1
n
≤x≤1

(

2 log(λMTTDLdeclus)

n2

)

. (163)

By letting n approach the infinity, we get

r∗∞ = lim
n→∞

r∗MTTDL(n)

= lim
n→∞

arg max
1
n
≤x≤1

(

2 log(λMTTDLdeclus)

n2

)

= arg max
0<x≤1

lim
n→∞

(

2 log(λMTTDLdeclus)

n2

)

. (164)

Using the approximation obtained in (85), (164) yields

r∗∞ = arg max
0<x≤1

W (h, x) , (165)

provided that for the last term of the summation in (85) it
holds that

lim
n→∞

log

(

[E(X)]hxn

E(Xhxn)

)

n2
= 0 . (166)

Remark 13: It turns out that (166) holds for the cases of
deterministic and exponential rebuild time distributions owing
to the following lemmas.

LEMMA 3: In the case of deterministic rebuild times, it
holds that

log

(

[E(X)]hxn

E(Xhxn)

)

= 0 . (167)

Proof: Equation (167) follows from the fact that
in the case of deterministic rebuild times it holds that
E(Xhxn) = [E(X)]hxn. �

LEMMA 4: In the case of exponential rebuild times, it
holds that

log

(

[E(X)]hxn

E(Xhxn)

)

n2
≈ hx

log

(

hxn

e

)

n
+

log(2πhxn)

2n2
.

(168)
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Figure 26. W (h, x)/h2 for h and x ∈ [0, 1].

Proof: In the case of exponential rebuild times, it holds
that E(Xhxn) = (hxn)! [E(X)]hxn, which for large n and by
virtue of (139), yields

log

(

[E(X)]hxn

E(Xhxn)

)

≈ log

(

√
2πhxn

(

hxn

e

)hxn
)

. (169)

Equation (168) follows directly from (169). �

From (63), it follows that W (h, x) or, equivalently,
W (h, x)/h2 are non-negative in x ∈ [0, 1], with W (h, 0) =
W (h, 1) = 0, as shown in Figure 26. Consequently, (165)
implies that r∗∞ satisfies the following equation:

Wx(h, r∗∞) =
dW (h, x)

dx

∣

∣

∣

∣

x=r∗

∞

= 0 . (170)

The derivative of W (h, x) with respect to x can be obtained
using the following lemma.

LEMMA 5: For w(y) defined as follows:

w(y) = log
(

f(y)g(y)
)

= log (fg) , (171)

it holds that

w′(y) = w′ = g′ log(f) + gf ′/f . (172)

Corollary 3: For v(y) defined as follows:

v(y) = log
(

f(y)f(y)
)

= log
(

ff
)

, (173)

it holds that

v′(y) = v′ = f ′ (log(f) + 1) . (174)

From (63), it follows that the derivative of W (h, x) with
respect to x can be obtained by successively applying (172),
which yields

Wx(h, x) = −2 Q(h, x) , (175)

where Q(h, x) is given by (105). Thus, r∗∞ is obtained as the
unique root of the equation Q(h, x) = 0, with respect to x, in
the interval (0, 1], that is,

Q(h, r∗∞) = 0 , with r∗∞ ∈ (0, 1] . (176)

The values of r∗∞ as a function of h are shown in Figure 27.
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Figure 27. r∗
∞

vs. h for MTTDL and EAFDL.

Remark 14: For h = 0, it holds that Q(0, x) = 0. To find
the root when h → 0, we consider finding the root of the
equivalent equation Q(h, x)/h2 = 0. Using L’Hôpital’s rule,
after some manipulations, we obtain

lim
h→0

Q(h, x)

h2
= x

(

log(x) +
1

2

)

= x log(
√

e x) . (177)

Combining (176) and (177) yields

r∗∞ log(
√

e r∗∞) = 0 , with r∗∞ ∈ (0, 1]

or r∗∞ =
1√
e

= 0.606 . (178)

For h = 1, r∗∞ is obtained as the unique root in (0, 1] of the
equation

Q(1, x) = x + log
(

xx(1 − x)1−x
)

= 0 , (179)

which yields r∗∞ = 0.648.

We now proceed to derive the optimal codeword lengths
for maximizing the EAFDLdeclus for large values of n, m, l,
and m − l. Analogously to (164), it holds that

r∗∞ = lim
n→∞

r∗EAFDL(n)

= arg min
0<x≤1

lim
n→∞

(

2 log(EAFDLdeclus/λ)

n2

)

. (180)

Using the approximation obtained in (86), (180) yields

r∗∞ = arg max
0<x≤1

W (h, x) , (181)

provided that for the last term of the summation in (86) the
condition given by (166) holds. Given that (181) is the same
as (165), we deduce that the r∗∞ values for EAFDL are the
same as those for MTTDL.

APPENDIX G
OPTIMAL CODEWORD LENGTH FOR MINIMIZING

E(H)declus FOR LARGE n

Proof of Proposition 12.

From (103), it holds that

r∗(n) =
m∗(n)

n
=

arg min
1≤m≤n

E(H)declus

n
. (182)

Using (73), the preceding can be written as follows:

r∗(n) = arg min
1
n
≤x≤1

E(H)declus (183)
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Figure 28. V (h, x)/h for h and x ∈ [0, 1].

or
r∗(n) = arg min

1
n
≤x≤1

log(E(H)declus/c) (184)

or, equivalently,

r∗(n) = arg min
1
n
≤x≤1

(

log(E(H)declus/c)

n

)

. (185)

By letting n approach the infinity we get

r∗∞ = lim
n→∞

r∗(n) = lim
n→∞

arg min
1
n
≤x≤1

(

log(E(H)declus/c)

n

)

= arg min
0<x≤1

lim
n→∞

(

log(E(H)declus/c)

n

)

. (186)

Using the approximation obtained in (87), (186) yields

r∗∞ = arg min
0<x≤1

V (h, x) . (187)

From (59), it follows that V (h, x) or, equivalently,
V (h, x)/h are convex in x ∈ [0, 1], with V (h, 0) = V (h, 1) =
0, as shown in Figure 28. Consequently, (187) implies that r∗∞
satisfies the following equation:

Vx(h, r∗∞) =
dV (h, x)

dx

∣

∣

∣

∣

x=r∗

∞

= 0 . (188)

From (59), it follows that the derivative of V (h, x) with respect
to x can be obtained using Corollary 3. By successively
applying (174), with f(x) being equal to x, 1 − hx, and
(1 − h)x, yields

Vx(h, x) = log

(

x (1 − hx)−h

[(1 − h)x]1−h

)

. (189)
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Figure 29. r∗
∞

vs. h for E(H).
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From (188) and (189), we deduce that r∗∞ satisfies the follow-
ing equation:

log

(

r∗∞ (1 − h r∗∞)−h

[(1 − h)r∗∞]1−h

)

= 0 . (190)

Solving (190) for r∗∞ yields (107), which is shown in
Figure 29.
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Abstract—To respond to the users’ demand for immersive and 

personalized media services, the 5G and the Multi-access Edge 

Computing initiatives are proposing novel network 

architectures. In this context, we present the Video 

Transcoding Unit (VTU) system, which exploiting the Cloud 

Enable Radio Access Network proposed by the EU 5G-PPP 

Sesame project, brings immersive video functionalities to the 

edge of networks, thus greatly improving User Experience with 

mobile terminals. A use case is discussed, in which the VTU is 

deployed in a Stadium or in a large public venue during a 

Crowded Event, to offer Immersive Video Services. In the 

proposed architecture, the VTU video processing component 

can be implemented as a Software-only Virtual Network 

Function running on different Hardware platforms (X86 or 

ARM architectures), eventually accelerated by a Graphics 

Processing Unit. Specific tests are described and discussed and 

specific Key Performance Indicators are introduced, showing 

the benefits of the Hardware-accelerated implementation, both 

in terms of computing performance and of energy efficiency. 

We believe that the proposed VTU framework significantly 

advances the state of the art in the provision of video services 

to the mobile users. 

Keywords-NFV; MEC; 5G; HW acceleration; GPU; Video 

transcoding. 

I.  INTRODUCTION  

This paper presents an extended and improved version of 
[1], where we introduced a framework for enhanced video 
services at the network edge. 

The recent worldwide explosion of mobile data traffic in 
telecommunication networks has been impressive, and this 
trend will certainly continue in the coming years [2]. The fast 
spreading of smart terminals and new services based on 
High-Definition (HD) video have been the main trigger of 
this explosion, revealing various weaknesses in the 
architectural and technological approach adopted so far in 
the design of the traditional mobile network infrastructure 
[3][4]. 

The telecommunication market, previously dominated by 
voice traffic and text messages, is rapidly shifting to 
completely different and far more complicated scenarios, 

with millions of connected applications, where even new 
actors have made their appearance, like machines and 
“things” (smart home gadgets, vehicles, drones, robots, also 
including sensors and actuators).  

Internet and communication networks have become 
crucial for any evolutionary process of modern societies and 
economies. This fact has led to the definition of a new kind 
of infrastructure based on the “fifth generation” - 5G - 
architecture, as a response to the requirements coming from 
the more diverse fields of the future world [3]. 

5G aims at assuming a fundamental role in the new 
society; it is not only a simple evolution of previous mobile 
networks – as was the passage from 3G to 4G - but it stands 
as a real revolution, able to create the appropriate ecosystem 
for technical and business innovation [4]. 

From the technological point of view, 5G will take 
advantage of the experience coming from the recent 
convergence of the telecom world with Information 
Technology (IT). This shift has addressed the necessity 
coming from Network Operators of lowering general costs, 
achieving better scalability and reducing the deployment 
time of new services, and has resulted in a new architectural 
vision based on Software-Defined Networking (SDN) and 
Network Function Virtualization (NFV) [5]. 5G will bring 
the SDN and NFV concepts into the radio communication 
environment and will use them in a new architectural 
framework where Multi-access Edge Computing (MEC) will 
play a major role. 

MEC Technology and Architecture concepts are a way to 
improve both Efficiency and User Experience for a certain 
number of services. MEC is an ETSI initiative that leverages 
SDN and NFV principles to push network functions, services 
and contents to the edge of the mobile network [6]. 

MEC servers should be directly attached to the base 
station, but this is not a strict rule because, in this regard, the 
MEC guidelines are widely open. They provide local 
computing, storage and networking resources that are 
virtualized and shared by multiple virtual machines. 

Traditionally, all data traffic originating in data centers is 
forwarded to the mobile core network. The traffic is then 
routed to a base station that delivers the content to the mobile 
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devices. In the mobile edge scenario, MEC servers take over 
some or even all of the tasks originally performed in a data 
center. Being located at the edge, they eliminate the need of 
routing data through the core network, lowering 
communication latency. As such, the MEC paradigm can 
help to reach the severe requirements posed by 5G in terms 
of throughput, latency, scalability and automation. However, 
it’s important to note that many of the concepts that are at the 
basis of MEC and the advantages they bring to a broad range 
of services are valid regardless of 5G technology (in fact 
MEC concepts can be similarly applied to fixed networks) 
and can be demonstrated prior to the coming 5G, for instance 
by using the well-known WIFI access technology. Though, 
in view of a wireless access solution fully integrated with the 
core mobile network, many efforts are now being devoted to 
combine the MEC principles with the 5G architecture. 

In this context, the H2020 5GPPP SESAME project [7] 
has developed a proposal for Cloud-Enabled Radio Access 
Network (CE-RAN) systems, based on the evolution of the 
4G Small Cell (SC), towards the so-called Cloud Enabled 
Small Cell (CESC). Such a novel architecture, besides 
improving radio-related capabilities, can also enable the use 
of Network Functions Virtualization (NFV) and Software 
Defined Networking (SDN) at the network edge [5][6]. This 
goal is achieved through the introduction of the so-called 
Light Data Center, i.e., an aggregated pool of local and 
virtualized IT resources, including various types of HW 
accelerating devices, available to a cluster of CESCs. As a 
consequence, applications can be deployed at the network 
edge, implemented as Virtual Network Functions running in 
the Light Data Center, and thus exploiting the HW 
acceleration capabilities that the Light Data Center can make 
available.    

Many services can benefit from being hosted at the 
network edge. Several use cases have been defined in the 
specification of MEC architecture to demonstrate the 
advantages of the introduced concepts [6]. One of these use 
cases regards video services in stadiums and/or large public 
venues, where video signals created during a sport event or a 
concert are routed to a MEC server responsible for their local 
distribution, without involving backhaul connection to the 
core network. The video contents are also stored in this edge 
platform, and can be locally processed by applications 
running on the same MEC server, to create new services and 
improve User Experience. 

The possibility to create, share or receive low-latency, 
high definition video contents, anywhere and with any 
device, and with real-time interaction with the system, is 
usually referred to as Immersive Video Service (IVS). 
Immersive video applications are attracting a lot of interest, 
but they still remain very critical functionalities, due to the 
huge needs of compute, storage and networking resources 
that HD video brings about.  

This paper presents the activities carried out by Italtel 
Research Labs within the H2020 Sesame project, which led 
to the development of the VTU system for IVSs. Leveraging 
MEC principles, the VTU Virtual Network Function (VNF) 
runs in the Light Data Center (as envisioned by the Sesame 
architecture), and can thus bring several innovative 

functionalities to the network edge, greatly improving User 
Experience with mobile terminals. In particular, the VTU 
can speed up sharing of Video contents, reduce latency and 
contribute to increasing the battery life of connected devices 
offloading them from heavy transcoding operations.  

This paper shows how the VTU VNF running in the 
Sesame CESC Light Data Center can fit in a real use case 
foreseen by 5G and MEC, and enhance it with some novel 
features. Also, the limitations of a SW-only implementation 
with respect to a GPU-accelerated one are highlighted and 
discussed. The paper provides Key Performance Indicators 
(KPIs), which can effectively summarize the performance of 
the VTU, both in terms of compute capabilities, and in terms 
of energy consumption. Such KPIs can be used to select the 
most appropriate platform for the specific VTU application 
context.  

In the analysis, Intel X86 architectures with and without 
GPU acceleration, and ARM architectures are considered, 
and are used to run tests specifically designed to thoroughly 
characterize the VTU overall performance.  

The paper is organized as follows. Section II presents 
some related work. Section III briefly describes the activities 
and the outcome of the Sesame project, in particular in terms 
of its achievements related to the 5G architecture and the 
CESC concept. Section IV provides a functional description 
of the overall VTU system. Section V shows a possible use 
case for the VTU during localized crowded events. Section 
VI discusses HW acceleration for video functions, and 
describes different possible approaches, with their pros and 
cons. Section VII presents the experimental compute 
performance characterization of VTU, running on different 
architectures (x86 and ARM), with or without GPU. Finally, 
Section VIII summarizes the main results of this work. 

II. RELATED WORK 

The framework proposed in this paper is based on the 
architectural results achieved in the Sesame project, in 
particular on the CESC concept. A general overview of the 
Sesame approach and of the CESC architecture is 
summarized is in [8][9]. A solution for the placement of 
processing and storage capabilities close to the users and a 
discussion of the advantages of hardware accelerators within 
the Light Data Center is discussed in [10]. Leveraging such 
concepts, this paper gives a detailed description of a novel 
software framework to provide enhanced video services at 
the network edge.  

In the proposed framework, the video transcoding 
capability plays a key role. The subject of real time video 
transcoding, in contrast to a batch-oriented approach, is 
addressed in [11] with the proposition of a video transcoding 
architecture based on a heterogeneous environment. In [12], 
a NFV-based MEC platform for a traditional distribution 
service is proposed, showing the advantages of edge 
computing platforms in term of bandwidth and Quality of 
Experience, compared to centralized infrastructures located 
at the network core. 

The topic of power consumption for NFV-based 
multimedia content delivery is faced in [13], which 
demonstrates that energy efficiency aspects are as important 
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as flexibility and performance in the development of VNFs. 
However, the video transcoding problem and the use of 
GPUs to accelerate the most compute-intensive video 
processing workloads is not addressed.  

Previous works carried out by the authors, such as 
[14][15], were related to GPU utilization in NFV 
environments, and to hardware and software acceleration at 
the edge of the network, while [16] and [17] discuss the use 
of GPUs to accelerate a specific video encoding scheme, 
namely the google VP8 Video encoder.  

The present paper goes beyond such results; in particular, 
it presents a novel and complete solution for IVS in 
challenging environments such as crowded events, and 
provides an energy efficiency analysis of the video 
transcoding process, comparing the performance of ARM-
based and X86-based CPUs. Moreover, it analyzes and 
highlights the benefits of adding GPU resources, to 
accelerate video transcoding.  

III. THE SESAME CLOUD ENABLED SMALL CELL 

The 5G-PPP is a joint initiative between the European 
Commission and the European ICT industry, to drive the 
activities in the development of the 5G ecosystem. The 
objective is designing and implementing solutions, 
architectures, technologies and standards for the next 
generation communication infrastructure. 

The European Union has funded 19 research projects 
under the 5G-PPP Phase 1 program. Among these, the 
SESAME Project (Grant Agreement No.671596) introduces 
three innovative elements in 5G: 

 The “placement” of network applications at the 
network edge, leveraging Network Functions 
Virtualization (NFV) and Edge Cloud Computing. 

 The evolution of the SC architecture, which will play 
a fundamental role in the 5G infrastructure. 

 The consolidation of multi-tenancy in 
communication infrastructures, thus allowing 
different operators/service providers to share access 
capacity and edge computing resources. 

In particular, the SESAME project aims at evolving the 
SC architecture, towards the CESC. This way, virtualized 
compute capabilities and applications are brought to the 
network edge, based on the NFV paradigm. 

A CESC is an enhanced SC that integrates a virtualized 
execution platform (micro server) equipped with IT 
resources (RAM, CPU, storage). A simplified model of the 
CESC architecture is shown in Fig. 1. With these 
capabilities, a CESC can support novel applications and 
services at the network edge. 

The basic role in the evolution of the SC concept is 
played by a specific VNF, namely the so-called SC VNF. 
The SC VNF represents the link between the radio and the 
cloud domains. In fact, it can intercept and perform 
encapsulation/de-capsulation of the S1 interface user data 
between the Long Term Evolution (LTE) base station 
component (the so-called eNodeB) and the Evolved Packet 
Core [7][18]. This way, the user data can be processed by 
standard VNF, running at the edge in the Light Data Center. 

 
 
 
 
 
 
 
 
 
 
 

 

Figure 1.  Simplified model of the CESC.  

In its basic deployment, the CESC must be able to run 
the SC VNF, and eventually other VNF, which can run on 
the low power, low cost IT resources made available to the 
CESC in its minimal configuration. However, many 
innovative services, such as IVSs, usually involve compute 
intensive workloads, which can also require the use of 
specialized HW accelerators [14][15]. 

When the basic CESC resources are insufficient to offer 
the required services, they must be properly enhanced. 
SESAME proposes the creation of a distributed data center, 
denominated Light Data Center (Light DC), aimed to 
enhance the virtualization capabilities and processing power 
at the network edge.  

The Light DC can include HW acceleration devices, such 
as Graphics Processing Units (GPU), Digital Signal 
Processors (DSP), and/or Field-Programmable Gate Arrays 
(FPGA).  

Fig. 2 shows a simplified model of the Light DC, where 
heavy workloads can be offloaded to the additional compute 
resources. Such resources can be used by VNFs to carry out 
even compute intensive workloads. However, to offer 
effective solutions at competitive costs, it is necessary to 
thoroughly analyze the performance of the proposed VNFs, 
when executed on the different platforms that can be 
available at the Light DC. 

 

 
Figure 2.  Simplified view of the Light DC Architecture 
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IV. VTU DESCRIPTION 

The VTU framework, developed for IVSs at the network 
edge, consists of two main components, the VTU VNF and 
the VTU App. The VTU VNF mainly provides optimized 
video processing functionalities, which are the main building 
block to create more complex video services. Furthermore, it 
can also manage users and groups, by storing and 
maintaining updated the related information in the so-called 
VTU User and Group Database.   

The VTU App can be downloaded by the users onto their 
devices; it offers the possibility to register to the VTU 
system, and create groups of users who can share video 
contents, exploiting the functionalities made available by the 
VTU VNF. The main features of the VTU VNF and the 
VTU App, as well as their interactions, are briefly 
summarized in the following paragraphs. 

A. The VTU VNF 

The VTU VNF consists of two VNF Components 
(VNFCs), namely the Media Engine (ME) and the User and 
Group Database Manager (UGDM). The ME can provide 
three basic functionalities, which can be summarized as 
follows: 

 Video transcoding capabilities; 

 Video streaming capabilities; 

 Local storage for video file upload/download. 
Besides video, the VTU ME can also perform audio 

processing, to provide multimedia services to the users. 
Though, audio processing functions are not as compute 
intensive as video functions; hence, for the sake of brevity, 
this paper will focus only on video capabilities. Finally, the 
VTU ME can also offer system monitoring functionalities, to 
support the system maintenance process.  

The UGDM VNFC, conversely, can handle and store all 
the needed information about participants of the CE, which 
have registered to the VTU system. 

 

1) The VTU ME 
The VTU ME can convert video streams from one video 

format to another. Depending on the type of application that 
should be provided, the source video stream could originate 
from a file within a storage facility, as well as coming in 
form of packetized network stream. Moreover, the requested 
transcoding service could be mono-directional, as in video 
stream distribution-like applications, or bi-directional, like in 
videoconferencing (see Fig. 3).  

In the VTU ME, the audio and video transcoding 
capabilities are provided by the Libav library [19], a very 
popular open source library, which can perform audio/video 
processing according to a wide set of coding standards. The 
AVConv tool from Libav is used for performing the 
conversion between audio and video formats and containers; 
while it already supports a wide variety of hardware 
accelerations, native GPU support in encoding tasks is quite 
limited, experimental and restricted only to H.264 and H.265 
standards, exploiting the NVidia NVENC hardware encoder 
of medium and high level NVidia GPUs [20]. 

 

 

 
 

Figure 3.  Simplified Media Engine Model A) Unidirectional; B) Bi-

directional 

To further benefit of HW acceleration, the AVConv tool 
running in the VTU has been modified so that VP8 video 
encoding tasks [21] can also exploit the resources eventually 
offered by off-the-shelf GPUs present in the system. In 
particular, a proprietary GPU accelerated VP8 video encoder 
can be used to this end [16][17]. The VTU server can also 
make use of other software tools, different from the Libav 
library. For instance, the use of the alternative open source 
library FFMPEG in place of Libav is not only possible, but 
also very simple and straightforward.   

The VTU ME can support a large set of video codecs, 
and in particular the most recent and popular ones, such as 
H.264, H.265 and VP8/VP9 [16][17].  

In traditional content delivery systems, the users can 
receive the video streams they have selected. Conversely, the 
VTU, through the VTU ME, also gives the users the 
possibility to originate video contents, and share them within 
a group, either in real time or as recorded video files in a 
common storage area.  

To implement low-latency, real-time video sharing 
among the users, two different types of streaming functions 
have been developed, besides the transcoding function. 

The first streaming mode is used to transmitting real-time 
or pre-recorded video contents from a user to the VTU. This 
way, an originating user can send contents in real time to the 
VTU, by means of the Real Time Streaming Protocol 
(RTSP) [22]. 

By the second VTU streaming mode, indicated as 
“broadcasting mode”, the VTU can forward any received 
content to any user in a group. We will say that the video 
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stream sent by the originating user is published by the VTU 
to the group. 

In this case, each user receives a notification from the 
ME that a video stream is being published. If interested, the 
receiving user can thus decide to access the originated stream 
in real-time. For the sake of generality, the originating user 
can also decide to publish its video stream to all the users 
registered at the VTU. Thus, the video stream becomes 
public, and not limited within a group. Video streams 
published by the users are recorded by the VTU and saved in 
a distributed storage system, to be shared at a later time.   

The broadcasting mode can use different protocols to 
transmit real-time video contents from the VTU to the users. 
Besides RTSP, also the Real Time Messaging Protocol 
(RTMP) and the HTTP Live Streaming (HLS) protocol are 
available [23][24]. 

In broadcasting mode, the source originating the video 
content can also be a video file, stored in the VTU storage 
system. This way, pre-recorded video contents can be 
streamed to single users, to an entire group or to all the users. 
This option can be used, for instance, by event organizers to 
distribute pre-defined video contents to all the participants to 
the event. 

To facilitate the sharing of pre-recorded video contents 
among users, the VTU can also provide storage capabilities. 
Typically, video contents originated by the users are shared 
through cloud-based applications, which require the 
transmission of the video file from the user’s wireless device 
to a centralized cloud infrastructure through the core 
network. Any other interested user can retrieve the video file 
of interest, by downloading it through the core network. 
However, during a crowded event, such operations are 
usually significantly slow or even impossible, due to the high 
density of users in a relatively small area, who rapidly 
saturate the backhaul connection to the core network. 
Preliminary experiments in typical crowded events have 
shown that the upload of a file of size equal to 100MB at 
peak hours can take times of the order of tens of minutes. 
Conversely, the same upload to the local VTU storage 
system, though accessed through the same WIFI network, 
can take no longer than 10 to 20 seconds.  

Thus, the VTU offers local storage capabilities to groups 
of users. This way, all the members of a group can locally 
store or retrieve contents to the group storage area, without 
accessing the core network through the backhaul connection. 
In addition, the local storage can be used by event organizers 
to stream video contents to all the users. 

The VTU ME offers a web based interface, dedicated to 
management and monitoring tasks. Such an interface is 
available only to system managers, and is accessed through 
an ad hoc web interface. To monitor the VTU status and 
performance during service, several metrics are generated 
and constantly sent at regular and modifiable basis to a user 
defined network address. Currently, monitoring data 
generated by the VTU is redirected to a local instance of 
InfluxDB database, a popular open source database solution, 
oriented to collecting and managing time-series data [25]; 
then, such records are graphically arranged and visualized 
into a browser window by Grafana, a popular dashboard for 

displaying time series metrics [26]. The collected metrics are 
related to CPU, GPU (when available), memory, and disk 
usage; also, encoding performances are captured and 
visualized, such as the number of transcoded frames per 
second. 

2) The VTU UGDM 
The VTU UGDM component collects and continuously 

monitors relevant information about participants and groups 
during a crowded event, and stores it into an ad hoc database, 
the User and Group Database. Any user connecting for the 
first time to the network during a crowded event can 
download the VTU App (described in the following sub-
section), and register to the system. This way, users are 
recorded to the VTU framework, and are permanently 
identified by a suitable randomly generated key, that remains 
unchanged for the entire duration of the event, combined 
with the user name and/or nickname. Through the App and 
interacting with the UGDM, users can then create a group, to 
share video contents. For each user, the database stores all 
the relevant information about identity, group belonging, 
connectivity, and Service Level Agreement, so as to provide 
to all the users the required type of service. The UGDM 
component also provides basic security functionalities, such 
as, for instance, user password management.  

B. VTU App 

The VTU provides an overall framework that enables 
IVSs in a simple and straightforward way. Two different 
types of interfaces are available to the users, to benefit of the 
services made available by the VTU. 

The first interface is based on web services, and is 
accessible by any browser. However, to improve user 
experience, a specific VTU App has been developed. 

Through the App, the users can interact with the 
framework. In particular, they can register to the VTU 
system, as described above. Once registered, the users can 
create groups, for sharing video contents. 

To each group, a shared storage area is assigned, where 
all the users of the group can read or write video contents. 
This storage area is private and dedicated to the group. Once 
the group is created, the users belonging to a specific group 
can benefit of the functionalities made available by the VTU. 

The simplest services accessible through the App include 
video file exchange and video chatting. In addition, other 
services can be used, not specifically linked to video 
functionalities. For instance, geo-location and/or navigation 
functions can be presently provided combined with 
augmented-reality-based applications. Though, for the sake 
of brevity, this type of services will be not further discussed 
in the following, not being related to video. 

C. VTU connectivity 

To provide IVSs now, anywhere and with any device, 
two features play a fundamental role from the connectivity 
point of view, i.e., bandwidth, and latency, both on the user 
and on the control plane. 

The 5G architecture will provide significant advances 
related to such parameters. In particular, among the goals of 
the new 5G network, some are of specific interest for IVSs 
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and crowded events. In fact, the 5G network will enable 
eMBB (enhanced Mobile Broad Band) types of services, and 
will consider scenarios with high user device densities (more 
than 10000 per km square), and low latency. In particular, in 
the 5G use cases, three latency ranges are considered: high 
(greater than 50 ms), medium (10-50 ms) and low (1-10ms) 
[3]. 

However, the 5G network will start deployment and 
operations after 2020. Thus, other scenarios must be 
considered to provide now IVSs. To this end, one solution 
presently consists in using a WIFI access network to provide 
the needed connectivity between the VTU App and the VTU 
VNF. The second option is the use of the CESCs, as 
discussed in Section III. In this case, the present 4G mobile 
network architecture can be used, in conjunction with the 
CESC. A specific solution that can be used to deploy the 
VTU in a 4G scenario can be found in [10]. Moreover, 
standardization aspects related to the use of the VTU in 4G 
and 5G scenario are discussed in [7]. 

V. THE PERVASIVE VIDEO USE CASE 

A possible IVS use case can be described by the 
following two scenarios. 

“You’re at a stadium, where a football match takes place. 
Your team scores a goal but you are not in the best position 
to appreciate it or the action was confusing and you did not 
realize who scored the goal and how. You would like to have 
the possibility to watch on your smartphone the most 
relevant actions from different points of views”  

Or: 
“You are attending a crowded concert in the front row 

close to the stage and you want to show to other friends 
attending the concert far from the stage some videos in real 
time, picturing the performance in progress. Also, the 
concert organizers could decide to show on the gigantic main 
screen a collage of real time videos coming from spectators 
to give them a more immersive and engaging experience.”  

In this type of contexts, there is an overwhelming 
demand for services that give the possibility to the users to 
have videos on their smartphones or tablets on demand, as 
services provided, for instance, by the Stadium. Also, the 
innovative aspect with respect to the traditional Video 
Content Scenario is that the users are not only the consumers 
of video contents, but also the generators, with the will to 
share with other users their video contents. 

From the technological perspective, what is needed to 
implement such type of services is a networking 
infrastructure featuring a very rapid upload and download of 
large files, such as HD videos. In addition to that, the 
possibility to process in a highly effective way video streams 
is a mandatory function to provide enhanced services. In 
particular, the capability to adapt the video format to the one 
required by the users’ devices is one of the critical functions 
needed for this type of service. In fact, video format 
adaptation, usually referred to as video transcoding, is a 
compute intensive workload, in particular with high 
definition video. The VTU, implemented in a MEC 
environment, thus represents a possible answer to that 
demand coming from the market. The HW-accelerated 

transcoding of video streams can help in reducing the 
computational workload of mobile terminals converting 
video streams from the uploaded format to one more suitable 
for the receiving terminal, increasing its battery life.  

The whole process of upload, transcoding and download 
takes place locally in the MEC server (Fig. 4) offloading the 
backhaul connection towards the core network. This reduces 
latency and avoids backhaul traffic congestion.  

To this end, the MEC server must be equipped with its 
own high performance storage where all the videos uploaded 
from the users are kept for a certain amount of time, for 
instance a week. During this period a suitable application can 
make them available on demand outside the perimeter of the 
stadium, e.g., at home. The spectators during a sporting event 
can then upload many videos and delete them immediately to 
preserve memory space on their mobile devices, having the 
possibility to choose at a later time which one to download. 

To provide these services, the Stadium or the event 
organization will then only need to make available the VTU 
App, to be downloaded on spectators’ smartphones. 

 
 

 
 

 

 

 

 

 

 

 

Figure 4.  VTU use case: providing low lantency video sevices during 

localized crowded events leveraging MEC architecture. 

VI. VTU AND HARDWARE ACCELERATION 

Although software-only functions can give acceptable 
performance in many applications, when compute-intensive 
workloads running at the data plane are of interest, such as 
those based on video data processing, quite poor results can 
be obtained. In these cases, to reach the expected 
performance, it is often necessary to consider a slightly 
different approach that involves the use of Hardware 
accelerators. In general, managing HW accelerators and 
making them transparently available to every VNF goes 
against the assumption of every virtualized environment, of 
having a uniform HW platform made of CPU-only 
computing elements. The presence of HW accelerators 
bound to a virtual function implies the use of a SW layer that 
must be HW-aware, thus significantly complicating system 
management operations and scalability [5][14]. Though, the 
advantages of HW acceleration can be so preponderant, in 
particular when performance, latency or Service Level 
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Agreement (SLA) requirements are challenging, so that not 
considering them can push a commercial product out of the 
market. In fact, acceleration is not just related to 
performance, but also to the reduction of the number of 
physical servers, footprint, network appliances and power 
consumption. In short, it can make the difference in the 
commercial proposition of a product.  

A distinctive feature of the VTU is the possibility not 
only to run on general purpose CPUs but also to exploit the 
Hardware acceleration provided by a GPU, to improve the 
compute performance of video codecs. To this end, two 
different architectural approaches can be used. The first one, 
also known as “cooperative CPU- GPU” makes use of a 
GPU to offload the most compute-intensive functions of the 
video codec (usually, the Motion Estimation block), while 
the main algorithm is kept running on the CPU. The second 
approach, conversely, uses full HW implementation of video 
codecs. Today, various HW versions of the most popular 
encoding schemes, such as H.264, HEVC, VP8 and VP9, are 
available [20][21]. The fully HW approach can provide 
higher compute performance than cooperative CPU-GPU 
algorithms. However, the HW approach very often lacks the 
flexibility in service management needed by service 
operators, thus the cooperative approach is still preferred in 
many real-life implementations. The VTU can adopt both 
GPU-accelerated approaches. In fact, it can use the Nvidia 
NVEnc encoder for the H.264 and H.265 encoding schemes 
[20]. Also, the CPU-GPU cooperative approach described in 
[16][17] can be used for the Google open Source VP8 
encoder.  

VII. VTU PERFORMANCE 

Many tests were carried out to achieve a full performance 
characterization of the VTU, both for the SW-only version, 
and the GPU-accelerated one.  

The SW-only version of VTU was tested on two different 
micro servers, based on ARM and INTEL X86 CPUs 
respectively. The ARM-based micro-server is a NXP 
commercial evaluation board equipped with a LS2085A 
processor (with 8x A57 cores @1.8 GHz) and 16GB DDR4 
system memory. The INTEL-based server is a commercial 
platform (GOMA  FlexPAC  Industrial portable workstation) 
equipped with an Intel Xeon E5-2630v3 2.4GHz, 8 Core 
CPU and 64 GB DDR4 RAM.  

The GPU-accelerated version of VTU was tested on the 
same GOMA server, this time equipped with one NVIDIA 
Quadro M4000 GPU. During all the tests it was verified that 
the System Memory (RAM) was not completely used, to be 
sure that the results were not influenced by the different 
quantity of RAM installed in Intel-based, rather than ARM-
based micro-servers.  

In the following, only some meaningful results are 
presented and discussed, for the sake of brevity. In all 
described tests, the same H.264 Full HD video file 
(1080x1920 resolution) was used as input. In particular, Fig. 
5 shows the results obtained with the VTU featuring the 
H.264 transcoding (expressed in frames per second) without 
HW acceleration (SW-only) and with HW acceleration 

(using a GPU). The processing implies decoding from the 
input format to the one required as output.  

The VTU provided four different video resolutions as 
output, in four different transcoding tests: VGA (480x640 
pixel), HD480 (480x852 pixel), HD720 (720x1280 pixel), 
HD1080 (1080x1920 pixel). The vertical axis represents the 
output resolution, while the horizontal axis indicates the 
achieved output frame-rate in frames per second (fps). The 
Encoder used in SW-only VTU for H.264 is X264. The 
Encoder used by the GPU for H.264 and H.265 is NVIDIA 
NVENC.  

Fig. 5 collects the results of the tests achieved with H.264 
encoders. Only one session was launched for each test. As 
one can easily see, the performance for the three HW 
platforms are very different. In particular, the ARM 
performance is very poor, to the point that it is not 
conceivable a utilization in a real-time scenario. The 
improvement achieved by using the GPU compared to a SW-
only solution is remarkable in all cases. This confirms the 
need of GPU acceleration especially in modern and future 
scenarios where even higher video resolutions are going to 
be used. Another important aspect to emphasize is related to 
the occupation of compute resources during transcoding. 
Although in SW-only mode CPU resources were completely 
occupied, (all the CPU cores were running at 100%), using 
the GPU, both CPU and GPU resources were only partially 
used. This fact led to a second set of tests in which the multi-
session performance was analyzed. In this new set of tests, 
the focus was on a single case, i.e., H.264 HD1080, 
launching 2, 4, 8, and 16 concurrent transcoding sessions. 
The results are reported in Fig. 6 and Fig. 7. 

Considering the SW-only implementation (Fig. 6), the 
performance of each single session decreases with the total 
number of executing sessions. Again, the ARM performance 
appears very low, being almost a fourth of the Intel one. 
 
 

 
 

Figure 5.  H.264 single session encoding performance (higher is better) 

measured on three different HW platforms, for different output resolutions. 
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Figure 6.  H.264 HD1080 encoding, SW-only, in multi-session 
transcoding tests (higher is better). Blue lines refer to INTEL, grey to 

ARM. Performance refers to each single session (solid line) and to 

aggregated sessions (dotted lines). 

 

 
 

Figure 7.  H.264 HD1080 encoding, using a GPU, in multi-session 

transcoding tests (higher is better). Performance refers to each single 

session (solid line) and to aggregated sessions (dotted lines). 

 
Comparing the global performance of 1 session to that 

with 2-4-8-16 concurrent sessions (aggregated fps) the result 
is very similar as you can see from the dotted lines. This can 
be easily justified considering that the CPU occupation 
during the processing is always around 100% also running a 
single session. The same is not true using the GPU (Fig. 7). 

In this case the CPU is only partially used because the 
workload is mainly offloaded to the GPU whose resources 
are, in turn not fully used (Fig. 8). Using the GPU with 16 
concurrent sessions we reach 24.75 fps for each session, for a 
total of 16x24.75=396 aggregated fps. The 396/69 ratio 
brings to a 5.7x gain in performance using the GPU respect 
to a SW-only solution. Furthermore, during the GPU test 
with 16 transcoding sessions the CPU was running at 70% 
giving it the possibility to run other tasks. This was not 
possible with SW-only solution, because in such a case the 
CPU was always 100% occupied. 

It is interesting to analyze what are the power figures of 
the three HW platforms used to run the tests (multi-session 
performance). Fig. 9 shows the power consumption, 
expressed in Watt.  

The measures have been carried out in DC, testing the 
current flowing on the reference voltages of the 
motherboards (12V, 5V. 3.3V), to the end of excluding the 
contribution of the main AC-DC power supply and having a 
more comparable setup between platforms. We used a 
current clump with a resolution of 0.1A, resulting in a 
maximum uncertainty of 1.2W (on 12V voltage rail).   

As expected, the NXP micro-server exhibits the best 
results, starting from 31W in idle state and going to 48W 
when running the VTU application. It is worth noting that 
9.5W of the 31W are dedicated to the fans that always run at 
maximum speed; if the NXP micro server could properly 
control the fan speed, its power consumption would improve 
significantly. Regarding the behavior of the Intel platform, 
with and without GPU, the results could appear unexpected 
because there are conditions in which the presence of the 
GPU does not increase the total power consumption, but 
rather decreases it. This can be explained considering Fig. 8, 
which shows the percentage of CPU and GPU resources 
occupied during transcoding (dotted lines). Let us consider, 
for example, the situation with one session. Intel platform 
consumes 119W without GPU, and 95W with GPU. 
However, while w/o GPU the CPU is running at 100% (not 
reported in the figures), with GPU transcoding requires only 
20% of CPU and GPU resources (as in Fig. 8). This is the 
reason why the power consumption with GPU is in some 
case even better (lower) than the one w/o GPU. 

Comparing the efficiency of the two solutions in term of 
performance/watt (Fig. 10), we see another important 
advantage of using the GPU. In fact, in the case of 16 
concurrent sessions (H.264-HD1080), the gain in efficiency 
using Intel + GPU is 5.4x compared to Intel (SW-only). This 
could be, in some way, expected. Less obvious is the greater 
efficiency of Intel with respect to ARM (for this particular 
application). 

Finally, Fig. 11 shows the performance of the VTU when 
the transcoding is made starting from the same input file 
used so far, but converting it to a H.265 format. This 
transcoding operation is significantly more complex from the 
computational point of view than the previous one (H.264), 
as one can see from the reduced performance respect to Fig. 
5. We did not report the ARM performance, because it is too 
low to be considered. Intel performance is very low too, and 
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the reduction in performance (and efficiency) with respect to 
the GPU reaches 10x.  

 

 
 

Figure 8.  H.264 HD1080 encoding with GPU in multi-session 

transcoding tests (performance related to each single session) with 

percentage of CPU and GPU resources utilization. 

 
 

 
 

Figure 9.  Power consumption (lower is better) of the three HW platforms 

running the H.264 HD1080 encoding multi-session transcoding tests. 

 

 
 

Figure 10.  Efficiency of the three HW platforms (expressed in 
performance/power) for H.264 HD1080 encoding in multi-session 

transcoding tests (higher is better). 

 

 
Figure 11.  H.265 single session encoding performance (higher is better) 

measured on two different HW platforms, for different output resolution. 

VIII. CONCLUSION 

This paper has presented the Video Transcoding Unit 
(VTU) application, which, leveraging MEC principles, 
brings high performance video data processing 
functionalities to the network edge, greatly improving User 
Experience with mobile terminals. The VTU can be 
implemented as a SW-only VNF, or be accelerated by a 
GPU. Specific tests have been reported, showing the clear 
superiority of the HW-accelerated implementation.  

A possible use case has been presented in which the VTU 
is used in a Stadium or in large public venues during a 
crowded event like a sporting match or a concert.  
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In future, we will promote further development of this 
platform, using it for different video services to deploy at the 
edge, such as video analytics or augmented reality. In this 
context, special focus will be on scalability of computing 
resources, to provide multi-GPU systems for massive, real-
time video transcoding.  
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Abstract—The rapidly increasing popularity of WiFi has
created unprecedented levels of congestion in the unlicensed
frequency bands, especially in densely populated urban areas.
This results mainly because of the uncoordinated operation and
the unmanaged interference between WiFi access points. In this
context, the main objective of this experiment is to assess the
benefit of a coordinated management of radio resources in dense
WiFi networks for both 2.4 GHz and 5 GHz bands, using
Radio Environment Maps (REM). This experiment has used the
w-iLab.t test environment and the portable test-bed provided by
iMINDS for indoor scenarios. It was shown that REMs can detect
the presence of interfering links on the network (co-channel
or adjacent channel interference), and a suitable coordination
strategy can use this information to reconfigure Access Points
(AP) channel assignment and re-establish the client connection.
The coordination strategy almost double the capacity of a WiFi
link under strong co–channel interference, from 6.8 Mbps to
11.8 Mbps, increasing the aggregate throughput of the network
from 58.7 Mbps to 71.5 Mbps. However, this gain comes with
the cost of a relatively high-density network of spectrum sensors,
increasing the cost of deployment. The technique of AP hand-
off was tested to balance the load form one AP to another,
although the aggregate throughput is lower after load balancing.
REMs are also capable of detecting coverage holes on the
network, and a suitable Radio Resource Management strategy
use this information to reconfigure the APs transmit power to re-
establish the client connection and increase the throughput of the
overloaded AP, at a cost of diminishing the aggregate throughput
of the network. The insights coming out from this experiment
helped to understand the opportunities and limitations of WiFi
coordination strategies in realistic scenarios.

Index Terms—Radio Environment Map; Portable Radio Test-
bed; Radio Resource Management; WiFi; Interference Manage-
ment; Load Balancing.

I. INTRODUCTION

During the last fifteen years, the WiFi technology, as a
last mile access to Internet, has experienced global explo-
sion. Nowadays, the WiFi networks carry more traffic to
and from end-user’s terminals (PCs, tablets, and smartphones)
than Ethernet and cellular networks combined. The success
of this technology is owed to its introduction in unlicensed
spectrum (ISM bands), which has furthermore allowed un-
precedented innovation in the wireless technology. However,

as the penetration of WiFi continues, the unlicensed bands are
becoming overcrowded. Unpredictable user-deployed hot spots
(smartphone) are a new source of interference and instability
that can undermine the network performance. Moreover, many
Internet of Things (IoT) devices also share the unlicensed
spectrum with WiFi, which further increases the problem scale.

In fact, interference is a limit factor of WiFi densification;
this is a result mainly because of the uncoordinated operation
and the unmanaged interference between the WiFi Access
Points (AP). In WiFi, each Access Point can only access lo-
cally available sensing information within single cell coverage.
It cannot access global knowledge on a multi-AP network and
the deployment environment, leading to a sub-optimal network
configuration.

In this context, the design of the WiFi networks is complex
because of the high-density of users and significant variability
of capacity requirements that can be strongly dependent on
location and time. The variability of the capacity demand can
be faced by deploying a dynamic network infrastructure, in
which WiFi access points can be switched on and off, can
work on different bands, and can tune their coverage range
from the network status and QoS requirements.

This paper is organized in five sections. After the intro-
duction, the second section describes the background and the
motivation of the work. In Section III, we describe the test-
beds and define the setup environment of the experiments. The
fourth section presents the experimental results with different
measurements and scenarios. Conclusions and future work are
drawn in Section V.

II. BACKGROUND

Recently, we conducted a set of experiments in a pseudo-
shielded WiFi test-bed, to assess and verify the benefit of
a coordinated approach for interference management in
dense WiFi networks on the 2.4 GHz ISM band, which
make use of realistic Radio Environment Maps (REM) [1].
Other research work also supports that the REM of the
target coverage area is an important input for interference

155

International Journal on Advances in Telecommunications, vol 10 no 3 & 4, year 2017, http://www.iariajournals.org/telecommunications/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



management and coordination strategies [2]; Other studies
have recently demonstrated the potential economic value
of WiFi coordination in dense indoor experiments [3] or
proposed a secured framework to achieve optimal RRM in
residential networks, using distributed channel assignment
algorithm [4]. Thus, the use of efficient of Radio Resource
Management (RRM) strategies, supported by REMs, have
emerged as a valid combination to optimize spectrum usage
[5].

The REM is a dataset of spectrum occupancy and
interference levels computed based on raw spectrum
measurements, propagation modeling and spatial interpolation
algorithms [6]. Radio Resource Management (RRM)
algorithms can use REMs to optimize the overall network
performance.

In [1], we experimentally verified that a coordinated
approach of the RRM of channel frequency and power,
combined with the use of REMs, can increase the performance
of WiFi networks in dense deployment scenarios. To extend
this study further, the main objective of this experiment is to
assess the benefit of a coordinated approach in dense WiFi
networks also in the 5 GHz ISM band, using realistic Radio
Environment Maps and an implementation-oriented approach
in two wireless environments: the pseudo-shielded test-bed
w-iLab.t, and a common office building. Besides interference
management, we will also verify the potential of REMs
for load balancing and hole detection in WiFi networks.
An important performance metric is the gain in terms of
average throughput, comparing the coordinated approaches
with the legacy uncoordinated approach. We are interested
in measuring the average capacity gain, when using market
available and low-cost spectrum sensors in very dense indoor
scenarios. The results of this experiment are very useful from
a business perspective and industrial research, to realize if
the actual coordination gain is sufficient enough to justify
the investment in the sensing and the signaling infrastructure
needed to implement a WiFi coordination scheme in realistic
scenarios [6].

III. EXPERIMENTAL SETUP AND ARCHITECTURE

This section defines and describes in detail the setup envi-
ronment. The experiments were divided in two distinct phases:

• Phase 1: Assessment of WiFi coordination in dense
indoor scenario using the w-iLab.t test-bed, at 2.4 GHz.

• Phase 2: Assessment of WiFi coordination in dense
indoor scenario (two floor building) using a portable test-
bed, at 2.4 GHz and 5 GHz.

For each of the two phases, we ran several experiments:

• Intra-network co-channel interference;
• Intra-network adjacent-channel interference;
• Non-overlapping (optimal) channels assignment;
• Channel reallocation triggered by external interferences;
• Load balancing;
• Hole detection.

Fig. 1. Generic Setup diagram for the experiment.

A. Setup architecture

The setup diagram of the demonstrator, depicted in Figure 1,
encompasses four major components, as briefly explained in
the following:

• A network of spectrum sensors (energy detectors) that
report spectrum measurements to a database.

• A REM builder module that computes the radio envi-
ronmental maps based on measurements stored in the
spectrum database, the positions/configurations of radio
transmitters (AP), indoor propagation models and spatial
interpolation algorithms.

• The RRM that optimizes the overall WiFi network in
terms of channel and power allocation based on the REM.

• WiFi APs that receive the configuration settings and
reports performance metrics to the RRM module.

B. Test-bed and resources allocation

Besides the available WiFi hardware, both portable and
w-iLab.t test-bed offers several software tools to setup, control
and gather radio measurements. We used the java-based frame-
work jFed [7] to configure the test-bed nodes. jFed is also used
to activate nodes, install the Operating System, and SSH into
the nodes. OMF6 [8] controls all the experiments, using scripts
written with OMF Experiment Description Language (OEDL)
[9], which is based on the Ruby programming language. The
experiment description with OMF6 is structured in two main
steps:

1) First, we declare the resources to be used in the experi-
ment, such as applications, nodes, and related configu-
rations, such as Wi-Fi channels and transmitted power;

2) In the second step, we define the events that triggers the
experiment’s execution, and the tasks to be executed.

The Iperf traffic generator tool [10] generates data for each
link using a client – server configuration. All links parameters
are recorded during 100 s for all experiments. This ensures
that the radio signals for the links under test are on the air
and stable. The measurements data are extracted during the

156

International Journal on Advances in Telecommunications, vol 10 no 3 & 4, year 2017, http://www.iariajournals.org/telecommunications/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



experiment using OML [11]. OML is a stand-alone tool that
parses and reports all the measurements to a database (SQLite3
or PostgreSQL) installed on the experiment controller server
of the test-bed.

1) Phase 1 – w-iLab.t test-bed: All experiments took place
in a shielded environment in the w-iLab.t test-bed (Ghent
– Belgium), a cognitive-radio test-bed for remote experi-
mentation [12]. The nodes are installed in an open room
(66 m by 21 m) in a grid configuration. Figure 2 shows
the testing area and the locations of the nodes, represented
by black numbered circles. Each node has one embedded
PC (ZOTAC) with two wireless IEEE 802.11 a/b/g/n cards
(Spartklan WPEA–110N/E/11n), a spectrum sensor (Wi-Spy
USB spectrum analyzer), one Gigabit LAN, and a Bluetooth
USB 2.0 Interface and a ZigBee sensor node [13].

We have selected 5 equidistant links in a client – server
configuration, represented by a black arrow in Figure 2. The
distance between adjacent links is 12 m, and for each link, the
distance between the client node and the AP node is 3.6 m.
The red arrow represents the interfering link, with a separation
of 12.5 m between nodes.

2) Phase 2 – Portable test-bed: The second phase of the
experiment took place on a building at the School of Techno-
logy – Polytechnic Institute of Castelo Branco. The building is
60 m by 25 m wide. The building is divided in two floors, as
depicted in Figure 3(a) (Floor 0) and Figure 3(b) (Floor 1). The
walls are 20 cm thick and built with clay bricks and concrete,
and the separation floor is made of 50 cm thick reinforced
concrete. A staircase give access to both floors as depicted on
the bottom left corner of both figures. Each WiFi node has
one Intel NUC Embedded PC (NUC), with a wireless IEEE
802.11 a/b/g/n Qualcomm Atheros AR928X (PCI-Express), a
spectrum sensor (Wi-Spy USB spectrum analyzer) and one
Gigabit LAN interface.

Two radio links were installed on Floor 0:

• Link 2 connects NUC8 (client) and NUC7 (AP). The
nodes are located next to the ceiling of a corridor,
with Line of Sight (LOS) condition between nodes (Fi-
gure 3(a)). The distance between nodes is 8.5 m.

• Link 3 connects NUC6 (client) and NUC3 (AP). As
already explained before, NUC6 is located on Floor 0,
below NUC3. The dashed line from NUC3 and NUC6 re-
present the best propagation path between nodes, through
the staircase between Floor 0 and Floor 1. The distance
between NUC7 and NUC6 is 13.4 m.

Three radio links were installed on Floor 1:

• Link 4 connects NUC1 (client) and NUC2 (AP). The
nodes are located on separated rooms with no Line of
Sight (NLOS) between nodes (Figure 3(b)). The distance
between nodes is 9.6 m.

• Link 1 connects NUC5 (client) and NUC4 (AP). The
nodes are located on a corridor with LOS between nodes
(Figure 3(b)). The distance between nodes is 9.5 m.

• Link 3 connects NUC6 (client) and NUC3 (AP). NUC6
is located on Floor 0, below NUC3. The dashed line from
NUC3 and NUC6 represent the best propagation path
between nodes, through the staircase between Floor 0 and
Floor 1.

The distance between NUC2 and NUC3 is 12 m.

C. Radio Environment Map builder

The REM is a dataset of spectrum occupancy computed
based on raw spectrum measurements, propagation modeling
and spatial interpolation algorithms.

There are several methods to compute REMs available
on the literature, with different interpolation approaches and
based on space and time spectrum measurements. One of
the most commonly used methods is the Inverse Distance
Weighted Interpolation (IDW) [6]. Despite the ”bull’s eyes”
effect, this method is relatively fast and efficient, and presents
good properties for smoothing REM. To decrease the sensitive-
ness to outlier measurements, we have implemented a modified
version of IDW method, which calculates the interpolated
values using only the nearest neighbor’s points.

To compute the REM, the exact position of each radio node
on the w-iLab.t test-bed area is defined as shown in Figure 2.
REMs are computed using Matlab to facilitate the integration
with the RRM algorithms, also implemented in Matlab.

D. RRM coordinating strategies

The RRM optimizes the overall WiFi network configuration
in terms of channel, and power allocation based on the infor-
mation provided by the REM. The adopted RRM strategies
during the experiments are the following [2]:

• Strategy 1: Allocate the WiFi links to disjoint, non-
overlapping bands and use minimum possible transmit
power for each WiFi link;

• Strategy 2: Optimize the transmit power of multiple WiFi
links, when interference is detected.

IV. MEASUREMENTS

After describing the setup architecture and the test-bed
resources, we will explain the experimental measurement
campaigns. Each set of measurement aims at studying the
influence of measurable interference characteristics on the
throughput of the WiFi network under study. The process was
structured in four steps:

1) Spectrum measurements from the spectrum sensors in
all WiFi frequency channels;

2) Compute the REMs based on spectrum measurements
and IDW algorithm;

3) Measure and record the throughput of the radio links;
4) Apply the coordination strategy, e.g., reconfigure the

channel allocation or the transmitted power of each APs.
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Fig. 2. w-iLab.t test-bed environment (Phase 1): Distance between AP and client is 3.6 m for Links 1, 2, 3, 4 and 5, and 12.5 m for the Interfering Link.

(a) (b)

Fig. 3. Portable test-bed (Phase 2): (a) Floor 0 of the building, with the location of Link 2 (NUC7 and NUC8). Link3, represented with a dashed line,
connects NUC6 and NUC3, installed on Floor 1; (b) Floor 1 of the building, with the location of Link 1 (NUC1 and NUC2) and Link 4 (NUC4 and

NUC5). Link 3, represented with a dashed line, connects NUC3 and NUC6, located on Floor 0.

A. Phase 1 – w-iLab.t test-bed

1) Estimation of the path-loss propagation model: Having
a suitable propagation model is a key element to build good
REMs, therefore before running the experiments, we have
measured the path loss between the clients and the APs in the
w-iLab.t test environment to estimate the propagation model
parameters. Since most of the nodes are in Line–of–Sight
(LoS) and relatively closed to each other, as shown in Figure 2,
we have considered a Free Space Path Loss (FSPL) model:

L = n (10log10 (d) + 10log10 (f)) + 32.45 (dB) (1)

Where L is the path loss in dB, d is the distance in meters,
f is the frequency in GHz and n is the path loss exponent,
which is 2 in the FSPL model. The path-loss measurement
process was implemented as follows:

1) Setup one node as an AP with 5 dBm transmit power
(PTx) on WiFi Channel 1 (f = 2.412 GHz), and all the
other nodes as clients.

2) For each client:

• Measure the Received Signal Strength Indication
(RSSI) of the AP, denoted as PRx.

• Measure the distance d between the client and the
AP.

3) Setup a different node as AP and the remaining nodes
as clients.

4) Repeat steps 1), 2) and 3).

The blue dots on Figure 4 represent the results of the
measurement campaign.

Considering Friis transmission equation, L = PTx (dBm)−
PRx (dBm), combined with (1), we compute an estimate of
the path loss exponent n [14],
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Fig. 4. RSSI measurement campaign (blue dots) and corresponding fitting
curve (red line).

PTx − PRx = n (10log10 (d) + 10log10 (f)) + 32.45

⇔

n =
PTx − PRx − 32.45

10log10 (d) + 10log10 (f)

(2)

Using (2) with the Fitting Toolbox provided by Matlab
and the measured RSSI (PRx), the value of n was found to
be 2.097, with a 95% confidence bounds [2.084, 2.109]. This
experimentally determined value corresponds to what we are
expecting for a LoS scenario. The red curve in Figure 4 shows
the result of the fitting process.

Appropriate AP power levels are essential to maintaining
a coverage area, not only to ensure correct (not maximum)
amount of power covering an area, but also to ensure that
excessive power is not used, which would add unnecessary
interference to the radiating area. Transmitted power can be
minimized to reduce interference among the APs.

Considering a typical baseline signal strength of -65 dBm
for the WiFi received signals coming from adjacent cells, using
(1) and n = 2.097, we have computed the optimal transmit
power as a function of the distance, as depicted in Figure 5.
This study is important to setup the initial APs transmit power
to ensure a suitable cell coverage. Considering that 12 m is
the separation between adjacent WiFi cells in the experiment
set-up (Figure 2), the APs transmit power are set at 0 dBm,
unless otherwise noted in the following experiments.

2) Experiment 1 – Assessment of the channel distribution
influence on the throughput: The aim of this experiment is to
assess the influence of channel distribution on the throughput,
and verify the worst-case reference scenario in terms of intra–
network co-channel interference, e.g., when all APs assigned
to the same channel ( Channel 1 – 2.412 GHz).

Fig. 5. Transmit power as a function of the distance, for -65 dBm received
power baseline.

The average values of the measured throughput for each link
and the aggregated throughput of the WiFi network are shown
in Table I. As expected, the low values of link’s throughput
are due to the strong co-channel interference that limits the
overall performance of the network. Note that this is a worst-
case reference scenario in terms of co-channel interference.

TABLE I. THROUGHPUT RESULTS FOR EXPERIMENT 1.

Throughput
Experiment 1 Channel Number (Mbps)

PTx = 0 dBm
Link 1 1 5.25
Link 2 1 4.02
Link 3 1 3.93
Link 4 1 3.86
Link 5 1 5.28
Aggregated Throughput (Mbps) 22.34

3) Experiment 2 – Considering non-overlapping channels
assignment: With this experiment, all APs are configured with
non-overlapping channels: Channel 1 (2.412 GHz), Channel 6
(2.437 GHz) and Channel 11 (2.462 GHz). The measured
throughput presented in Table II clearly shows the advantage
of using non-overlapping channels in the WiFi planning. With
a transmitted power set to 0 dBm on each APs, the measured
aggregated throughput is 71.50 Mbps, i.e., more than three
times higher than the value in Experiment 1 (22.34 Mbps).
However, if the transmitted power PTx is increased to 5 dBm,
the aggregate throughput decreases to 66.05 Mbps, because
of the higher co-channel interference between Link 1 and
Link 4, and between Link 2 and Link 5. Note that according
to [1], with 5 dBm, the APs have 22 m coverage radius. This
channel configuration is the baseline scenario for the following
measurements of Phase 1.

4) Experiment 3 – Channel reallocation triggered by co-
channel interference: The setup for Experiment 3 has the same
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TABLE II. THROUGHPUT RESULTS FOR EXPERIMENT 2.

Throughput Throughput
Experiment 2 Channel (Mbps) (Mbps)

Number PTx = 0 dBm PTx = 5 dBm
Link 1 1 13.27 12.16
Link 2 11 11.76 10.50
Link 3 6 21.54 21.56
Link 4 1 12.57 11.18
Link 5 11 12.36 10.65
Aggregated Throughput (Mbps) 71.50 66.05

TABLE III. THROUGHPUT RESULTS FOR EXPERIMENT 3.

Throughput Throughput Throughput
Experiment 3 Channel (Mbps) (Mbps) (Mbps)

Number PI=0dBm PI=7dBm PI=15dBm
Before RRM strategy

Link 1 1 12.12 12.30 12.3
Link 2 11 6.80 7.08 6.98
Link 3 6 21.59 21.63 21.61
Link 4 1 11.27 11.23 11.07
Link 5 11 6.88 6.83 6.75

Aggregated
Throughput 58.67 58.96 58.70

(Mbps)
After RRM strategy

Link 1 6 13.27 13.12 13.10
Link 2 1 11.76 11.62 11.56
Link 3 6 21.53 21.55 21.61
Link 4 11 12.57 12.73 2.70
Link 5 1 12.37 12.41 12.40

Aggregated
Throughput 71.47 71.43 71.38

(Mbps)

non-overlapping channels allocation as in Experiment 2, with
an additional interference Link active at Channel 11, placed
next to Link 2, as depicted in Figure 2. Three different inter-
ference power levels (PI ) were applied during the experiment
{0, 7, 15} (dBm). The computed REMs at Channel 11 for
different interference link’s power are shown in Figure 6(a).
The color gradient represents the computed power in dBm
for a channel at location (x, y). The location of the nodes is
added as an additional layer (black circles). The yellow dots
are due the ”bull’s eye” effect typical of the IDW interpolation
algorithm and should be discarded. By observing the REMs,
we can detect not only Link 2 and Link 5, but also the extra
radio activity coming from the interfering link. Note that the
detection of this interfering link will trigger the coordination
strategy in the WiFi network.

The results from Table III show an overall network through-
put decrease, compared with the results from Experiment 2,
mainly due to the interference from the interfering link on
Link 2 and Link 5. However, the results indicate that the
variation on the power level of the interferer does not have
a strong impact on the aggregate throughput.

From the REM information, the coordination strategy re-
allocates the WiFi channels among the APs, to avoid strong
co-channel interference. The REM for Channel 11, depicted
in Figure 6(b), shows a clear spatial separation between the
interference source and Link 4.

TABLE IV. WEIGHTING FACTOR ACCORDING TO THE FREQUENCY
SPACING BETWEEN CHANNELS.

n Frequency Spacing Weight
(MHz) (dB)

1 5 0
2 10 -10
3 15 -19.5
4 20 -28
5 25 36.5

Table III shows a significant throughput increase from
58 Mbps to 71 Mbps thanks to the coordination strategy. The
aggregate throughput is now close to the values obtained with
Experiment 2, i.e., without any interference Link. Once again,
the results indicate that the variation on the power level of
the interferer does not have a strong impact on the aggregated
throughput.

5) Experiment 4 – Channel reallocation triggered by adja-
cent channel interference: With this experiment, we want to
understand how the WiFi network is affected by strong adja-
cent channel interference and how effective is the coordination
strategy under such circumstances. The interfering link is set
to operate on Channel 10, while Link 2 uses Channel 11. In the
case of adjacent channel interference, the REM generated for
channel X must take into account the power received from
adjacent channels X ± n ∈ N, weighted according to the
spectral mask of the filter present at the WiFi receiver [15]. The
weighting factors of the transmit mask are listed in Table IV
and represented in Figure 7. Note that each WiFi channel is
22 MHz wide, but the channel separation is only 5 MHz. As
an example, the power of the 4th adjacent-channel should be
reduced by 28 dB to be correctly used in the computation of
the REM.

The results from Table V show an overall network through-
put decrease, compared with the results obtained from Ex-
periments 3 and 4. This result shows that the first adjacent-
channel interference leads to a higher throughput degradation
than a co-channel interference (no–interference: 71.5 Mbps,
co–channel interference: 58.6 Mbps and adjacent–channel
interference: 56.7 Mbps). Once again, the results also indicate
that the variation on the power level of the interferer does not
have a strong impact on the aggregate throughput.

6) Experiment 5 – Automatic power control to overcome
co-channel interference: The aim of this experiment is to
understand if automatic power control is a good strategy to
overcome co-channel interference. The setup of the network
under test has five links using non-overlapping channels, with
an additional co–channel interference link in Channel 11. The
RRM strategy in this experiment keeps the same channel
assignment of each link and increases the power of the victim
link (Link 2). The transmitted power increases in steps of 5 dB,
from 0 to 15 dBm. The remaining APs of the network under
test remains at 0 dBm, and the interfering link is set to transmit
5 dBm in Channel 11. The measured throughput is listed in
Table VI.
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(a) (b)

Fig. 6. Measurement 3. (a): REMs with Link 2, Link 5 and Interferer Link at Channel 11 with 0 dBm; (b): REMs with Link 4 and Interferer Link at
Channel 11 with 0 dBm. Color bar in dBm.

Fig. 7. IEEE transmit mask (IEEE Std. 802.11-2007).

The results suggest that, despite the increase of transmitted
power on Link 2, the overall throughput remains low and
approximately constant (roughly 58 Mbps), therefore, power
increase alone does not overcome the degradation caused by

TABLE V. THROUGHPUT RESULTS FOR EXPERIMENT 4.

Throughput Throughput Throughput
Experiment 4 Channel (Mbps) (Mbps) (Mbps)

Number PI=0dBm PI=7dBm PI=15dBm
Before RRM strategy

Link 1 1 12.17 12.23 12.11
Link 2 11 4.63 3.84 4.04
Link 3 6 21.37 21.33 21.23
Link 4 1 11.17 11.12 11.27
Link 5 11 7.22 9.60 8.96

Aggregated
Throughput 56.57 58.13 57.60

(Mbps)
After RRM strategy

Link 1 6 8.12 8.14 8.16
Link 2 1 7.72 7.75 7.76
Link 3 6 21.53 21.51 21.55
Link 4 11 12.08 11.97 12.2
Link 5 1 11.82 11.06 11.16

Aggregated
Throughput 61.13 60.43 60.83

(Mbps)

TABLE VI. THROUGHPUT RESULTS FOR EXPERIMENT 5 AFTER
AUTOMATIC POWER CONTROL.

Throughput Throughput Throughput Throughput
Exp. 5 Ch. (Mbps) (Mbps) (Mbps) (Mbps)

P2=0dBm P2=5dBm P2=10dBm P2=15dBm
Link 1 6 12.30 12.32 11.47 11.43
Link 2 11 7.08 3.84 6.88 6.97
Link 3 6 21.63 21.33 21.52 21.39
Link 4 1 11.23 11.12 11.60 11.64
Link 5 11 6.83 9.60 6.90 6.83
Aggregated
Throughput 58.96 58.13 58.39 58.26

(Mbps)

strong co-channel interference. The WiFi coordination strategy
investigated in Experiment 3 is much more effective, leading
to an aggregated throughput of 71 Mbps.

B. Phase 2 – Portable test-bed

For the indoor propagation model used to create all REMs,
beside the relative position and distance between NUCs, we
also consider the following parameters on the algorithm:

• Wall penetration Losses: 5 dBm
• Floor penetration Losses 18 dBm
• Height of each floor: 5 m

All experiences were conducted for both 2.4 GHz and
5 GHz frequency bands.

1) Experiment 1 – Full co-channel interference: In this
first experiment, all APs (NUC2, NUC3, NUC4 and NUC7)
are configured to transmit at Channel 6 (2.437 GHz). The
objective is to have a worst-case reference scenario in terms
of co-channel interference, and to verify the influence of walls
and floor on the overall performance of the network.

REMs are produced based on the measured RSSI on each
client and for each AP. Figure 8 represents the REM computed
for Experiment 1, taken at Channel 6 and 17 dBm transmit
power. The color gradient represents the computed power in
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dBm for a channel at location (x, y). The location of the nodes
is added as an additional layer (black circles) along with the
corresponding link (black lines).

On the first floor (Figure 8(b)), the uniform red color on
the REM is the evidence of a high-power level transmitted
at Channel 6. The walls between Link 4 and Link 3 or
Link 1 have little influence on the propagation of the signal,
and cannot avoid co-channel interference. On the other floor
(Figure 8(a)), the REM shows the position of the single AP
present on that floor (NUC7 - Link 2). The high color contrast
suggests that the influence of other APs located on the first
floor is low, mainly caused by the presence of a thick floor.

The throughput for each link is computed at different
transmitted powers and frequency bands, and the aggregated
throughput results are presented in Figure 9 (solid lines). As
expected and from the analysis of the REMs, all links from
the first floor (Link 1, 3 and 4) are strongly interfering with
each other. This effect is more visible when the transmitted
power is 17 dBm.

For lower transmit powers, in particular between 0 and
5 dBm, the clients are outside or on the edge of the coverage
area of the AP, which cause a low throughput. This is
particularly evident for Link 3, as shown in Table VII, with
a client on one floor and the AP on the other. This effect is
even more evident for the 5 GHz band measurements.

The only link that present good results in the single link lo-
cated on Floor 0 (Link 2). At 2.4 GHz, this link present higher
throughput values, but as the transmit power is increased the
throughput decreases due to co-channel interference with the
other links. At 5 GHz, where the coverage area is lower for
the same transmit power, better throughput results are attained
at any transmit power, exception made at 14 dBm, probably
due to bad measurement procedures.

2) Experiment 2 – Considering no-overlapping channels
assignment: On the second experiment, all APs (NUC2,
NUC3, NUC4 and NUC7) are configured with no-overlapping

TABLE VII. THROUGHPUT RESULTS FOR EXPERIMENT 1 WITH THE
PORTABLE TEST-BED.

Throughput Throughput Throughput
Experiment 1 Channel (Mbps) (Mbps) (Mbps)
Portable test-bed Number PI=0dBm PI=8dBm PI=17dBm

2.4 GHz
Link 1 6 0.16 4.68 2.77
Link 2 6 13.66 4.32 1.59
Link 3 6 0 0.45 0.58
Link 4 6 3.98 9.74 1.37

Aggregated
Throughput 56.57 19.19 6.31

(Mbps)
5 GHz

Link 1 48 20 0 0
Link 2 48 27.25 27.34 28.27
Link 3 48 0.01 0 0
Link 4 48 0 0 0.02

Aggregated
Throughput 47.26 27.34 28.29

(Mbps)

channels and variable transmit power between 0 dBm and
17 dBm. Both 2.4 GHz and 5 GHz frequency bands are tested.

The results shown in Table VIII are consistent with the
strategy applied on this experiment, even for Link 3, with a
client on one floor and the AP on the other. The increase
of the aggregate throughput presented in Figure 9 (dashed
lines) reflects the advantage of a coordinated approach. As
an example, for the 2.4 GHz frequency band, and compared
with the previous Experiment 1, the aggregated throughput
has increased from 6.31 Mbps to 49.64 Mbps when transmit
power is 17 dBm. For the 5 GHz frequency band and the same
transmit power, the aggregated throughput has increased from
28.29 Mbps to 99.77 Mbps.

3) Experiment 3 – Channel reallocation triggered by co-
channel interference: Experiment 3 setup is a WiFi network
composed by three Links (Links 1, 2 and 3), with a channel
distribution following a no-overlapping strategy. Link 4 is used
as an external interferer with a constant transmit power of
17 dBm and set to the same frequency channel as Link 3. The
objective is to trigger the RRM algorithm to reconfigure the
channel distribution, based on REMs.

According the frequency band in use during each experi-
ment, the initial channel distribution is:

• Link 1: Channel 11 or Channel 44
• Link 2: Channel 1 or Channel 36
• Link 3: Channel 6 or Channel 40
• Link 4: Channel 6 or Channel 40 (Interferer)

As an example, from the RSSI measurement on each client,
the computed REM at Channel 6 is shown in Figure 10. By
observing the REMs on both floors, it is possible to detect not
only Link 3 activity on Channel 6, but also the extra radio
signal activity coming from the interfering Link 4.

Figure 11 (solid lines) shows the measured throughput for
each link at 2.4 GHz and 5 GHz band, when the transmit
power of Links 1, 2 and 3 is swept form 0 dBm to 17 dBm.
The bold line presents the computed aggregate throughput of

TABLE VIII. THROUGHPUT RESULTS FOR EXPERIMENT 2 WITH THE
PORTABLE TEST-BED.

Throughput Throughput Throughput
Experiment 2 Channel (Mbps) (Mbps) (Mbps)
Portable test-bed Number PI=0dBm PI=8dBm PI=17dBm

2.4 GHz
Link 1 6 0.21 11.37 18.17
Link 2 11 0 16.87 9.63
Link 3 1 0 0.06 5.69
Link 4 11 2 11.19 16.15

Aggregated
Throughput 2.21 39.49 49.64

(Mbps)
5 GHz

Link 1 36 20.47 29.4 29.5
Link 2 40 0 20.47 29.23
Link 3 44 0.3 8.84 20.36
Link 4 48 0 10.39 20.68

Aggregated
Throughput 20.77 69.1 99.77

(Mbps)
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(a) (b)

Fig. 8. REMs computed during Experiment 1 for Links 1, 2, 3 and 4, at Channel 6 and 17 dBm transmit power: (a) Floor 0; (b) Floor 1.

Fig. 9. Aggregated throughput at 2.4 GHz (red lines) and 5 GHz (blue lines)
for the uncoordinated approach (solid lines) and coordinated approach

(dashed lines).

the network.
As the transmit power increases, so does the aggregated

throughput of the network, to a maximum of 19.36 Mbps for
14 dBm (2.4 GHz band) and 67.04 Mbps for 8 dBm transmit
power (5 GHz band). As the transmit power increases further,
so does the overall co-channel interference of the network
mainly at Channel 6 (or 40), causing the throughput to drop.

As shown in Figure 10, the REM allows the detection of
the interfering link. With this information, and by setting an
appropriate threshold for the minimum throughput on each
link, the RRM strategy reallocates the WiFi channels among
the APs to avoid the strong co-channel interference. Thus, after
the RRM strategy is applied, the network channel reassignment
is as follow:

• Link 1: Channel 1 or Channel 36
• Link 2: Channel 6 or Channel 40
• Link 3: Channel 11 or Channel 44
• Link 4: Channel 6 or Channel 40 (Interferer)

After the RRM channel reassignment, throughput measure-
ments shown in Figure 11 have significant increase from
19.36 Mbps to 46.9 Mbps on the 2.4 GHz band, and from
67.94 Mbps to 79.97 Mbps on the 5 GHz band, thanks to
the RRM strategy based on REM. The aggregate throughput
is now close to the values obtained with Experiment 2, i.e.,
without any interference Link.

4) Experiment 4 – Hole detection: This experiment is
aimed at detecting coverage holes on the network, based
on REMs, and implement a RRM algorithm to increase the
transmit power of adjacent APs next to the clients with poor or
non-existent connection with their former AP. The initial setup
consists of 4 NUCs located on Floor 1, with the following
configuration:

• NUC2: Access Point 3; Channel 6; 0 dBm transmit power
• NUC5: Access Point 2; Channel 1; 16 dBm transmit

power
• NUC4: Access Point 1; Channel 11; 13 dBm transmit

power
• NUC3: Client connected to Access Point 2; Channel 1;

17 dBm transmit power

After 100 s, Access Point 2 (Link 1) is disconnected and
the client loses connection and the corresponding throughput
drops to zero. The RRM algorithm implements a series of
actions to ensure that the client reconnects:

• Compute REM of the APs;
• Detect the absence of AP2 transmit signal on Channel 1;
• Increase the transmit power of adjacent Access Points

(AP1 and AP3) up to 16 dBm, so the client may discover
one or both APs, and connect to one of them.
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(a) (b)

Fig. 10. REMs computed from Experiment 3 with the portable test-bed for Links 3 and 4, at Channel 6 and 17 dBm transmit power: (a) Floor 0; (b) Floor 1.

Fig. 11. Aggregated throughput at 2.4 GHz (red lines) and 5 GHz (blue
lines) with the presence of an interfence Link, before (solid lines) and after

(dashed lines) the coordinated RRM approach.

Compared with the previous state, the RRM decision is to
increase the transmit power of adjacent AP1 (NUC4) and AP3
(NUC2) next to the client node with poor or non-existent
connection. This action gives to the former Link 1 client
the option to select and connect to the best AP available,
based on RSSI (AP3 – NUC2 in this experiment). Figure 12
shows the throughput evolution of the client node during the
experiment. Initially connected to Link 1, the mean throughput
was 1.7 Mbps. After losing connection with AP2, the new
connection with AP3 (Link 2) was set with a mean throughput
of 19.4 Mbps.

5) Experiment 5 – Characterization of the building floor as
a WiFi barrier: In this experiment, the objective is to verify
the potential of a building floor as an effective barrier between

Fig. 12. Throughput of the network client (NUC3) – before (Link 1) and
after (Link 2) hole detection.

WiFi Links in a co-channel scenario.
As depicted on Figure 13, the setup consists of two NUCs

configured as APs, using the same frequency channel (11 on
the 2.4 GHz band or 48 on the 5 GHz band), located on
different floor, but on the same vertical alignment. Each AP
has two clients connected to it. The floor is made of concrete,
50 cm thick.

From the measurement campaign at 2.4 GHz, the building
floor is not efficient in blocking the radio signal from crossing
the concrete structure and interfering with the other WiFi link.
For Link 1, the power level of the AP located on Floor 0
suffers an attenuation of 10 dB when crossing to Floor 1. For
Link 2 AP, located on Floor 1, the signal has no attenuation,
when crossing from Floor 1 to Floor 0. However, at 5 GHz,
the building floor introduce 20 dB attenuation on both links,
when the radio signal crosses the building floor. However, the
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(a) (b)

Fig. 13. Network configuration for Experiment 5 with the portable test-bed. (a) Floor 0 with Link 2 and (b) Floor 1 with Link 1.

signal level from Link 2 is more pronounced than the signal
from Link 1 on the other floor.

The aggregated throughput computed and represented on
Figure 14 shows that the building floor is not efficient in
blocking the radio signal from crossing the concrete structure
and interfering with the other WiFi Link at 2.4 GHz. The
aggregate throughput decreases from 19.4 Mbps to 3.5 Mbps
as the transmit power increases, since co-channel interference
between Links becomes stronger. However, Link 2 presents
higher throughput, as the co-channel interference from Link 1
is lower.

At 5 GHz, the aggregate throughput increases from
16.7 Mbps to 24.6 Mbps as the transmit power increases,
which indicates that co-channel interference between links
has diminutive influence on the aggregated throughput. Thus,
the presence of concrete walls and floor can be used by the
coordination strategy to improve the channel distribution on
the 5 GHz band and increase the network capacity.

V. CONCLUSION

This paper presented the testing of WiFi coordination strate-
gies that exploits information from Radio Environment Maps,
based upon several exploratory measurement campaigns in a
pseudo-shielded test-bed environment and in a real environ-
ment using a portable test-bed. Several scenarios were tested:
Uncoordinated channels assignment, optimal coordination, in-
terference mitigation, automatic power control, hole detection
and load balancing.

The overall performance of the WiFi network depends on
a smart channel allocation. As an example, for the network
under test in the pseudo-shielded test-bed environment, we’ve
got an aggregated throughput of 22.3 Mbps in a full co-
channel interference scenario and 71.5 Mbps using a con-
figuration of non-overlapping channels. It was shown that
based on the observation of REMs, it is possible to detect

Fig. 14. Throughput of the radio signal crossing through a concrete floor, as
a function of the AP transmit power.

the presence of interfering links (co-channel and first adjacent
channel). First adjacent-channel interference leads to a higher
throughput degradation than a co-channel interference with
the same power level (no-interference: 71.5 Mbps, co-channel
interference: 58.6 Mbps and adjacent-channel interference:
56.7 Mbps). The coordination strategy that automatically
reallocates WiFi channels to avoid channel overlapping is
very beneficial (e.g., the aggregated throughput goes from
58.7 Mbps to 71.5 Mbps, the link under interference goes
from 6.8 Mbps to 11.8 Mbps). However, in case of strong co-
channel interference, the strategy of automatically increase the
power level of the victim link, when keeping the same channel
allocation, does not bring any gain in terms of measured
throughput. With the portable test-bed in a real environment,
The RRM that automatically reallocates WiFi channels to
avoid channel overlapping from an external interferer is also
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very beneficial. At 5 GHz, the aggregated throughput goes
from 62 Mbps to 79.97 Mbps, the link under interference goes
from 3.15 Mbps to 20.7 Mbps.

Moreover, it was shown that a building’s concrete floor that
separates two WiFi networks using the same channel, act as an
effective barrier at 5 GHz, but not on the 2.4 GHz band. Thus,
the presence of concrete walls and floor can be used by the
coordination strategy to improve the channel distribution and
increase the network capacity. Increasing the transmit power
on the first case (e.g., 5 GHz band) leads to a higher throughput
(from 16.71 Mbps to 24.62 Mbps), while for the second case
(e.g., 2.4 GHz band) decreases the aggregate throughput (from
19.36 Mbps to 3.54 Mbps).

For the RRM to be effective, several sensor nodes (energy
detectors) are needed to create a REM with enough spatial
resolution. The additional hardware required for spectrum
sensing, inter–cell signaling and REM building may increase
the investment by 50 %, when compared to an uncoordinated
WiFi network. However, by implementing a coordinated man-
agement of radio resources, the overall throughput in WiFi
network was increased more than 200 %, even in the presence
of interfering links.

The results coming out from this experiment may have
a clear impact in telecommunication companies and WiFi
service providers, helping to understand the opportunities
and limitations of WiFi coordination strategies in realistic
scenarios. We will use the insights form this experiment
in dense WiFi outdoor scenarios, to assess the benefit of
a coordinate management of radio resources. In particular,
WiFi coordination in shopping malls, football stadiums or
swimming pool complexes are amongst the most challenging
locations to deploy a WiFi network because of the huge crowds
in close proximity to each other and the near universal use of
smartphones by today’s customers and sport fans.

ACKNOWLEDGMENT

The research and development leading to these results
has received funding from the European Union’s Seventh
Programme (FP7) for research, technological development and
demonstration under grant agreement N.o 318389 (Fed4FIRE)
and the Horizon 2020 Programme under grant agreement
N.o 645274 (WiSHFUL).

REFERENCES

[1] R. Dionisio, T. Alves, and J. Ribeiro, “Experimentation with radio
environment maps for resources optimisation in dense wireless scenar-
ios,” in 7th International Conference on Advances in Cognitive Radio -
COCORA 2017, Apr 2017, pp. 25–30.

[2] L. P. Qian, Y. J. Zhang, and J. Huang, “Mapel: Achieving global
optimality for a non-convex wireless power control problem,” IEEE
Transactions on Wireless Communications, vol. 8, no. 3, pp. 1553–1563,
March 2009.

[3] D. H. Kang, “Interference Coordination for Low-cost Indoor Wireless
Systems in Shared Spectrum,” Ph.D. dissertation, KTH, School of
Information and Communication Technology (ICT), Communication
Systems, CoS, 2014.
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Abstract—In recent years, new Internet applications are 

raising restrict requirements and great challenges to the 

Internet. The current IP-based Internet architecture cannot 

accommodate well with these applications and cannot meet 

people’s demands as before. This is mainly caused by the 

overloading of Internet protocol (IP) address semantics, 

namely, an IP address represents not only the location but also 

the identity of a host. To address this problem, researchers 

have proposed to replace the IP namespace with separation of 

namespaces for identities and locators. In this paper, we 

propose a Unified Packet Core (UPC) network architecture 

based on Identity Oriented Network (ION) to realize the 

separation of identities and locators. The UPC architecture 

also provides a unified access network gateway, which can 

support hosts to access Internet with multiple Radio Access 

Technologies. Further, a drone prototype implementation is 

also designed and described for the validation of the UPC 

architecture. The prototype realizes the ID-based connection 

between a moving drone and a fixed stationary endpoint. It is 

also verified that the ID-based connection can be kept 

continuous even when the drone moves across different 

gateways. The prototype shows that the basic idea of 

ID/Locator separation is a feasible and positive evolution of the 

current Internet architecture. 

Keywords- ID/Locator separation; Unified Packet Core; 

identifier; locator; handover. 

I.  INTRODUCTION 

The current Internet architecture which has been built on 
top of the Internet Protocol (IP) was designed for a very 
different environment from today’s networks. Early versions 
of the Internet Protocol were designed in the 1970’s, at 
which time the primary application of Internet was a very 
rudimentary form of messages, like email. After that the 
landscape of networks has changed dramatically with the 
development of Internet technologies, and many of the initial 
Internet architecture tenets have changed too. The decade of 
90’s and early 2000’s witnessed the coming of the mobile 
era, in which cellular networks have gradually adopted IP as 
the underlying protocol and merged with the Internet in the 
3rd Generation and Long Term Evolution (LTE). From then 
on, the concept of mobility is well ingrained into the Internet 
functionality and mobile user equipment (UE) has become a 
common platform to connect people through rich mobile 
applications. Today, the 5th Generation Internet is already on 
the way to be realized, expected to bring more convenience 
to people’s life. 

These dramatic changes of Internet are now breeding 
more and more new applications such as Micro-message, 
Virtual Reality, Augment Reality [1][2][3], massive Internet 

of Things [4][5], etc. As these applications are becoming 
much more sophisticated than ever, more restrict 
requirements are also being raised and challenging the 
current Internet. The current Internet architecture, which is 
IP-based, cannot accommodate well with these applications 
and cannot meet people’s demands as they were expected to 
in terms of three main aspects.  

The first main aspect is the growing mobility connectivity. 
In recent years, communication behavior is swiftly shifting 
from PC based fixed computing to smartphone and tablets 
based mobile computing, and mobile data traffic has 
witnessed an explosion growing [6]. When a UE moves 
frequently from one place to another, the accessing gateway 
may also change consequently, which leads to frequently 
changes of IP address and brings severe problems. a) One 
problem is session interruption caused by frequently changes 
of IP address. This will further lead to severe packet loss, 
high latency, and finally cause great impacts on the quality 
of user experience. In the worst case, it may even interrupt 
the whole communication and UEs may lost each other.  b) 
Another problem caused by the frequently change of IP 
address is the rapid expansion of routing tables, which brings 
great pressure on routers with terms of CPU and RAM. The 
huge size of routing tables can also costs a long time to 
converge and thus brings great network latency. Both of 
these issues challenge the scalability of Internet [7][8], while 
the existing solutions cannot solve these problems well. For 
example, the GPRS Tunneling Protocol (GTP) needs an 
anchor at a high position of Internet, bringing traffic 
roundabout and extra latency [9]. The Distributed Mobility 
Management (DMM) employs a mobility anchor to allow a 
mobile node to remain reachable after it has moved to a 
different network, which cannot overcome the short comings 
completely [10]. The Mobile IPv6 has the problem of 
Triangle Routing and high latency [11]. c) How to access to 
heterogeneous networks also remains challenge brought by 
the growing mobility. Since radio frequency resources are 
limited, Mobile Network Operators (MNOs) will have to 
bear more costs due to an increase in the number of cells per 
unit area. It is foreseen that the future 5G mobile network 
will become heterogeneous with multi-RATs (Radio Access 
Technologies) environment, where the existing different 
RAT cells and wireless LAN networks will be integrated and 
used [12]. Thus, mobility across heterogeneous access 
methods, for example from WLAN to LTE/5G network, 
must be supported. Besides, the IP address of a mobile UE or 
a fixed end host is now strictly managed by one specific 
MNO for commercial reasons. The mobility among different 
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MNOs in heterogeneous networks also remains a challenging 
issue in the current IP-based Internet. 

The second aspect is the inter-connecting between 
different applications on mobile UEs. In most cases, the IP-
based connection between two mobile UEs is absolutely 
driven by mobile applications (like Facebook, Micro-
Message, etc.), which are monopolized by different Over-
The-Top(OTT) service providers. Since UEs can only be 
identified by identifiers of different applications on the 
Application Layer rather than the IP address on the Network 
Layer, individual UE cannot identify and communicate with 
each other across different OTT service. For example, a 
Micro-message user cannot communicate with a Facebook 
user because they cannot even “see” each other on the 
Internet. Moreover, when a UE’s IP address changes along 
with its location when it moves, the TCP session/socket with 
other hosts will be broken down.  

The third aspect is the scale of everything connected. The 
past few years has witnessed the rapid development of 
Internet of Things (IoT) and many new technologies have 
emerged to realize various IoT applications. Consequently, a 
massive number of IoT devices are being connected to the 
Internet progressively, presenting great challenges to the 
scalability of the Internet by demanding more IP addresses 
and more space in routing tables. The new features of IoT 
devices, like various types and complicated access 
environment, also propose more restrict requirements for the 
conventional Internet. Moreover, it is also a cruel issue with 
increased complexity when dealing with non-IP packets 
generated by some tiny IoT objects. 

A common consensus is that these problems are mainly 
caused by the overloading of Internet protocol (IP) address 
semantics [13]. That is, an IP address represents not only the 
location but also the identity of an end host. Therefore, 
several new schemes, such as the Host Identity Protocol 
(HIP) [14][15][16] and the Locator/ID Separation Protocol 
(LISP) [17], have been proposed to replace the IP namespace 
in today’s Internet with a locator namespace and an identity 
namespace. In these schemes, a locator namespace consists 
of locators that represent the attachment point of hosts in the 
network, while the identity namespace consists of identifiers 
(ID), also known as endpoint identities (EIDs) that represent 
unique identities of hosts. When IDs are separated from their 
network attachment position information, packets destined 
for IDs are generally forwarded with the default routing 
method by using the locators as IPs. By decoupling an 
identifier from its locator, changes of a host’s location 
become transparent to the upper layers above TCP/UDP.  

Consider the communication in the ID/Locator separation 
network between two end hosts, which are called ID hosts. 
Each host only needs to know the other’s ID before the 
connection is established, since only the ID can tell each 
other who the correspondent host is. While the locator is only 
used for packet forwarding in the Internet and it may change 
according to different access gateways. Thus, we call this 
kind of communication/connection as an ID-based 
communication/connection. In this paper, we propose a new 
network architecture called Unified Packet Core (UPC), 
based on the idea of Identity Oriented networks (IONs) [18]. 

The UPC architecture provides a unified access network 
gateway, which can support hosts to access Internet with 
multiple RATs, including 5G, LTE, WLAN, etc. The UPC 
architecture can also support ID-based communication 
between ID hosts. Further, we realize a drone prototype to 
verify the UPC architecture. In this prototype, a drone and a 
ground station are used as ID hosts. Each of them is with a 
unique and fixed ID, while their locators can change 
according to the access gateways. Our prototype ensures that 
the drone can establish an ID-based connection with the 
remote ground station. Moreover, when the drone accesses 
different gateways, the ID-based connection between the 
drone and the ground station is continuously maintained 
even when the drone’s locator changes. 

The rest of this paper is structured as follows. In Section 
II, we summary some related works of the ID/Locator 
separation networks. Then, we introduce the basic 
framework of the UPC architecture in Section III. Section IV 
describes the topology of the drone prototype and the main 
entities in the prototype. Some detail designs are also 
presented in this section, including the ID packet format, 
packet encapsulation and decapsulation. In Section V, we 
show the handover process of the prototype in detail. At last, 
this paper is concluded in Section VI. 

II. RELATED WORKS 

Over the past several years, considerable efforts have 
been made on investigating solutions for the overloading of 
IP address semantics.  Many protocols or architectures have 
been proposed based on the idea of ID/locator separation and 
some of them are briefly introduced below. 

A. Host Identity Protocol 

The Host Identity Protocol (HIP) is a famous protocol 
which aims to split the locator and the endpoint identifier 
roles of the IP addresses. HIP uses host identifiers at the host 
identity layer and IP addresses at the network layer. The 
identity layer is inserted between the transport layer and the 
network layer as a shim layer, Briefly, the HIP architecture 
proposes an alternative to the dual use of IP addresses as 
"locators" (routing labels) and "identifiers" (endpoint, or host, 
identifiers). In HIP, public cryptographic keys, of a 
public/private key pair, are used as host identifiers, to which 
higher layer protocols are bound instead of an IP address.  
By using public keys (and their representations) as host 
identifiers, dynamic changes to IP address sets can be 
directly authenticated between hosts, and if desired, strong 
authentication between hosts at the TCP/IP stack level can be 
obtained [14][15]. 

HIP does not change the architectural principles of the 
socket interface and the inserted identity layer is transparent 
to applications. In addition since it is based in public key 
identifiers it relies on well-known and proven security 
mechanisms that provide authentication, confidentiality and 
message integrity. However, the used cryptographic 
algorithms, especially those based on asymmetric key pairs, 
costs much in terms of CPU. HIP may impact user 
experience when CPU and battery power are limited in 
mobile devices. 
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B. The Locator/Identifier Separation Protocol 

The Locator/Identifier Separation Protocol (LISP) was 
originally designed and developed to solve the scalability 
problem of the routing system proposed by the Routing and 
Addressing Workshop of Internet Advisory Board. LISP is a 
network protocol that separates the conventional IP 
addresses into two new numbering spaces: Endpoint 
Identifiers (EIDs) and Routing Locators (RLOCs). It 
provides a set of functions for routers to exchange 
information used to map from EIDs that are not globally 
routable to RLOCs. It also defines a mechanism for these 
LISP routers to encapsulate IP packets addressed with EIDs 
for transmission across a network infrastructure that uses 
RLOCs for routing and forwarding. 

 Three main entities are designed in LISP, namely 
Ingress Tunnel Routers (ITRs), Egress Tunnel Routers 
(ETRs), and a mapping system. When an end host in the 
local LISP site needs to contact a remote end host, it sends a 
normal (IPv4 or IPv6) packet with the destination EID as 
destination address. This packet is intercepted by one of the 
site’s ITRs. To forward the packet, the ITR first needs to 
obtain at least one of the RLOCs of the destination ETR 
from the mapping system. Then the ITR encapsulates the 
packet with a LISP header and sends out the packet. The 
LISP header contains the locator of the ITR and the 
destination ETR. When the destination ETR receives the 
packet, it strips the LISP header and forwards it to the 
destination end host [17]. 

LISP can be incrementally deployed in the current 
Internet, while no changes are required to either host 
protocol stacks or to the "core" of the Internet infrastructure.  
However, the EID in LISP is actually still IP address. Thus, 
LISP doesn’t works as well as expected with terms of the 
mobility issue, even though there were relative drafts have 
been proposed to deal with it.  

C. Identity Oriented Network 

In order to meet the aforementioned deficiencies and 
inefficiencies of the current architecture based on IP, our 
colleagues proposed the Identity Oriented Networks (IONs) 
based on the idea of Identity and Location separation [18]. 

Since the concept behind ION is applicable to any 
underlying network infrastructure, it was proposed to work 
in a backward compatible manner with the current Internet 
and didn’t intend to change the IP infrastructure. The basic 
idea of ION is to insert a naming/identifier sub-layer in the 
protocol stack, generally as an over-layer of IP stack. The 
ION framework is briefly described in Figure 2 and the 
details are out of scope for this paper. Since identity and 
locators are separated, ION expands network layer concept 
to accommodate ID in the following manner. 

 ID layer is a distributed function responsible for ID 
management and authentication services.  

 Mapping system: An ID/location resolution system 
is introduced which maintains mappings between a 
host and its location. 
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Figure 1.  Brief framework of ION. 

 ID based connection: In order to inter-connect two 
endpoints independent of network address an ID 
aware socket connection. 

The ID oriented architecture relies on defining the ID of 
the user and a mapping or binding to the location of the user 
in order to forward traffic. The ID namespace comprises the 
whole IPv4 and IPv6 address space to enable it to 
interoperate with traditional applications, while newer 
applications can use the newly defined ID. ION architecture 
enhances traditional network layer with identity awareness. 
Some advantages ION scheme include: a) communication of 
non-IP devices such as IoT, b) a smoother and seamless 
location agnostic mobility and c) cross-silo communication 
across applications working with same network entities.. 

III. THE UPC ARCHITECTURE 

To fill the gap between the conventional IP-based 
Internet and the requirements for future networks 
aforementioned in Section I, we design a Unified Packet 
Core (UPC) architecture in this section, based on the 
framework of ION. Compared to the Evolved Packet Core 
(EPC), the UPC architecture can support ID-based 
communication by nature and provide a unified core network 
which allows ID hosts to access the core network via 
multiple RATs. 

Figure 2 shows the overview of the UPC architecture, 
which consists of mainly three new components, namely the 
Universal Access Gateway (UAG), the ID-Locator Mapping 
System (ILMS) and the Inter-Operation Gateway (IOG).  

The UAG is the edge access gateway of the UPC 
architecture. It is extended from the ION gateway and can 
support multiple radio access technologies, as well as the 
wired access. The UAG is in charge of locator assignment, 
locator registration and packets encapsulation/decapsulation. 
Specifically, when an ID host, such as the drone in the 
following prototype, is online and tries to access to a UAG 
for the first time, the UAG assigns to it an IP address as 
locator. Then the UAG registers the ID/Locator mapping 
item of the ID host to the mapping system and caches the 
item until the host leaves. Moreover, the UAG can also 
perform packet forwarding function as a legacy gateway if a 
conventional IP host accesses.  
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Figure 2.  Brief architecture of UPC. 

The ILMS, which is an extension of the ID mapping 
system in ION, is another core entity of the UPC. It stores all 
the ID/Locator mapping items that have been registered. 
Once an ID host is assigned a locater by its access UAG, the 
ID/Locator item will be registered or updated to the ILMS. If 
an ID host wants to communicate with other ID hosts, the 
accessing UAG can retrieve the demanded locator from its 
local cache or from the ILMS. The IMLS is designed as a 
distributed system and independent from all access networks. 
It helps to realize seamless mobility among heterogeneous 
networks.  

The IoG is a gateway that helps to connect UPC with the 
legacy network. Besides, the UPC also provide other legacy 
service such as AAA (Authentication, Authorization and 
Accounting) service, DHCP (Dynamic Host Configuration 
Protocol) service (mainly for locator assignment in UPC), 
Policy routing, etc. 

The protocol stack of UPC is shown in Figure 3, which is 
exactly the same with ION. An ID sub-layer is inserted in the 
legacy protocol stack, generally as an over-layer of IP stack. 
On the users’ side, hosts are aware of the separation of ID 
and Locator, and each host is assigned with a global ID. The 
ID is the only identifies that can represent a host, rather than 
the legacy IP address, which can only represent the where 
the host is. 

The UPC architecture which can support ID-based 
communication is a feasible solution to the aforementioned 
problems. Firstly, with ID/Locator separation, the network 
are no longer in charge of the mobility management. When a 
mobile UE moves, the network need not to know WHO the 
end host is, while it only cares about WHERE the packets 
should be forwarded according to the UE’s locator. Traffic 
anchors no longer exist in mobility scenario and traffic 
roundabout can be avoided. Secondly, the core network is 
decoupled with the access network completely in UPC, 
which allows seamless roaming in heterogeneous networks. 
Thirdly, the global ID of hosts enables that an ID host is 
always on line and reachable at any time. Furthermore, the 
design of ID can also accommodate well with massive IoT 
objects. Last but not the least, inserting ID layer also gives 
new possibilities to change the upper layer by having ID 
aware applications above the ID layer.  

Note that though it is easier to understand and accept the 
ID/Locator separation protocol stack as designed in Figure 3, 
there are other options. For example, the ID oriented 
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Figure 3.  Prototol stack of UPC. 

architecture may also reside directly on the L2 level 
alternatively, in which case the mapping is between the ID 
and the L2 layer MAC address.  The evolved architecture 
using ID oriented networks aims at using the IP addressing, 
but inserting an Identity layer. This also gives new 
possibilities to change the upper layer by having ID aware 
applications above the ID layer. Besides, IDs of end hosts 
may be set before leaving the factories or assigned after that 
by some organizations and this is out of the scope of this 
paper. 

IV. DESIGN OF THE DRONE PROTOTYPE 

A. Topology 

The topology of our drone prototype is depicted in Figure 
4, which mainly consists of following five kinds of entities: 

 Drone: The drone is an ID host with a unique and 
fixed ID. When it accesses a UAG, a locator will be 
assigned, which is used to locate where it is. The 
drone is equipped with a camera for shooting real-
time video when flying across different UAGs. It is 
controlled by a ground station and the video will be 
transmitted to the ground station via ID-based 
communication. In this prototype, we use the IPv6 
addresses those are with prefix 2F00 as IDs for 
convenience. 

 UAGs: Three UAGs are deployed in our prototype 
and the drone flies randomly in the area covered by 
the three UAGs. 

 Access Point (AP): Traditional APs. The drone 
access to a UAG via an AP. Only one AP is 
deployed under each UAG for the case of layer-3 
handover [19][20], which will be further explained 
in the next section. 

 Ground Station (GS): the GS, which is also an ID 
host, is the controller of the drone. It receives and 
displays the video shot by the drone. 

 ID-Locator Mapping System (ILMS): the ID 
mapping system. 

 This prototype aims to achieve the following goals: 
1) Realize an ID-based communication between two 
ID hosts: the drone and the remote GS; 2) When the 
drone’s locator changes while roaming across 
different UAGs, the ID-based communication could 
be kept continuous. 
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Figure 4.  Topology of the drone prototype. 
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Figure 5.  Changes of IP header in ID packet. 

B. Packet Format 

Packets in an ID-based communication are called ID 
packets in this prototype, while the traditional packets are 
called IP packets. As is shown in Figure 5, the format of ID 
packets in UPC changes accordingly with the protocol stack. 
The main change in ID packet lies in the IP-layer header. 
The tuple <src_ip, dst_ip> in a normal IP packet is replaced 
by a new header of tuple <src_id, dst_id, src_loc, dst_loc> in 
the ID packet. In this prototype, the IP address in the normal 
IP packets has the same meaning with the locator in ID 
packets. 

C. Packet Encapsulation and Decapsulation 

In this subsection, we take the drone as an example to 
show how the ID packets are encapsulated and decapsulated. 
 Packet Encapsulation 

The main encapsulation process of packets in an ID-
based communication is depicted in Figure 6. 

When a normal packet is generated by the TCP layer at 
the drone, it will be first checked by an is_ID() function to 
determine whether it belongs to an ID-based communication 
according to its src_ip and dst_ip, which can be found in the 
five-tuple of TCP sockets. If the src_ip or dst_ip is with IPv6 
prefix 2F00, the packet will be further encapsulated into an 
ID packet by the id_out() function with following steps. 1) If 
the 2F00 prefix is detected by the id_out() function, the 
drone firstly tries to get the locator of the GS from local 
cache, i.e., its own cache and the UAG’s cache. 2) If fails, a 

request will be sent to the ILMS for the retrieval of GS’s 
locator according to its ID. 3) Then, the normal packet will 
be encapsulated according to the format shown in Figure 5. 
Specifically, the drone’s locator, i.e., the src_loc, is assigned 
when it accesses a UAG. The dst_loc is retrieved from 
caches or from the ILMS. Since we use the ipv6 address with 
prefix 2F00 as id, the src_id in id packet is the same with 
src_ip in the normal IP packet, and the dst_id in ID packet is 
the same with dst_ip in the normal IP packet. 4) Now, the 
original packet has been encapsulated to an ID packet at 
Layer 3 and it will be sent as normal packets to Layer 2 and 
then sent out. 

Otherwise, If the 2F00 prefix is not detected by the 
id_out(), the packet will be encapsulated as normal IP packet 
and sent out. 

At last, the encapsulated ID packet or normal IP packet 
will be sent to the access AP and UAG. The access UAG just 
treats the locator as the normal IP and forwards all packets as 
usual according to the routing table. 
 Packet Decapsulation 

The decapsulation process of ID packets is shown in 
Figure 7. Once a packet is received by the hardware of the 
drone, it will be sent to the IP layer and checked by the 
is_ID() function to determine whether it is an ID packet or 
not. If the packet is a normal IP packet, it will be sent to the 
TCP layer directly. Otherwise, it will be treated as an ID 
packet and further decapsulated by the id_in() function. The 
id_in() function strips the locator header, i.e., the src_loc and 
dst_loc fields. Then the stripped packet will be further 
handled as a normal packet.  

It should be noted that in this prototype, the ID hosts (i.e., 
the drone and the GS) are designed to be aware of ID/locator 
separation. The locator header of ID packets is encapsulated 
and decapsulated at the drone for realization convenience. In 
fact, the ID/locator separation network can also be designed 
as that the hosts are completely unaware of ID/locator 
separation, in which way the process of packet encapsulation 
and decapsulation will be embedded into gateways rather 
than end hosts. 
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Figure 6.  Packet encapsulation process. 
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Figure 7.  Packet decapsulation process. 

V. HANDOVER WITH CONTINUOUS ID-BASED 

CONNECTION 

In this prototype, we mainly aims to prove that the UPC 
architecture can realized seamless mobility without session 
being interrupted when the drone’s locator changes. Figure 8 
shows the change of data flow in the handover process. The 
drone was firstly connected to the GS via UAG1, as the 
dashed green line shows. When the drone moves out of the 
coverage of AP1, the handover will be handled. When the 
handover is finished, the drone communicates with the GS 
via UAG2, which is depicted in the red solid line. During the 
handover, UAG1 caches the packets those are destined to the 
drone but still in fly. These packets will further be forwarded 
to the drone vial UAG2 with an IP tunnel, as the blue dashed 
line shows.  

A. Handover with single Network Interface Card (NIC) 

In the first experiment, the drone is equipped with one 
NIC. When the drone moves out of the range of its access 
AP, a handover process must be handled. Since the layer-2 
handover does not lead to changes of locator, we only 
consider the layer-3 handover in this prototype. Only one AP 
is deployed under each UAG for convenience of layer-3 
handover. When the drone flies across different APs, its 
locator changes and a layer-3 handover will be activated. 

The detail handover process is shown in Figure 9.  
Step 0: the drone, with ID 2F00::1 and locator 10::2 

assigned by UAG1, has already established an ID-connection 
with the GS, whose id is 2F00::2.  

Step 1: Once the signal strength of current AP is lower 
than a threshold, the handover process will be activated. 
Then the drone sends a handover notification to UAG1. 
Upon receiving the notification, UAG1 will send a 
confirmation to the drone. 

Step 2: UAG 1starts to cache packets with dst_loc or 
dst_ip equals to the drone’s old locator 10::2.  

 

Internet

UAG1 UAG2

ILMS

access1
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IP:  11::1

access2

ID:  2F00::1

Locator:  10::2
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New data flow

Ground Station
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Figure 8.  Data flow during the handover. 

Step 3: After receiving the confirmation from UAG1, the 
drone disconnects from the AP under UAG1 and starts to 
send probe requests on other channels. If success, a new AP 
will be selected, say AP 2 under UAG2. The drone tries to 
connect with AP2. If success, the drone will get a new 
locator 11::2, which is assigned by UAG2.  

Step 4: Then the drone uses the new locator to notify the 
ILMS and the GS that its locator has changed from 10::2 to 
11::2. The ILMS and the GS then update their mapping item 
related to ID 2F00::1 and return the confirmation to the 
drone. At the same time, the drone will also send its new 
locator to UAG1, notifying UAG1 that it has successfully 
finished the handover and requests for the cached packets. 
Upon receiving the notification, UAG1 also sends a 
confirmation to the drone. 

Step 5: With the same ID 2F00::1 and the new locator 
11::2, the drone continues the old ID-based connection with 
the GS. The packets in fly will also be tunneled to the drone 
according to its new locator via UAG2. 

Though the NIC must change its working channel, which 
brings interruption on the Physical layer, the session on 
upper layer is not interrupted. From the view of the GS, the  
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Figure 9.  Handover process with single NIC. 
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corresponding node in the ID-based connection is always the 
drone with ID 2F00::1 during the handover process. Thus, 
change of the drone’s locator is transparent to the upper 
layers including TCP/IP, and the ID-based connection can be 
kept continuous.   

B. Seamless Handover with two NICs 

To improve the performance of the handover, we then 
equip the drone with two NICs for another experiment. Two 
NICs on the drone take turns to perform the function of data 
transfer and probe. The process is detailed in Figure 10. 

Step 0: Initially, the drone is using NIC_1 as the data 
card to associate with AP1. Locator (10::2) of the drone is 
associated with NIC_1. At this time, NIC_2 is idle and ready 
for probing other available APs around.  

Step 1: When the signal strength of the current AP is 
lower than the threshold, NIC_2 is waked up to probe new 
APs.  

Step 2: Once a new available AP (say AP2 under UAG2) 
is discovered and selected, the drone tries to establish new 
connection with AP2 via NIC2, and NIC2 will be assigned a 
new locator 11::2 by UAG2 (via AP2).  

Step 3: Notifications will be sent to both ILMS and the 
GS, informing that the current valid locator of the drone is 
11::2. Note that at this time, the drone has two different 
locators and one unique ID 2F00::1. 

Step 4: The subsequent ID packets, destined to ID 
2F00::1, from the GS to the drone will be forwarded with 
the destination of new locator 11::2 via UAG2, then finally 
to the drone. Besides, the connection between NIC_1 and 
AP1 will be held for a period of time for receiving the 
packets in fly, which are still forwarded with the old locator 
10::2. 

Step 5: At last, the drone disconnects with AP1. Now, 
NIC2 is in charge of data transfer instead of NIC1, which is 
idle and waiting for the next handover. 
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Figure 10.  Handover process with two NICs. 

During the handover process, since the end hosts of the 
ID-based connection are always ID 2F00::1 and ID 2F00::2, 
change of the drone’s locator is transparent to the upper 
layers above including TCP/IP, and the ID-based connection 
can be kept continuous. 

VI. CONCLUSION 

In this paper, we proposed a Unified Packet Core 
architecture based on the Identity Oriented Networks, in 
which ID is designed as the only identifier of hosts, while the 
locator is only used for routing and packet forwarding. A 
relative prototype was also designed to realize the ID-based 
communication. Some protocol principles are also presented 
to define the format, as well as encapsulation/decapsulation 
of id packets. The prototype was proven to be able to support 
ID-based communication and seamless roaming of ID hosts. 
As the basic idea of ID/Locator separation is now widely 
accepted by researchers and Internet organizations such as 
IETF. This paper shows that this basic idea is a feasible and 
positive evolution of the current IP-based Internet Protocol.  

In the future, there still remains many important issue to 
be dealt with before the universal deployment of the 
ID/Locator network architecture. The ID/Locator mapping 
system, which is at the heart of the ID/Locator network 
architecture, is the first issue to be considered. An ideal 
mapping system should be high reliable and with high 
efficiency. How to design such a mapping system still 
remains an important problem. Secondly, in order to realize 
the interoperation among different ID/Locator solutions, a 
generic control plane is also necessary to be design. Last but 
not the least, the publication and management of identifiers 
also needs to be considered carefully. All these issues will be 
further investigated in our future work. 
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Abstract—Network traffic across shared bottleneck satellite chan-
nels using the Transmission Control Protocol (TCP) can suffer
significant impairment due to TCP queue oscillation. In TCP
queue oscillation, the input queue to the satellite uplink alternates
between overflow and packet loss and subsequent exponential
back-off. During back-off, the queue can drain completely and
leave the link capacity idle and underused. Coding of such
network traffic across multiple Internet Protocol (IP) packets
allows packet loss to be masked from the senders to a certain
degree. This lets TCP senders maintain larger congestion windows
for longer, resulting in higher goodput rates. We argue that the
concept of tunneling coded traffic across a satellite link is a
flexible one and does not necessarily rely on a one-size-fits-all
solution. This paper discusses a number of network topologies
for the deployment of coding, from the perspective of satellite
providers, Internet service providers (ISPs), end users and third-
party entities, and looks at considerations surrounding code
design, timing, and experiment methodology.

Keywords–TCP; network coding; satellite Internet; queue oscil-
lation

I. INTRODUCTION

The present paper is an extended version of [1], which
investigates possible deployment scenarios for network-coded
tunnel solutions to bridge the bottleneck given by the following
scenario: An Internet Service Provider (ISP) on a small Pacific
island receives its international connectivity via a geostationary
(GEO) or medium earth orbit (MEO) satellite service. The
capacity provisioned is in the range of several Mbps to several
hundred Mbps, but always well below that of the networks
connected at either end (assumed to be 1 Gbps or faster). The
ISP services users on the island. The number of concurrently
active client devices could be anywhere from a few dozen
to a couple of thousand, and the ISP might observe up to a
few thousand simultaneous TCP [2] flows. For the purposes
of this paper, a TCP flow is a set of TCP packets travelling
in one direction and is characterised by a unique combination
of source and destination IP addresses and ports. Each flow
belongs to a single TCP connection (i.e., a connection typically
consists of two flows in opposite directions).

The flows across the link will typically be a heavily
skewed mix: Most flows on the link will contain at most a
few hundred bytes and will be too small and short to have

their rate controlled by TCP flow control (also known as
congestion control). Long flows, which are subject to flow
control, contribute the majority of bytes on the link, however.

Satellite links of this type present a significant challenge
to TCP: The long latency bottleneck makes it difficult for
the TCP senders of sufficiently long flows to determine the
correct congestion window [3], [4], [5], [6]. The root cause of
this effect is the ACK-based feedback mechanism in TCP: A
TCP sender interprets arriving / lost ACK packets as absence
/ evidence of congestion. However, in satellites, this feedback
typically arrives with delays of over 500 ms on GEO and over
120 ms on current MEO links (at the time of writing, only a
single MEO vendor existed, O3b, now part of SES [7], with
orbital altitudes of around 8,000 km).

This delay gives each sender a rather outdated view of the
current situation at the entrance to the bottleneck – the input
queue at the satellite gateway for the uplink. In consequence,
a sender may be encouraged by returning ACKs to increase
its congestion window even though the input queue has since
filled and is overflowing, and will now drop most additional
packet arrivals from the sender. Similarly, a sender may be
waiting for ACKs corresponding to data packets that were lost
to a queue overflow event that has since resolved, and may
needlessly reduce its congestion window. As the reduction
in congestion window is an exponential back-off, multiple
missing ACKs can quite radically reduce the goodput a sender
is able to deliver.

Moreover, in our scenario, the link in question is shared,
which means that a large number of simultaneous connections
face exactly the same congestion situation and their packet
round-trip-times (RTT) are dominated by the same latency.
This causes all participating TCP senders to act more or less
in unison when adjusting their congestion windows. Note that
this is quite different from the situation at a “typical” Internet
router, which sees connections with a wide mix of RTT values
and senders that adjust their windows in either direction at any
one time.

This effect on satellite links is known as global synchro-
nisation [8], [9], [10] and can lead to TCP queue oscillation,
where the input queue to the satellite link oscillates frequently
between empty and overflow, causing link underutilisation
when the queue is empty. Fig. 1 shows the effect of TCP
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queue oscillation on the queue sojourn time of ping [11]
packets sent at 100 ms intervals into a 120 kB input byte
queue of a simulated 16 Mbps GEO link. The queue sojourn
time is a measure of queue length and reflects the fast filling
and draining of the queue. A well-dimensioned queue drains
completely at regular intervals but does not remain empty
for extended period of time. Similarly, the queue should not
overflow for extended periods of time. The 120 kB queue
deployed here meets this requirement reasonably well.

Figure 1. Queue sojourn time experienced by ICMP ping packets transmitted
in 100 ms intervals across a simulated 16 Mbps GEO link experiencing TCP

queue oscillation. Note the rapid rise and fall in queue sojourn time at
regular intervals, which corresponds to the filling and draining of the link’s

input queue.

In addition to the work presented in [1], the present paper
considers how tunnel solutions are constrained from a coding
perspective, and how they may be evaluated experimentally.
Section II provides a brief overview of related work. Section III
explains the basic workings of the tunnel in a scenario where
the ISP on the island provides the tunnel endpoint and where
the coded traffic between the tunnel endpoints travels in the
payload of UDP packets. On this basis, Section IV discusses
the question as to where the off-island endpoint could be
located and presents a case for having multiple endpoints.
Section V describes a scenario in which a third-party entity
operates the tunnel endpoint on the island. In Section VI, we
look at the advantages and drawbacks of offering coding-as-a-
service tunnels to individual end users on an island. Section VII
then looks at various options for non-UDP communication
between the tunnel endpoints. In extension of [1], Section VIII
uses observations from real and simulated satellite links to
explore criteria that the code design must meet. Section IX then
looks at experimental approaches and introduces the Auckland
Satellite Simulator facility, followed by our conclusion.

II. RELATED WORK

The performance problem resulting from TCP queue os-
cillation has been studied in the context of satellite links for
over two decades (see, e.g., [12], [13]) and remains essentially
unsolved, despite the emergence of active queue management
(AQM) techniques and improvements in the TCP congestion
control algorithm itself [14], [15], [16].

In large parts, this is due to the fact that in our scenario,
the senders overload the queue based on feedback from the
receivers that is already enroute by the time that the queue
shows signs of filling. Any feedback from explicit congestion
notification (and even more so from random early drops)
simply arrives too late to be useful. It is worth noting in
this context that island ISPs do not normally control the TCP
version used by the hosts on the island, and have no control

whatsoever over versions used by senders on the rest of the
Internet.

Network coding [17] offers a potential part-remedy here:
By error-correcting packet losses that occur at the input queue,
it is possible to prevent premature back-off by the TCP senders,
allowing some of the lost capacity to be reclaimed. In order
to do so, the packets that one wishes to protect by error
correction coding must be encoded before the input queue: The
conventional forward error correction that is a standard feature
in many satellite terminals happens at the time of transmission
to the satellite and can only code packets that have already
made it into the queue – its function is to protect against errors
from noise and fading. TCP performance under network coding
has been investigated by other authors before [18], [19], but
not in the context of satellite links. Similarly, network coding
has been studied experimentally on satellite links, but not in
the context of TCP [20].

The basic topology investigated in this paper is a tun-
nel [21], which operates across the link and both satellite
input queues at either end. It accepts and delivers IP packets
regardless of transport layer protocol involved, such that the
end-to-end principle always remains intact. We have already
demonstrated [21], [22] that such a tunnel solution can improve
goodput for individual TCP connections, even in the presence
of a majority of legacy TCP traffic on the same link.

III. CODED TUNNELS

We begin our tour of the basic tunnel model (Fig. 2) by
introducing our players and our components and following
what happens during a TCP connection from an island end
user client to a server off-island that the user wants to access:

Off island

End user 
machines

Internet

Conventional TCP
TCP / NC
UDP tunnel

Sat
gate

TCP/NC
Encoder/
Decoder GI

Sat gate

TCP/NC
Encoder/
Decoder 

GW

(e.g., web 
server or 
other host)

Figure 2. TCP/NC network topology in a scenario where the on-island ISP
operates the local encoder/decoder. The off-island encoder/decoder may be

at an arbitrary off-island location on the Internet.

The connection begins at an end user machine on the
island. In most scenarios, we will assume that we have no
control over this machine, i.e., that we cannot assume anything
beyond the existence of a TCP/IP stack and some TCP client
program on the machine. It means in particular that we cannot
install software on the machine and that we cannot get the
user to change settings on the machine. It is this machine
that initiates the connection by sending a TCP packet to the
off-island server, with the SYN flag set. The TCP/IP stack
encapsulates this packet inside an IP packet whose source
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address is that of the client machine. Its destination address
is that of the off-island server.

On its way to the world, IP initially forwards the packet to
a local gateway router on the island, and from there possibly
along further gateway routers in the direction of the on-island
satellite gateway. In our case, we replace one of these gateway
routers by our on-island encoder/decoder GI . Since our packet
is heading off-island, we use its encoder functionality here.

The encoding works as follows: GI captures the original
IP packet and prevents it from travelling further. Instead,
GI forms sets of n successive IP packets it has captured.
Each such set is called a generation and n is the generation
size. In random linear network coding (RLNC), GI now
creates n + ω byte-wise linear combinations of all packets
p1, p2, . . . , pn in the generation, using randomly chosen coef-
ficients ci1, ci2, . . . , cin. That is, the i’th linear combination ri
that GI produces is given by:

ci1p1 + ci2p2 + . . .+ cinpn = ri. (1)

The n + ω combinations thus produced form an overde-
termined system of linear equations whose solution is the set
of original packets p1, p2, . . . , pn. In doing so, GI codes all
bytes of the incoming packets, including the headers with the
IP addresses of the island and off-island end hosts involved.
Note that in pure RLNC, the length of ri is that of the largest
of the packets p1, p2, . . . , pn.

GI now communicates this system, one equation at a time,
to the decoder GW , located somewhere on the Internet on the
off-island side of the satellite link. For this purpose, GI sends
n+ ω UDP packets to GI , with its own IP address as source
address and the IP address of GW as destination address. Each
UDP packet contains the equation for a particular i in the
form of the ci1, ci2, . . . , cin and ri. In pure RLNC, this makes
each UDP packet a little larger than the largest of the original
packets – one of the reasons to use systematic coding, which
we will discuss in Section VIII-E.

These UDP packets now travel via the satellite link and
the off-island Internet to GW , which solves the system of
linear equations. The solution consists of the original packets
p1, p2, . . . , pn, of course, which GW then forwards to their off-
island destinations. Note that GW generally only needs any n
of the n+ω UDP packets in order to decode the p1, p2, . . . , pn.
The remaining ω UDP packets are not required and can safely
be dropped along the way – for example, at the input queue
to the satellite gateway. The important point here is that we
can leave it up to the input queue to decide which packets to
drop.

Our SYN packet has now arrived at its off-island server
destination, and the server wishes to send a SYN+ACK in
response. At this point, the network topology becomes critical:
In most island scenarios, all island hosts including the satellite
gateways at either end of the link belong to a single IP subnet.
From the world’s perspective, the off-island satellite gateway
is also the IP gateway to this subnet. In this scenario, the
SYN+ACK response from the server (and any subsequent
packets from the server) are routed straight to the off-island
satellite gateway, entirely bypassing GW . This is unacceptable,

of course, since most data flows in the direction to the island
and it is important that we encode this direction in particular.

The solution is to split the subnet: End hosts in the islands
become part of a new subnet A (this could also be several
subnets), whereas the on-island satellite gateway is placed in a
disjoint subnet B. One then configures routing such that traffic
to A is routed to GW as gateway, whereas traffic to B is routed
to the off-island satellite gateway.

In this scenario, the off-island server receives the SYN
packet with a source address from network A, and thus
responds by forwarding the SYN+ACK to GW . There, GW

encodes the packet in the same way GI encodes packets in the
opposite direction. It then forwards the coded packets inside
UDP to GI for decoding and release to the island end user
machine, which completes the round-trip handshake. Further
packets between the hosts follow the same path. That is, the
packets travel trough a coded UDP tunnel between GI and
GW and vice versa.

This scenario requires the ISP on the island to either
operate GW off the island, or contract an off-island entity to
operate GW on their behalf. In many cases, it will also be
desirable to make at least network A an autonomous system
(AS) for routing purposes, in which case GW needs to be
duplicated for redundancy. The current experimental software
that we have been working with is capable of supporting two
instances of GW .

In the next sections, we will consider variations of this base
scenario.

IV. TUNNEL ENDPOINTS AND THEIR LOCATIONS

Our basic tunnel scenario above assumes that GW is
located at an arbitrary location on the Internet. As long as
the tunnel that it spans with GI covers the satellite link, it
can fulfill its purpose of masking packet loss at the satellite
gateway input queues. There are however good reasons to
consider the placement of GW carefully. The following options
may deserve consideration:

• GW could be placed in the path between the Internet
at the off-island satellite gateway (Fig. 3), or even be
a part of the satellite gateway hardware itself. In this
case, network B could use private IP addresses, and
GW simply acts as a gateway for network A as in
the previous scenario. That is, all machines on the
island could be in the same subnet of an upstream
provider’s network, save the off-island facing interface
of the on-island satellite gateway. For the ISP and/or
their upstream provider, this removes the cost of
maintaining a separate block of public IP addresses
or even a separate AS.
However, a placement at the satellite gateway requires
the competent cooperation of whichever party controls
the off-island satellite gateway: They need to install
and assist in commissioning GW or permit VSAT
terminals with equivalent built-in functionality to be
installed. In practice, one encounters a variety of
scenarios, however: One ISP owns and controls both
satellite gateways, another ISP owns and operates the
island side only and contracts to a satellite provider
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and upstream ISP off-island, and yet another buys a
turnkey solution from a satellite provider who also
controls and services the on-island satellite gateway.
We note in this context that especially in the latter
case, satellite providers often provide WAN accelera-
tors with network memory, parity packets and various
other optimisation functions – inserting GW as part of
such a solution would thus not be without precedent.

Off island

Internet

Conventional TCP
TCP / NC
UDP tunnel

Sat
gate

TCP/NC
Encoder/
Decoder GI

Sat gate

TCP/NC
Encoder/
Decoder 

GW

(e.g., web 
server or 
other host)

End user 
machines

Figure 3. TCP/NC network topology in a scenario where the on-island ISP
operates the local encoder/decoder, and the off-island encoder/decoder is
inserted in the path between off-island satellite gateway and the Internet.

• GW (or several instances thereof, labelled GW1, GW2,
etc.) could be placed close to the known primary
sources of bulk data content sought by island clients
(Fig. 4). The advantage of such a placement would
be that it would protect a longer portion of the paths
between servers and clients by coding and bridge
other potential sources of loss. However, there is an
obvious drawback: GW is no ordinary server – it needs
a significant amount of network configuration in its
environment to work. For example, the network that
GW is placed in has to advertise a route to network
A in order to draw traffic for subnet A from the bulk
data content sources. Hence, placing GW in such a
site potentially far away from both ISP and satellite
provider premises requires the cooperation of a third
party that is not only able to host GW , but also able
to arrange for its routing needs. Such partners could
potentially be difficult to recruit for an ISP based on
a remote island.

• GW could be placed at the premises of a specialised
off-island provider, who could also own and operate
the device and sell its encoding/decoding services to
the ISP on the island. An obvious advantage of this
model is that it allows a provider to specialise in this
type of service and host the GW for multiple island
installations, achieving some economies of scale. A
potential disadvantage is added latency: The latency
between off-island satellite gateway, GW and off-
island data sources may be much higher than that
between data sources and satellite gateway alone.
N.B.: This problem can be exacerbated by a failure to
peer near the off-island satellite gateway. The authors
are aware of a Pacific Island ISP whose off-island
gateway is located in Hawaii. While the island has
close cultural and economic links to New Zealand,

Off island
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machines
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TCP / NC
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Sat
gate

TCP/NC
Encoder/
Decoder GI

Sat gate

TCP/NC
Encoder/
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TCP/NC
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Figure 4. TCP/NC network topology in a scenario where the on-island ISP
operates the local encoder/decoder, and off-island encoders/decoders are

placed close to the servers on the Internet from which most of the download
content originates.

lack of peering in Hawaii at the time of writing
meant that all traffic between the island and New
Zealand also has to travel between Hawaii and the
U.S. mainland and back.

V. TUNNELS NOT INVOLVING ISPS

In all our scenarios so far, the island ISP has played a core
role as the operator of GI , if not GW . However, in principle
there is no reason why GI cannot be operated by another
party on the island. Assuming for the moment that the ISP
and satellite provider will pass UDP in both directions, any
of the ISP customers within the island network can operate a
GI to tunnel to some GW located off-island. This customer
can then spawn their own network (Fig. 5) or – in the case of
individual rather than institutional customers – simply run GI

on their own host or local NAT box.

Figure 5. TCP/NC network topology in a scenario where an on-island
encoder/decoder and the off-island encoder/decoder on the Internet are

operated by third parties.

In the case of institutional customers, the corresponding
GW could be located at an organisation’s off-island data
centre or at the premises of a specialised third party off-
island provider as discussed in the previous section. In the
case of individuals, there could also be the option of GW

being provided on a subscription or pay-as-you-go basis by an
off-island entity – an option that the next section explores.
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Any such arrangement has a number of drawbacks, how-
ever. Firstly, it almost inevitably means that only some of the
traffic on the link will be coded traffic, with the remainder
being (mostly) conventional TCP. This residual uncoded traffic
may still cause queue oscillation. While the coded traffic would
be – at least to an extent – be protected from the associated
packet loss and slow-down, the coding scheme involved would
nevertheless have to provision sufficient overhead in order
to cope with the potentially lengthy burst errors that queue
oscillation causes. This would further increase to the load on
the link.

Secondly, any overhead transmitted or received by a GI

under customer control increases that customer’s data usage.
In cases where the ISP on the island applies volume charges (a
very common scenario in the Pacific), this results in additional
cost for the customer. This may however be outweighed by
data volume savings at the application layer as customers have
to repeat fewer unsuccessful downloads.

VI. CODING-AS-A-SERVICE TUNNELS

Another possible scenario is to absorb GI into a virtual
network interface on the end user machine and provision
GW off-island on a subscription or pay-per-coded-volume
basis (Fig. 6). In this case, the end user would download
an application which implements the client-side solution with
GI and interfaces with GW off-island. The end user machine
would then use two IP addresses: that assigned by the ISP,
which appears in the header of the UDP packets between the
machine and GW , and an IP address assigned by the off-island
provider of GW , which belongs to the off-island provider’s
network and is not visible on the island to any host except GI

(which of course operates on the machine itself). This address
is the source of IP packets departing GW in the direction of
off-island servers on behalf of the end user machine, and the
destination of any packets that these servers send in response.
In this respect, the service operates in a very similar fashion
to a tunnelled VPN connection, except that the traffic across
the tunnel is encoded rather than encrypted (it may of course
also be encrypted in addition to the encoding).

Off island
End user 
machines

Internet

Conventional TCP
TCP / NC
UDP tunnel

Sat
gate

Sat gate

TCP/NC
Encoder/
Decoder 

GW

(e.g., web 
server or 
other host)

Operated by 
3rd partyGI

Figure 6. TCP/NC network topology in a scenario where an on-island
encoder/decoder is integrated into an end user machine on the island, and

the off-island encoder/decoder is provided by a third party on the Internet as
a service, e.g., for a fee.

An obvious advantage of this approach is that there is
no need for dedicated on-island infrastructure, the ISP does
not have to expend or upskill personnel resources (or even

be aware of the tunnel operation), and there is no need for
equipment or personnel to be sent to the island to install
or support the system. These are significant factors as many
Pacific islands with satellite connection are difficult to reach
– air services may be infrequent or non-existent, and intervals
between ship visits may be lengthy and freight is expensive.
Similarly, many island ISPs struggle to hire and retain qualified
personnel.

Naturally, there are also a number of drawbacks, which
start with those discussed in the previous section. In addition,
there is now an additional challenge from the location perspec-
tive: As discussed in Section IV, the latency between satellite
gateway, GW and data sources may be significantly higher
than the latency between satellite gateway and data sources
alone. If the specialised off-island provider of GW implements
a coding-as-a-service scenario at scale, it will inevitably find its
client software used in multiple island locations, with satellite
gateways in geographically dispersed locations: An island in
the western Pacific can have its off-island GEO gateway in
Canada, whereas an island in French Polynesia might opt for
space segment terminating in Australia.

A further challenge is the diversity in consumer operating
systems. To be able to serve a large majority of users, the
off-island provider would need to supply the application im-
plementing GI on multiple popular operating systems such as
Windows, MacOS, IOS and Android. This represents signif-
icant additional effort compared to a tunnel application on a
single operating system of the implementor’s choice. It also
carries the risk of leaving the end user machine disconnected:
The software needs to modify the network configuration of the
machine. There could be unintended consequences if, in doing
so, the software interferes with any of the myriad of network
configuration managers, tools and utilities which commonly
inhabit these ecosystems. Given that the off-island provider
has no control over what else may be installed on the end
user’s machine, this risk could be substantial. Another question
that arises in this context is how an island user would pay the
off-island provider: Not every islander has access to a credit
card.

VII. CONNECTING THE TUNNEL ENDPOINTS

On many islands, ISPs and/or satellite providers block
UDP to keep traffic off their satellite link that does not back
off under congestion. This can backfire, however, as many
applications that have higher bandwidth efficiency using UDP
do sense congestion and will switch to less efficient TCP when
UDP is blocked. It is worth noting in this context that the UDP
carrying our coded packets will back off as well: If too many
packets of a generation are lost, the generation as a whole will
become undecodable and the TCP packets it contains are lost
as well, causing the contributing TCP senders to back off, too.

However, the communication between GI and GW need
not rely on UDP. There are several options for this, two of
which are discussed below:

A. Spoofing TCP

One option is to pass the coded combinations as TCP
packets without actually running TCP at GI or GW . The only
differences to the UDP variant are as follows:
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• The packets carry a TCP header instead of a UDP
header, with nominal sequence and acknowledgment
numbers

• GI and GW acknowledge any packet received but do
not attempt to retransmit any packets not received (and
in fact ignore any ACK received)

• The first and second packet from GI to GW have
their SYN and SYN+ACK flags set, respectively,
and the first packet GW to GI correspondingly has
SYN+ACK set.

• Either end ignores flags and ACK numbers upon
receipt and concentrates on the packet payload instead.

To an outside observer, such flows are almost indistinguishable
from genuine TCP and practically impossible to detect or block
on a firewall with stateful inspection. Even in a real TCP
connection, an observer somewhere along the path may not
get to see all packets of the connection due to load balancing
and asymmetric paths. The disadvantage of this approach is
that it is a hack and, from the ISP’s perspective, could be
considered improper use.

B. Multiple TCP Connections

Another option would be to open multiple TCP connections
between GI and GW at the outset and communicate only a
small number of linear combinations (or even just one) per
generation as data across each connection.

In scenarios where GI and GW are the only significant
users on the satellite link, this has the advantage of replacing
what would otherwise be a mix of TCP flows of varying
lengths by a fixed number of TCP flows with infinite length
and more or less equal data rate. Since the arrival of each
combination is now ensured by TCP, one could also set ω = 0
and thus reduce overhead to zero. However, TCP also adds its
own overhead. It is also possible to use TCP variants optimised
for long latency networks, such as Hybla [14] or H-TCP [15].

One potentially significant problem occurs at GW (and
possibly GI , too), however: In the UDP or spoofed TCP
scenarios, data arrives at GW at full Gbps network rates and
leaves in the direction of the sat gate at the same high rate
in encoded form. So GW does not need to buffer or concern
itself with keeping any form of state once the coded packets of
a generation have left. If we connect GW and GI via TCP, we
transfer at least a significant part of the sat link bottleneck and
its associated queue to GW . Since TCP sockets cannot queue
drop, GW would need to implement this functionality before
the linear combinations are written to the TCP connections
with GI .

VIII. CODING CONSIDERATIONS

The scenarios presented thus far do not consider under
which circumstances one might achieve a goodput gain from
coding. This section discusses a number of basic constraints
that a scenario needs to satisfy in order to result in a gain.

A. Shared high latency bottlenecks

For TCP queue oscillation to occur at the satellite link,
the link must represent a high latency bottleneck. If the link
bandwidth does not represent a bottleneck, no queue can form
at the input. Similarly, the fact that the satellite latency is
shared between all flows is an essential ingredient for queue
oscillation: It ensures that all senders respond with a significant
minimum delay. Note that queues and queue drops also occur
as part of normal TCP operation in terrestrial networks with
links of varying latencies and bandwidths. However, where
there are bottlenecks, there is often no significant latency that
all flows share, and TCP senders accelerate and back off with
a distribution of response times governed by network latency
away from the bottleneck. Where there is significant latency,
such as on transoceanic submarine fibre cables, there is often
no bottleneck.

B. Flow size distribution

Real Internet traffic is highly heterogeneous. As a rule of
thumb, most flows carry only a few packets’ worth of bytes,
as shown in Fig. 7, but most bytes in transit are found in
large flows that contain many packets, as shown in Fig. 8.
The beneficial effect from coding mostly accrues to TCP flows
whose congestion windows can remain open wider for longer.
This means that such flows must be long enough in order to
see ACKs from the receiver arrive before their last packets
have left the sender. Large TCP flows already slow down
significantly at packet loss level of around 0.1% – a level
at which only a fraction of small flows would be affected at
all. Expending coding overhead on very small flows takes up
capacity but yields no tangible benefit at all.

Figure 7. Percentage of flows of certain size classes in TCP traffic, observed
on a real MEO link to Rarotonga, Cook Islands.

A typical default congestion window size in Linux is 10.
At a maximum transmission unit (MTU) of 1500 bytes, this
lets the sender transmit up to 15,000 bytes without having to
wait for a first ACK. This rules out between 86 and 90% of all
flows, but less than 3% of bytes on the link shown in Fig. 7
and Fig. 8.

One would thus expect coding to work best in situations
where the share of large flows in the flow size distribution is
high. Alternatively, it would be desirable to aim coding exclu-
sively at large flows. However, this would require identifying
such flows in advance, e.g., based on IP address and TCP port
combinations known to produce large flows.
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Figure 8. Distribution of bytes across flows of certain size classes in TCP
traffic, observed on a real MEO link to Rarotonga, Cook Islands.

C. Demand considerations

A less obvious ingredient in TCP queue oscillation is the
demand that is placed on the link. A TCP sender increases its
congestion window when it receives ACKs from the receiver.
The latencies involved on a satellite link make for a rather slow
growth in congestion window. Consider a link whose queue is
currently empty. If the number of flows simultaneously trying
to increase their congestion windows across this link is small,
the queue grows slowly as well: Each flow’s contribution to
the increase in arrival rate is small; their number limits the
compound effect on the arrival rate. A slowly growing queue
overflows more slowly, allowing for a more graceful back-off
by the senders. Coding makes little sense in this context as
most of the link underutilisation is a result of lack of demand
rather than unreasonably harsh back-off.

As the number of competing large flows increases, their
compound effect even under slow window growth results in
fast queue fill. Similarly, the concerted back-off response of
these flows results in a drastic drop in queue arrival rate.
This is the demand region in which we expect coding to yield
benefits, and where we have been able to observe significantly
better goodput in practice. Fig. 9 shows a comparison between
the goodput rate of coded and uncoded 20 MB TCP transfers
via the otherwise uncoded MEO link above over a 24 hour
period in 2015. The comparison shows that low TCP goodput
and coding gain correlate with packet loss, which in turn has
a strong diurnal pattern governed by demand. Even at peak
demand times, the average link utilisation was only around
50% – a typical symptom of TCP queue oscillation. On this
occasion, packet loss was determined by sending a sequence
of large UDP packets, followed by a standard TCP transfer
and then the coded TCP transfer, with whichever background
traffic happened to be present.

At even higher demand, the rate at which new flows appear
that have yet to engage with flow control can grow so large
that packets from such flows alone can maintain a full queue.
Large flows thus experience packet loss, no matter how much
they back off, and consequently slow to a crawl. Fig. 10
shows this effect on a simulated 16 Mbps link using the flow
size distribution above: As load grows, the link saturates with
goodput from small flows. However, the long transfer cannot
exploit the spare capacity; its goodput rate drops to about
2 Mbps at a load of 60 simultaneously active client sockets,
even though the link still has over 6 Mbps of spare capacity.
The fact that the transfer is able to achieve 8 Mbps at a low
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Figure 9. Goodput of uncoded (blue) and coded (red) TCP transfers between
Auckland (New Zealand) and Rarotonga (Cook Islands) via a real MEO
satellite link. Note that the goodput is quite comparable during the low
demand hours (late night and early morning) with low packet loss from

queue oscillation. During peak times, coded goodput significantly exceeds
uncoded goodput. Peak link utilisation on this link was around 50%.

demand level shows that this is not a TCP slow start effect.

Figure 10. Goodput of uncoded TCP at different demand levels on a
simulated 16 Mbps GEO link. The red curve shows the average goodput rate
achieved by all flows on the link combined (red), the blue curve shows the

goodput rate achieved by a single 40 MB transfer.

In the high demand regime, coding can at best displace
some of the new flows but has no spare capacity on the link
that could accommodate overhead and coding gains for all
flows on the link. The authors of this study observed such
a scenario on an (at the time) 8 Mbps GEO link into Niue,
where high link utilisation simply saw coded TCP flows eat
into the capacity taken up by conventional TCP traffic. The
only benefit that coding yields at this demand level is that it
can prevent individual large coded transfers from stalling – at
a price.

D. Accommodating the overhead and gains

In principle, the more overhead ω we add, the larger the
packet loss that we can tolerate. However, any overhead that
makes it into an otherwise unmanaged input queue not only
contributes to filling the queue, but subsequently makes it onto
the link, and thus reduces spare capacity there. Compared to
the uncoded case, the link’s spare capacity must be able to
accommodate both this overhead and the goodput gain we hope
to achieve from coding [23]. There is thus a limit on how
much overhead can be deployed before it starts to displace
any goodput gains made. Quite where this point lies is a
matter of ongoing research, especially as the question is further
complicated by the timing issues discussed below, as well as
by the type of tunnel.

Consider coding only a (small) subset of the (sufficiently
large) TCP flows across a satellite link, as is the case for
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satellite links with tunnels that do not involve ISPs or do
not aim at coding all such flows, e.g., in the coding-as-a-
service scenario. Then this subset of flows has, in principle,
the link’s entire spare capacity to expand into. In such cases,
one can use comparatively large amounts of overhead and
still accommodate potentially substantial gain over the base
performance of these flows. In fact, this is what we have been
able to observe in our actual island experiments, which coded
only a small part of the traffic.

On the other hand, if the tunnel handles all (suitable) flows
on the link, the link’s spare capacity must be shared between
the flows. All else being equal, we are now dealing with more
flows, so the total capacity occupied by the associated overhead
is larger, and the spare capacity available for gain per flow is
smaller. However, because coded flows are less prone to rapid
TCP queue oscillation, a scenario that codes all flows may
require less overhead per protected flow volume.

E. Timing issues

In our scenarios, we can still expect the vast majority of
packets to make it into the queue and subsequently reach the
receiver. Using entirely random cij means that we need to
collect all n incoming IP packets at the encoder before we
can send our first coded UDP packet to the decoder, i.e., we
have a decoding delay that is more or less proportional to
n. Therefore, our coding approach does not choose all cij
randomly. Rather, it uses systematic coding, which for i, j ≤ n
sets cij = 1 if i = j and cij = 0 if i 6= j. This allows the first
UDP packet to be sent immediately after the first IP packet
arrives at the encoder. Only the cij for i > n are randomly
chosen.

One may thus think of the first n UDP packets (systematic
packets) as being merely encapsulated original packets, while
the remaining ω UDP packets (coded packets) carry coded
“spares” in case any of the first n packets are lost.

1) Coding and decoding delay: In this context, we need to
remember that TCP itself also provisions such “spares” in the
form of retransmissions after ACK timeouts. Coding gain is
only possible if the spares from coding arrive at the receiver
before any retransmissions. As retransmissions will not arrive
for at least one RTT, any coded packet that arrives within about
one RTT after the original packet(s) represents an improvement
over TCP’s own mechanism.

We also generally want the coded packets to contain
redundancy for all of our n packets, i.e., we want only non-
zero cij for i > n. This prevents us from sending coded
packets until all n incoming packets of the generation have
been received. This means that the first systematic packet and
the first coded packet are at least n packets apart, and the
associated delay is the time between the arrival of the first and
the last packet of the generation at the encoder. As we need
this delay to be below one RTT, this imposes a limit on n.

Similarly, we also have a limit on ω arising from the
fact that the last coded packet would be useless if it took
longer to arrive than any TCP retransmission for the last of
the systematic packets.

2) Overhead timing: While the coded packets must be
delivered within a certain maximum time limit, it is also
important that they are not delivered too quickly. The only
occasion when the decoder needs the coded packets is when
systematic packets are lost during a queue overflow event.
If we transmit the coded packets immediately after the last
systematic packet, we risk losing them to the queue overflow
as well.

Another consideration in this context applies to links with
particularly low transmission rates, especially in the scenario
where the encoder GW sits between the Internet and the off-
island satellite gateway and has a Gigabit Ethernet (GbE)
connection to the latter. Here, we need to consider that IP
traffic headed to the gateway will generally have data rates in
the same order of magnitude as the transmission rate of the
link. However, this may still be one or two orders of magnitude
below the GbE rate at which GW can send overhead. A well-
dimensioned queue at the satellite gateway will be designed
to buffer at arrival rates in the order of the link rate. If we let
GW fire its overhead at the satellite gateway at GbE rates, we
risk almost instantaneous queue overflow.

The following “all-of-island coding” experiment illustrates
this: Consider sending a 32 Mbps UDP data stream into an
encoder with n = 60 and ω = 10. The encoder thus outputs
around 37 Mbps, which is fed into a simulated 16 Mbps satel-
lite link with 120 kB input queue capacity, i.e., overloading
the link by a factor of at least 2.3. Note that this implies
a permanently full queue at the satellite gateway. The ratio
between systematically coded packets and overhead packets
as they leave the encoder is n/ω, i.e., 6:1 in this case, and
all overhead follows the systematically coded packets without
delay on a Gigabit Ethernet link. On the other side of the link,
the statistics collected by the decoder record the number of
packets received of each of the two types.

One may now naively assume that the decoder should also
see six times as many systematically coded packets as overhead
packets. However, in the actual experiment, this was not so:
The ratio between the packet types observed at the decoder was
approximately 56:1. This demonstrates that overhead packets
hitting the queue at a 1000 Mbps rate were largely dropped,
with only a few getting the chance to fill whatever occasional
spare capacity there may have been in the queue. When the
experiment was repeated at rates below the link rate instead
of at 37 Mbps, it did not overload the queue and all packets
arrived.

F. Sizing n and ω – and choosing what to code

Beyond the timing considerations above, the choice of n
and ω has other implications. For the same fraction ω/n of
overhead, larger n provide higher robustness against the burst
losses from queue overflow events. However, this carries a
cost in terms of decoding complexity and decoding delay,
as solving an n × n system of linear equations is O(n3).
Systematic coding mitigates somewhat against this but still
leaves an O(ω3) residual complexity.

Larger ω add robustness but also contribute towards the
development of standing queues at the input to the satellite
link. Last but not least, it pays to remember that one should
not attempt to correct for all packet losses at the input queue.
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This would simply lead large flows to open their congestion
windows to the point where the average data rate of the flow
becomes unsustainable given the link capacity. Packet loss at
queues is a necessary feature of TCP. The only goal of coding
can be to delay the onset of packet losses at the receiver and
to aid in the recovery from loss events where a large RTT
prevents this from occurring in a more timely fashion.

The topologies presented in this paper open up several
choices when it comes to deciding what to code. The choice
in principle is between coding individual flows and coding all
flows together. In the first case, all n packets of each generation
belong to the same TCP flow. In the second case, a generation
usually contains packets from multiple flows.

Coding individual flows requires the encoder and decoder
to maintain state, i.e., they must be able to detect when a TCP
flow starts (SYN or SYN+ACK packet) and when it ends (FIN,
FIN+ACK, or as a result of a variety of timeouts), which adds
complexity. It also implies that a generation of n packets will
typically cover a larger time interval. With traffic naturally
interleaved, it requires the encoder and decoder to maintain as
many active generations as there are active flows. However, as
all flows contribute to the packet loss during a queue overflow
event, this limits the number of packets an individual flow
loses – and this number determines sensible values for ω. Our
observations in Rarotonga (shown above) and Tuvalu confirm
that this approach can work even if all other flows on the link
remain uncoded.

Coding all flows together means that the encoder and
decoder only need to maintain one active generation at a
given time, at least in principle, and do not need to maintain
flow state. Generations fill faster, but burst losses from queue
overflow now generally require more overhead per generation
to correct, because the losses now no longer spread across
multiple generations for multiple flows. Note however that a
lost generation in this scenario generally still only translates
into a small number of lost packets per flow, so the damage
done to the flow’s congestion window remains limited. Sys-
tematic coding further reduces this problem as systematically
coded packets received do not require the presence of a whole
generation of n coded packets to decode.

IX. EXPERIMENTAL OPTIONS

When investigating coding techniques over satellite links,
one has the choice between four approaches:

1) Physical on-site experiments with a real production
link. The authors of this paper used this approach in
four Pacific Island locations [21], [22], and were able
to obtain very encouraging results when coding small
numbers of mostly large flows. The advantage of this
approach is that the link uses real equipment, carries
real traffic, and is subject to all phenomena a real link
encounters. There are a number of disadvantages, too:
Working on site is expensive, time-consuming, and
logistically complex. Some of this can be addressed
by only deploying equipment and working remotely,
but this depends on the cooperation of locals who
may need to assist in troubleshooting. Another chal-
lenge is that most islands of interest will only have
one satellite link, which is often their only real-time

link to the outside world. Loading this link with
measurement traffic (e.g., TCP transfers for timing
purposes or UDP streams for determination of packet
loss) comes at an expense to the locals. Similarly,
inserting an encoder/decoder into the path on either
side of all-of-island coding requires reconfiguration
and a (brief) service disruption, an operation with
considerable commercial and health & safety risk:
Typically, at a minimum, the local hospital, bank(s),
airline(s) and government rely on the link.

2) Laboratory experiments using dedicated actual space
segment. This option is the most costly, especially if
one wants to be able to investigate all types of satellite
links one encounters in practice. Another challenge
here is to generate appropriate load.

3) Software-based simulation. The authors of this paper
used this approach in [22], but it became apparent
pretty quickly that it had serious drawbacks. Both
TCP queue oscillation and coding are time-sensitive
processes. Software network simulators can generally
not simulate the networks of interest here in real time,
so questions arise as to how the simulators handle the
parallel generation of traffic, the chaotic interleaving
of traffic before it arrives at the satellite gateway
queue, TCP timeouts etc. Another question is how
to integrate coding software written for a real TCP
stack into a simulator. Even if this is all taken care of,
simulating many hundreds of TCP clients and a large
number of servers simply takes a very long time.

4) Hardware-based simulation/emulation: This is the ap-
proach we currently take.

Figure 11. The Auckland Satellite TCP/IP Traffic Simulator at the University
of Auckland. The two racks on the left contain the “island” machines, the
next rack to the right accommodates (from bottom) capture servers, copper

taps, the satellite chain, and “world” servers on the top. The rack on the right
holds the remaining “world” servers, a spare, and a special purpose server.

Fig. 11 shows the current setup of our simula-
tor [24]. It uses 96 Raspberry Pis and 10 Intel
NUCs to simulate up to several thousand “island
clients”, which are served with data from 22 “off-
island” Super Micro servers operating with a variety
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of “terrestrial” latencies. A dedicated Super Micro
server emulates the satellite link itself with its input
queues, delays and bandwidth constraints. Two fur-
ther servers operate as encoders/decoders; two more
can run performance-enhancing proxies such as PEP-
sal [25] or TCPEP [19], and two standalone capture
servers give passive listening access to any part of
the network. Two further Raspberry Pis and another
server are used for signaling and active measurements
during experiments, and a central command, control
and storage server orchestrates the other machines,
wherever possible via an external, independent har-
ness network. This approach has several advantages:
It is real-time, uses real components (except for the
satellite link itself), and by serving TCP data that
follows a real size distribution, it is possible to control
the load via the number of simultaneously active
client sockets. The simulations shown in this paper in
Fig. 1 and Fig. 10 were produced with the previous
version of this simulator.

X. CONCLUSION

Network-coded tunnels carrying TCP/IP traffic in coded
form across lossy bottlenecks in satellite networks have been
shown to be able to improve goodput under TCP queue
oscillation conditions even in the presence of a majority of
flows using legacy TCP. The core insight that underpins the
tunnel concept is that packet losses occur by queue drop at the
input queue to the satellite link. As long as one can protect
traffic against data loss at this location, the remaining system
topology is a question of who will or can provide the tunnel
service, how cooperative the local ISP and satellite provider
are, and how much gain one requires from the coding to make
the effort worthwhile.

As a general rule, topologies in which these two players
are not involved (or even actively oppose the use of coded
tunnels) should be less effective: The presence of legacy TCP
connections forces coded traffic to use more overhead, so any
parties on the island with coded traffic consume more data and
bandwidth than necessary. Those not using coding are also put
at a potential disadvantage as this may eat into their bandwidth
as well. Active involvement of satellite providers and/or local
ISPs thus seems advantageous.

On the other hand, coding all traffic for an ISP poses a
number of additional challenges: One needs a more careful
code design, goodput gains distribute over a larger number of
flows, and timing of overhead is more critical. Avoiding the
coding of small and inflexible flows becomes more important.

At the time of writing, only experimental implementations
of coded tunnels are available. These are based on a De-
bian/Ubuntu Linux kernel module. While they do not cater for
the subscription model discussed in Section VI at this point
in time, they nevertheless represent a proof of concept for the
remaining scenarios.

Current work aims to demonstrate that the technology
scales to whole-of-island coding. For this purpose, we have
built the hardware-based Auckland Satellite TCP/IP Traffic
Simulator, which is capable of running island scenarios with
up to around 4000 simultaneously active client sockets.

ACKNOWLEDGMENT

The research reported on in this paper would not have
been possible without the generous support of many parties:
APNIC/ISIF Asia and Internet NZ supported our work with
multiple grants, and Brian Carpenter kindly donated a large
residual balance in his research account to us. The Pacific
Chapter of the Internet Society have been strong supporters
throughout, and none of the practical work in the islands
would have been possible without Telecom Cook Islands (now
Bluesky Cook Islands), Internet Niue, and Tuvalu Telecom
opening their doors and equipment racks to us. Meitaki ma’ata,
fakaue lahi, fakafetai, thank you!

REFERENCES

[1] U. Speidel, ’E. Cocker, M. Médard, Janus Heide, and Péter Vingelmann,
“Topologies for the Provision of Network-Coded Services via Shared
Satellite Channels”, Ninth International Conference on Advances in
Satellite and Space Communications (SPACOMM2017), Venice, Italy,
2017.

[2] J. Postel, “Transmission Control Protocol”, RFC793, 1981, https://tools.
ietf.org/html/rfc793 (accessed 24 November 2017).

[3] V. Jacobson and R. Braden, “TCP Extensions for Long-Delay
Paths”, RFC1072, 1988, https://tools.ietf.org/html/rfc1072 (accessed 24
November 2017).

[4] V. Jacobson, R. Braden and D. Borman, “TCP Extensions for High
Performance”, RFC1323, 1992, https://tools.ietf.org/html/rfc1323 (ac-
cessed 24 November 2017).

[5] D. Borman, R. Braden, V. Jacobson, and R. Scheffenegger, “TCP
Extensions for High Performance”, RFC7323, 2014, https://tools.ietf.
org/html/rfc7323 (accessed 24 November 2017).

[6] M. Mathis, J. Mahdavi, S. Floyd, and A. Romanow, “TCP Selective
Acknowledgment Options”, RFC2018, 1996, https://tools.ietf.org/html/
rfc2018 (accessed 24 November 2017).

[7] –, SES web site, https://www.ses.com (accessed 24 November 2017).

[8] B. Braden et al., “Recommendations on Queue Management and
Congestion Avoidance in the Internet”, RFC2309, 1998, https://tools.
ietf.org/html/rfc2309 (accessed 24 November 2017).

[9] B. Briscoe and J. Manner, “Byte and Packet Congestion Notifica-
tion”, RFC7147, 2014, https://tools.ietf.org/html/rfc7147 (accessed 24
November 2017).

[10] F. Baker and G. Fairhurst, “IETF Recommendations Regarding Ac-
tive Queue Management”, RFC7567, 2015, https://tools.ietf.org/html/
rfc7567 (accessed 24 November 2017).

[11] J. Postel, “Internet Control Message Protocol”, RFC792, 1981, https:
//tools.ietf.org/html/rfc792 (accessed 24 November 2017).

[12] J.-M Jouanigot et al., “CHEOPS dataset protocol: an efficient proto-
col for large disk-based dataset transfer on the Olympus satellite”,
International Conference on the Results of the Olympus Utilisation
Programme, Sevilla, CERN CN/93/6, 1993.

[13] J. Kim and I. Yeom, “Reducing Queue Oscillation at a Congested Link”,
IEEE Transactions on Parallel and Distributed Systems, 19(3), 394–407,
2008.

[14] C. Caini and R. Firrincieli, “TCP Hybla: a TCP enhancement for hetero-
geneous networks”, Int. J. of Satellite Communications and Networks,
22, 547–566, 2004.

[15] D. Leith, “H-TCP: TCP Congestion Control for High Bandwidth-Delay
Product Paths”, Internet Draft, IETF, April 7, 2008. https://tools.ietf.org/
html/draft-leith-tcp-htcp-06 (accessed 24 November 2017).

[16] S. Ha, I. Rhee, and L. Xu, “CUBIC: A New TCP-Friendly High-Speed
TCP Variant”, ACM SIGOPS Operating System Review, 42(5), 64–74,
2008.

[17] J. K. Sundararajan, D. Shah, M. Médard, S. Jakubczak, M. Mitzen-
macher, and J. Barros, “Network Coding Meets TCP: Theory and
Implementation”, Proc. IEEE, 99(3), 490–512, 2011.

184

International Journal on Advances in Telecommunications, vol 10 no 3 & 4, year 2017, http://www.iariajournals.org/telecommunications/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



[18] J. Hansen, J. Krigslund, D.E. Lucani, and F.H.P. Fitzek, “Sub-Transport
Layer Coding: A Simple Network Coding Shim for IP Traffic”, IEEE
VTS Vehicular Technology Conference (VTC), 1–5, 2014.

[19] G. Delannoy, “Design and Implementation of a Performance-Enhancing
Proxy for connections over 3G networks”, Dublin City Univer-
sity, May 27, 2013, https://github.com/GregoireDelannoy/TCPeP/blob/
master/Final Report.pdf (accessed 24 November 2017).

[20] H. Bischl, H. Brandt, and F. Rossetto, “An experimental demonstration
of Network Coding for satellite networks”, CEAS Space Journal 2.1-4,
75–83, 2011.

[21] U. Speidel, ’E. Cocker, P. Vingelmann, J. Heide, and M. Médard, “Can
network coding bridge the digital divide in the Pacific?”, International
Symposium on Network Coding (NetCod), Sydney, Australia, 86–90,
2015

[22] U. Speidel, L. Qian, ’E. Cocker, P. Vingelmann, J. Heide, and M.

Médard, “Can Network Coding Mitigate TCP-induced Queue Oscil-
lation on Narrowband Satellite Links?”, International Conference on
Wireless and Satellite Systems, Springer International Publishing, 301–
314, 2015.

[23] U. Speidel, S. Puchinger, and M. Bossert, “Constraints for coded tunnels
across long latency bottlenecks with ARQ-based congestion control”,
IEEE International Symposium on Information Theory, Aachen, Ger-
many, 271–275, 2017.

[24] Auckland Satellite TCP/IP Traffic Simulator, The University of Auck-
land, https://sde.blogs.auckland.ac.nz/ (accessed 24 November 2017).

[25] C. Caini, R. Firrincieli, and D. Lacamera, “PEPsal: a Performance
Enhancing Proxy designed for TCP satellite connections”, IEEE 63rd

Vehicular Technology Conference, pp. 2607–2611, 2006.

185

International Journal on Advances in Telecommunications, vol 10 no 3 & 4, year 2017, http://www.iariajournals.org/telecommunications/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Joint Beamforming, Terminal Scheduling, and Adaptive Modulation with Imperfect
CSIT in Rice Fading Correlated Channels with non-persistent Co-channel Interference
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Abstract—This paper presents a resource allocation algorithm
for multi-user wireless networks with non-persistent co-channel
interference. The analysis considers a network with one base
station (BS) that employs an N multiple antenna transmitter
(beamformer) to schedule (in a time-division format) a set of
J one-antenna terminals in the presence of K non-persistent
interferers. The transmitter is assumed to employ Maximum-
Ratio Combining (MRC) beamforming with spatially-correlated
branches and channel envelopes modelled as Rice-distributed pro-
cesses. The BS has access to an imperfect (outdated) copy of the
instantaneous Channel State Information (CSI) of each terminal.
Based on this CSI at the transmitter side (CSIT), the BS proceeds
to select (at each time interval or time-slot) the terminal with the
highest measured channel strength. This imperfect CSIT is also
used to calculate the coefficients of the beamformer that will be
used to transmit information towards the scheduled terminal, as
well as for selecting the most appropriate modulation format (via
threshold-based decision). The main merits of this work are the
following: 1) joint analysis of MRC-based beamforming, terminal
scheduling based on maximum channel strength, and modulation
assignment, and 2) impact analysis of spatial correlation, line-
of-sight (LOS), co-channel interference, and imperfect CSIT.
Results suggest that maximum channel strength scheduling helps
in rejecting co-channel interference and the degrading effects
of imperfect CSIT (due to multi-user diversity gains). Spatial
correlation could some times lead to better performance than
the uncorrelated case, particularly in the low SNR (Signal-to-
Noise Ratio) regime. Conversely, uncorrelated branches always
outperform the correlated case in the high SNR regime. Spatial
correlation tends to accumulate over the antenna array thus
leading to a more noticeable performance degradation and more
allocation errors due to the outdated CSIT assumption. The LOS
channel component is found to contribute to a better reception in
general, but it also reduces the ability to counteract the degrading
effects of imperfect CSIT due to the lack of diversity combining
gains.

Keywords–Beamforming; Scheduling; Resource allocation; Im-
perfect CSIT; Maximum Ratio Combining (MRC).

I. INTRODUCTION

Multiple antenna systems (also known as MIMO or
Multiple-Input Multiple-Output systems) are expected to pro-
liferate in the coming years, particularly in the context of 5G
or fifth-generation of wireless systems [1][2]. The growing
demand for wireless connectivity, the limited transmission
resources, and the outdated spectrum allocation paradigm
have created the need for more efficient, scalable and higher
capacity transmission systems. MIMO technology offers con-
siderable capacity growth that escalates with the number of
transmit-receive antenna pairs (see [3] for an overview of
capacity in MIMO channels). MIMO also offers improved

energetic efficiency and reduced interference with minimum
spectrum expenditure.

From the many different types of multiple antenna systems,
perhaps beamforming technology represents the option with
higher potential for commercial implementation, mainly due
to its maturity, flexible implementation, and low computational
costs (in comparison with other MIMO solutions). Beam-
forming refers to the ability to dynamically steer the phases
of an antenna array and change the directionality properties
of the resulting radiation beams. This enables a wide set
of applications in multi-user settings, such as: interference
rejection/management [4], spatial multiplexing [5], and more
recently (with a few modifications) 3D beamforming with
massive MIMO in 5G [6], beam-division multiple access [7],
and interference alignment [8]. Other works in beamforming
can be found in [9]-[11]. In future networks, beamforming
will be key for efficiently organizing spectrum resources in
dense cooperative small cells, as well as minimizing energy
expenditure, reducing leakage and/or interference to adjacent
cells or terminals, and also for improving security against
potential attacks of signal jamming or eavesdropping in the
network.

All these advances in the PHYsical (PHY) layer of multiple
antenna systems need to be integrated/optimised with upper-
layer algorithms, particularly with radio resource management
(see [12]-[18]). This has opened several issues regarding the
cross-layer design and optimization of beamforming and in
general multiple-antenna systems. One particularly important
topic in this field is the modelling of the underlying multi-
ple antenna signal processing tools to be used in resource
allocation and system-level evaluation frameworks. In large
network set ups with tens or hundreds of BSs and hundreds
or thousands of terminals, all the parameters of the PHY-
layer cannot be usually included in full detail in the analysis
or system-level simulation loop. Therefore, a trade-off must
be found between the accuracy of the model that represents
the underlying PHY-layer and its flexibility for purposes of
resource allocation and optimisation at the system-level.

This paper attempts to partially fill these gaps by ad-
dressing the link-layer interface modelling in Rice fading
correlated channels of an adaptive wireless multi-user network
using Maximum-Ratio Combining (MRC) beamforming and
terminal scheduling based on limited (outdated) feedback.
The transmitter selects the most adequate Modulation and
Coding Schemes (MCSs) and beamforming vectors based on
an estimated Channel State Information (CSI). This imperfect
CSI at the transmitter side (i.e., CSIT) is assumed to have
been initially collected by the receiver (perfect estimation), and
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subsequently reported back to the transmitter via a feedback
channel affected by delay (outdated information). This paper
presents the analysis of the statistics of correct reception
process conditional on the decision made by the transmitter
(modulation format selection, beamforming and scheduling)
based on the inaccurate CSIT. Link-layer throughput is eval-
uated by means of an interface model based on an instanta-
neous Signal-to-Interference-plus-Noise Ratio (SINR) adaptive
switching threshold scheme for modulation assignment. This
model aims to provide an accurate but flexible representation
of the underlying PHY-layer suitable for upper-layer design.
In the proposed model, a packet transmission using a given
MCS is considered as correctly received with given values of
BLock-Error Rate (BLER) and spectral efficiency whenever
the instantaneous SINR exceeds the reception threshold of the
selected MCS. The reception parameters of each MCS are ob-
tained from Look-Up-Tables (LUTs) previously calculated via
off-line PHY-layer simulation. The main contribution of this
work is the joint analysis of spatial correlation, imperfect CSIT
and non-persistent co-channel interference in link adaptation
and terminal scheduling for MRC-based multiple antenna
beamforming systems. This paper constitutes an extension of
the work in the conference paper in [1] from Rayleigh channel
to include a line-of-sight (LOS) channel component, i.e., Rice
channel assumption. This paper also extends the conference
paper from persistent channel interferers to non-persistent
ones, which matches better real life settings where co-channel
systems operate under randomized traffic distributions.

This paper is organized as follows. Section II describes
previous works and the achievements of this paper with respect
to the state of the art. Section III describes the system model
and the assumptions of the paper. Section IV presents the link-
layer interface model. Section V deals with the statistics of
the estimated SNR and the instantaneous SINR. Section VI
presents analytic results and sketches of the statistics of packet
reception using different network assumptions. Finally, Section
VII presents the conclusions of this paper.

II. PREVIOUS WORKS

In theory, the simplest multiple antenna system is the MRC
transceiver, which provides a relatively flexible framework
for statistical analysis, interface modelling, and resource man-
agement. The literature of MRC transceivers has focused on
the derivation of outage and bit error probability distributions
(see [19]-[27]). The effects of imperfect channel knowledge
on the performance of MRC receivers in Rayleigh fading
correlated channels can be found in [19]-[20] following the
analysis with perfect channel estimation presented in [21].
A series expansion of the statistics of MRC systems with
correlated Rician channels is given in [22]. A unified approach
for analysis of two-stage MRC systems with hybrid selection
in generalized Rice correlated channels was proposed in [23].
Extensions to the case of co-channel interference are given in
[24]-[27].

The present work considers the extension of outage prob-
ability analysis of MRC transmitters (beamformers) to the
study of Adaptive Modulation and Coding (AMC) in Rice
fading correlated channels with imperfect/outdated CSIT and
no-persistent co-channel interference. To the best of our knowl-
edge, this is the first attempt in the literature that addresses
these issues under the same framework. This work attempts

to extend the analysis of MRC systems towards including
resource allocation aspects which are typical of upper layer
design (radio resource management). In addition, network
design and in particular resource allocation for multiple an-
tenna systems is usually conducted under the assumption
perfect CSIT. Imperfect CSIT has been addressed in [28] for
distributed systems and in [29] for energy efficient MIMO link
adaptation. In comparison with these works, which are focused
on numerical evaluation of imperfect CSIT, this work provides
an analytic framework for obtaining the statistics of errors in
MCS assignment for correlated MRC transmitters.

The work in [30] provides a review of the state of the
art of limited feedback in adaptation schemes for MIMO
systems. The work in [31] presents the analysis of adaptive
modulation for two-antenna beam-formers considering mean
CSI at the transmitter side. The work in [32] addressed the
impact of outdated feedback on AMC and user selection
diversity systems for MIMO systems in Rayleigh uncorrelated
channels. Other works with limited feedback for different
types of system can be found in [34]-[36]. All these previous
works consider uncorrelated MIMO channels. This work goes
beyond this assumption searching for a joint analysis of limited
feedback and spatial correlation for adaptive MRC transmitters
with non-persistent co-channel interference.

Notation: Bold lower case letters (e.g., x) denote vector
variables, bold upper case letters (e.g., A) denote matrices,
(·)T is the vector transpose operator, (·)H is the Hermitian
transpose operator, E[·] is the statistical average operator, (·)∗
is the complex conjugate operator, fz , Fz and F̄z denote, re-
spectively, the Probability Density Function (PDF), Cumulative
Density Function (CDF) and Complementary Cumulative Den-
sity Function (CCDF) of any random variable z, Re(·) denotes

the real part operator, and
(
J − 1

l

)
=

(
J − 1

l0, l1, . . . lL

)
=

(J−1)!
l0!l1!,...lL

is the multinomial combinatorial number of J − 1
and L + 1 coefficients l0, l1, . . . lL arranged in the vector
l = [l0, l1, . . . , lL]T .

III. SYSTEM MODEL AND ASSUMPTIONS

Consider the network depicted in Figure 1 with one Base
Station (BS) scheduling transmissions (in a time-division
fashion) towards J terminals , each one with one receiving
antenna, and a set of K non-persistent single-antenna interfer-
ers. The BS uses an N -antenna Maximum-Ratio Combining
(MRC) beamformer that is used to transmit information to
a given terminal at specific time slots. The channel vector
between the BS and the jth terminal is denoted by hj =
[hj(1), hj(2), . . . hj(N)]T . All instantaneous channel variables
will be modelled as non-zero-mean complex circular Gaussian
random variables with variance γ and mean ν: hj(n) ∼
CN (ν, γ). The estimated channel variable available at the
transmitter side is given by ĥj = [ĥj(1), ĥj(2), . . . ĥj(N)]T .
This information is used by the BS for purposes of beamform-
ing, terminal scheduling and resource allocation (modulation
format assignment). The channel between the interferer k
towards terminal j is denoted by hk,j and is also modelled as
a non-zero-mean complex circular Gaussian random variable
with variance λ: hk,j ∼ CN (ξ, λ). It is assumed that the
transmissions of the interferers are controlled by a binary
Bernoulli random process δk described by the parameter p:
p = Pr{δk = 1}.
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Figure 1. Wireless network with one transmitter using imperfect CSIT for
scheduling, modulation assignment and beamforming information to a set of

terminals in the presence of co-channel interference.

For each terminal, the BS selects one of M modulation
formats, which are arranged in increasing order according to
their target Signal-to-Interference plus Noise Ratio (SINR).
The target SINR of the mth MCS will be denoted by βm.
The variables θm and ηm will denote, respectively, the BLER
and spectral efficiency (in bps/Hz) considering operation at the
target SINR of the mth MCS. It is assumed that the receiver
monitors the quality of the channel and reports it back to the
transmitter. Based on this collected Channel State Information
(CSI), the transmitter selects the most appropriate MCS using
a correction for the decision thresholds denoted here by β̂m.
This paper considers perfect channel estimation at the receiver
side and imperfect channel state information at the transmitter
side (CSIT). Imperfect CSIT is assumed to be mainly due to a
feedback channel affected by delay. The beamforming vector
is denoted by wj = [wj(1), wj(2), . . . , wj(N)]T , which using
the MRC criterion is given by wj = h∗j . Therefore, the signal
received by the scheduled terminal can be mathematically
written as follows

rj = wT
j hjsj +

K∑
k=1

δkhk,j šk + vj , (1)

where sj is the information symbol transmitted towards ter-
minal j, šk is the symbol transmitted by interferer k, δk is
the binary random variable that controls the transmissions of
the non-persistent interferers (p = Pr{δk = 1}), and vj is
the additive white Gaussian noise experienced by terminal j
with variance σ2

v : vj ∼ CN (0, σ2
v). Considering the symbol

transmit power constraint E[s∗jsj ] = P , the estimated SNR at
the transmitter side from (1) is given by:

X̂j =
ĥHj ĥjE[s∗jsj ]

σ2
v

=

∑N
n=1 P |ĥj(n)|2

σ2
v

. (2)

Note that in this paper it is assumed that an estimate of
interference Ij =

∑K
k=1 δkhk,j šk in (1) is not available at

the transmitter. Therefore, all decisions will be based on an

TABLE I. LIST OF VARIABLES.

Variable Meaning

N Number of antennas at the transmitter side

ρ Spatial correlation coefficient

ρc Temporal correlation coefficient

P Transmit power

σ2
v Noise variance

γ Channel variance

λ Interferer channel variance

J Number of terminals

M Number of modulation formats

hj Channel vector of terminal j

wj Beamforming vector for terminal j

ĥj Estimated channel vector

X̂j Estimated SNR for terminal j

Γj Instantaneous SINR of terminal j

Ij Interference experienced by terminal j

hk,j Channel between interferer k and terminal j

ν Line of sight component main link

ξ Line of sight component interfere link

K Number of non-persistent interferers

sj Symbol transmitted towards terminal j

šk Symbol transmitted by interferer k

βm Reception SINR target threshold for modulation format m

θm BLER for modulation format m @ βm

ηm Spectral efficiency of modulation format m @ βm

T Link Layer throughput

β̂m Selection SNR threshold of modulation format m

δk transmission binary control variable for interferer k

p Interferer random transmission persistent factor

estimate of the SNR in (2). The estimated channels will be
generated using the following linear correlation model:

ĥj(n) = ν +
√

1− ρZj(n) +
√
ρGj = ν + φ̂j(n), (3)

where ρ is the spatial correlation coefficient and the terms
Zj(n) and Gj are the zero-mean complex circular Gaussian
variables with variance γ. Considering that hj(n) = νj +
φj(n), the correlation model complies with E[φ̂j(n)∗φ̂j(ñ)] =
ργ, n 6= ñ, and E[φ̂j(n)∗φ̂j(n)] = γ. This correlation model
constitutes an approximation of real-life settings by assuming
that all elements experience the same correlation with each
other. In real-life systems, antennas farther apart from each
other experience less correlation than contiguous elements. The
correlation model for imperfect CSIT is given by:

hj(n) = ν + φj(n) = ν + ρcφ̂j(n) +
√

1− ρ2
cYj(n), (4)

where ρc is the temporal correlation coefficient that describes
the accuracy of the CSIT. This correlation model complies with
E[φ̂j(n)∗φj(n)] = ρcγ. The instantaneous SINR is given by:

Γj =
Re(P ĥHj hj)

Ij + σ2
v

, (5)

where Ij =
∑K
k=1 P |δkhk,j |2 is the interference created by K

co-channel non-persistent interferers. Table I presents a list of
the main variables used throughout this paper.
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IV. LINK LAYER MODEL

The probability of selection of a modulation format m is
given by the probability that the estimated SNR X̂j at the
transmitter side lies within the interval [β̂m, β̂m+1]:

Pr{β̂m ≤ X̂j < β̂m+1}. (6)

Link-layer throughput (denoted by T ) will be expressed as a
linear contribution of all possible MCSs with their respective
selection probabilities from (6) and conditional reception prob-
abilities, each one weighted by their conditional throughput
performance (Tm):

T =

M∑
m=1

EΓj∗ [Tm(Γj∗)|β̂m ≤ X̂j∗ < β̂m+1]

Pr{β̂m ≤ X̂j∗ < β̂m+1}Pr{j∗ = arg max
j
X̂j}, (7)

where Tm(Γj) indicates of the link-layer throughput of termi-
nal j when using the mth MCS conditional on a given value
of the operational SINR Γj in (5) of the selected terminal. In
this paper, we consider a simplification of this expression, by
assuming that the term Tm(Γ) in (7) is a step function defined
by a switching SINR threshold βm above which all packet
transmissions are assumed to be correctly received with a given
BLER θm and spectral efficiency ηm. The simplification can
be expressed as follows:

T =

M∑
m=1

∆BWηm(1−θm)Pr{Γj∗ ≥ βm|β̂m ≤ X̂j∗ < β̂m+1}

Pr{β̂m ≤ X̂j∗ < β̂m+1}Pr{j∗ = arg max
j
X̂j} (8)

where ∆BW is the operational bandwidth in Hz, Pr{j∗ =
arg maxj(X̂j)} is the probability of terminal to experience
the highest estimated SNR and therefore being scheduled for
transmission by the BS, and Pr{Γj∗ ≥ βm|β̂m ≤ X̂j∗ <
β̂m+1} is the probability of the instantaneous SINR Γj∗ to
surpass the threshold βm provided the estimated SNR X̂j∗

(used for MCS selection and terminal scheduling) lies in the
range [β̂m, β̂m+1].

Note that this last conditional probability term captures
the effects of imperfect CSIT on the performance of the
beamforming, scheduling and adaptation scheme. In the case
of perfect CSIT (ρc → 0), correct reception occurs with proba-
bility one. Also, note that the link-layer throughput expression
in (8) represents only an approximation (compression) of the
real performance of the system. The simplified model in (8)
assumes packets are erroneous when the instantaneous SINR
drops below the reception threshold βm, when in practice there
might be some cases where correct reception can still occur.
Conversely, some cases with higher instantaneous SNR than
the reception threshold could also lead to erroneous packet
transmissions. This type of compression/abstraction model as
in (8) has been proved accurate for system-level simulation
of networks with considerable excursions of path-loss values,
which are typical of cellular systems where terminals lie at
different distances from the access point.

V. PERFORMANCE ANALYSIS

The following subsections present the derivation of analytic
expressions of the different terms of the link-layer throughput
model in (8). For convenience, it is useful to derive the
statistics of the estimated SNR (presented in Section V-A)
and then deal with the statistics of the instantaneous SINR
(presented in Section V-C) conditional on the MCS selection,
terminal scheduling, and beamforming processes.

A. Statistics of estimated SNR

Let us now substitute the correlation model described by
(3) in the expression of the estimated SNR in (2), which yields:

X̂j =

∑N
n=1 P |ĥj(n)|2

σ2
v

=

=

N∑
n=1

P |ν +
√

1− ρZj(n) +
√
ρGj |2

σ2
v

. (9)

The statistics of the estimated SNR have been investigated
in our previous work in [37]. The sub-index j is dropped
in subsequent derivations due to the symmetrical network
assumption. The conditional characteristic function (CF) of X̂
can be thus written as [39]:

ΨX̂|G(iω) = (1− iωγ̃)−Ne
iωα|ν̃+G|2

1−iωγ̃ , (10)

where γ̃ = P (1−ρ)γ
σ2
v

, i =
√
−1, ω is the frequency domain

variable, ν̃ = ν/
√
ρ, α = PNρ

σ2
v

, and ΨX|Y denotes the CF
of random variable X conditional on an instance of random
variable Y , for any X and Y random variables. By using the
following change of variable x = |ν̃ +G|2, the expression in
(10) becomes:

ΨX̂|x(iω) = (1− iωγ̃)−Ne
iωαx

1−iωγ̃ . (11)

The unconditional CF of the estimated SNR can be now
obtained by averaging the previous expression over the proba-
bility density function (PDF) of x, which under the Rice fading
assumption is given by fx(x) =

∑∞
q=0 Cqx

qe−
x
γ , where

Cq = κq

γq+1(q!)2 e
−κ κ = |ν̃|2

γ is the Rice factor. Therefore,
the unconditional CF of the estimated SNR can be obtained
as follows:

ΨX̂(iω) =

∫ ∞
0

(1− iωγ̃)−Ne
iωαx

1−iωγ̃

∞∑
q=0

Cqx
qe−

x
γ dx, (12)

which after the integration (see Appendix) becomes:

ΨX̂(iω) =

∞∑
q=0

C̃q(1− iωγ̆)−1−q(1− iωγ̃)1+q−N , (13)

where C̃q = q!Cqγ
q+1, γ̆ = αγ + γ̃. The expression in (13)

can be rewritten using partial fraction expansion (PFE):

ΨX̂(iω) =

N−1∑
q=1

Bq
(1− iωγ̃)q

+

∞∑
q=1

Aq
(1− iωγ̆)q

. (14)
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where

Aq =

{ ∑N−1−q
n=1 Am,q, q ≤ N − 1

Čq, q > N − 1
, (15)

Bq =

N−2∑
n=0

Bn,q, (16)

C̆q =

q+N∑
w=q

C̃w

N∑
t=w−q

t∑
u=0

(
1 + w −N

t

)(
γ̃

γ̆

)t
(17)

× (−1)u+1

(
t
u

)
(18)

Aq,m =

(
N − 1− q

m

)
C̃q(−γ̆)−1−q+m(−γ̃)1+q−N

(γ̆−1 − γ̃−1)
m , (19)

Bq,n =

(
1 + q
n

)
C̃q(−γ̆)−1−q(−γ̃)1+q−N+n

(γ̃−1 − γ̆−1)
n . (20)

See the Appendix for details of the derivation of these expres-
sions. The probability density function (PDF) and complemen-
tary cumulative distribution function (CCDF) are thus given,
respectively, by:

fX̂(y) = e−
y
γ̃

N−1∑
q=1

Aqy
q−1

γ̃q(q − 1)!
+ e−

y
γ̆

∞∑
q=1

Bqy
q−1

γ̆q(q − 1)!
, (21)

and

F̄X̂(y) = e−
y
γ̃

N−1∑
q=1

q−1∑
m=0

Aqy
m

γ̃mm!
+ e−

y
γ̌

∞∑
q=1

q−1∑
n=0

Bqy
n

γ̆nn!
,

which can be rewritten, for convenience, as follows:

F̄X̂(y) = e−
y
γ̃

N−1∑
q=1

Ãqy
q−1 + e−

y
γ̆

∞∑
q=1

B̃qy
q−1, (22)

where Ãq =
∑N−1
t=q

At
γ̃q−1(q−1)! and B̃q =

∑∞
t=q

Bt
γ̆q−1(q−1)! .

B. Order statistics of estimated SNR

The effects of terminal scheduling on the statistics of
the estimated SNR will be obtained via the theory of order
statistics. The statistics of the random variable with maximum
value are given by the following formula [38]:

fX̂max(y) = JfX̂(y)FX̂(y)J−1. (23)

By substituting the expressions for the PDF and CDF of X̂∗ in
(23) and using the formula for multinomial theorem we obtain
the following expression:

fX̂max(y) =
∑

l;
∑
t lt=J−1,q<N−1

α̃l,qe
−yµ̃lyτ̃l,q

+
∑

l;
∑
t lt=J−1,q>0

αl,qe
−yµlyτl,q , (24)

where

α̃l,q = αl
Ãq

γ̃q(q − 1)!
, (25)

αl,q = αl
B̃q

γ̆q(q − 1)!
, (26)

αl = J

(
J − 1

l

) N∏
t=1

(
−Ãt

)lt ∏
t=N+1

(
−B̃t−N+1

)lt
,

(27)

µ̃l =

∑N−1
t=1 lt + 1

γ̃
+

∑
t=N lt
γ̆

, (28)

τl,q =

N−1∑
t=1

tlt + q − 1 +
∑
t=N

(t−N)lt, (29)

µl =

∑N−1
t=1 lt
γ̃

+

∑
t=N lt + 1

γ̆
, (30)

τ̃l,q =

N−1∑
t=1

(t− 1)lt + q − 1 +
∑
t=N

(t−N)lt. (31)

The vector l = [l1, l2, . . . lt, . . .]
T contains the exponents lt of

the elements of the multinomial term FX̂(y)J−1. For details
of this derivation please see the Appendix.

C. Statistics of instantaneous SINR

Let us now substitute the correlation model described by
(4) into the expression of the instantaneous SINR in (5):

Γj =
Pρcĥ

H
j ĥj +Re[P

∑N
n=1 ĥj(n)∗Φj(n)]

Ij + σ2
v

, (32)

where Φj(n) = ν(1 − ρc) +
√

1− ρ2
cYj(n). Since we are

interested in the reception probability term Pr{Γj > βm} we
can use (32) to express the term Pr{Γj > βm}as follows:

Pr{Γj > βm} =

Pr

{
Pρcĥ

H
j ĥj +Re[P

∑N
n=1 ĥj(n)∗Φj(n)]

Ij + σ2
v

> βm

}
.

By rearranging the terms of the inequality we obtain:

Pr{Γj > βm} =

Pr{PρcĥHj ĥj +Re[P

N∑
n=1

ĥj(n)∗Φj(n)]− βmIj

> βmσ
2
v} = Pr{ψj > σ2

v}.

The characteristic function of ψj conditionally on a particular
value of ĥj is the addition of two random variables: a Gaussian
process with mean PρcXj + ν(1 − ρc) and variance P (1 −
ρc)Xj = γ̌Xj and a non-central chi-square random variable
with K degrees of freedom, and parameters −βmλ and ξ. This
can be mathematically written as follows:

Ψψj |hj ,k(iω) =
ei(PρcXj+ν(1−ρc))+ω2γ̌Xj

(1 + iωβmλ)K
e

iωξ2

1+iωβmλ .
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The CF conditional on the decision made by the transmitter
can be obtained as follows:

Ψψj |β̂m<Xmax<β̂m+1,k
(iω) =

∫ β̂m+1

β̂m

Ψψj |X∗(iω)f(Xmax)dX.

This operation yields:

Ψψj |β̂m<Xmax<β̂m+1
(iω) =∑

l;
∑
t lt=J−1;q<N−1

α̃l,q

(iρcP + µ̃l + ω2γ̌)τ̃l,q+1(1 + iωβmλ)K

×e
Niωξ2

1+iωβmλ ei(1−ρc)ν

+
∑

l;
∑
t lt=J−1,q>0

αl,q

(iρcP + µl + ω2γ̌)τl,q+1(1 + iωβmλ)K

×e
Niωξ2

1+iωβmλ ei(1−ρc)ν

The back transform is obtained numerically thus leading to the
desired statistics of instantaneous SINR

VI. RESULTS

This section presents graphical results of the statistics of
the MRC beamformer with adaptive modulation, scheduling
and co-channel interference with imperfect CSIT. Figure 2
displays the results of the Cumulative Distribution Function
(CDF) of the SNR of the scheduler conditional on the decision
made by the transmitter based on imperfect CSIT using a
hypothetical MCS selection threshold equal to (β̂ = 2). The
results in Figure 2 have been obtained using fixed transmit
power settings (Pγ/σ2

v = 1) assuming no interference with
different numbers of antennas (N = 2, N = 4), Rice factor
κ = −10 dB, persistent factor p = 0.7, and different values
of correlation coefficients (ρ = 0.2, ρ = 0.95, ρc = 0.2 and
ρc = 0.95).

Figure 3 shows the results for the CDF of the SNR using
the same settings as in the previous example, except for the
transmit power which is now set to Pγ/σ2

v = 5. The objective
of investigating the conditional CDF is to observe the effects
of imperfect CSIT on the instantaneous SNR experienced by
the scheduled terminals. The results show the heavy influence
of imperfect CSIT on the characteristics of the CDF. Low
values of the correlation coefficient ρ→ 0, see a considerable
degradation on the probability of correct reception. Note that
all curves of the CDF depart from the hypothetical decision
threshold set to β̂ = 2. This departure to the left-hand side
of the figure is a measure of the incorrect reception due to
imperfect CSIT. All the curves at the top left of the figure are
indeed the curves with worse CSIT conditions. It is observed
that spatial correlation degrades performance at high values
of SNR, but it could be beneficial in the low SNR regime.
In some cases, spatial diversity provided by higher numbers
of antennas can even compensate for the effects of imperfect
CSIT, particularly at with low values of spatial correlation. In
all cases in both figures, it is observed that the performance of
the CDF is superior with higher numbers of terminals in the
scheduler, but this gain is more noticeable in channels with low
spatial correlation. It can be also observed that user scheduling
reduces the effects of spatial correlation. Spatial correlation
reduces the diversity gains of the combining beamformer, and

TABLE II. SINR(dB) vs BLER FOR WiMAX MODULATION AND
CODING SCHEMES [40].

QPSK 1/3 QPSK 1/2 QPSK 2/3
SINR BLER SINR BLER SINR BLER
-1.14 4.10e-3 1.32 4.13e-3 3.47 6.50e-3

QPSK 3/4 QPSK 4/5 16 QAM 1/3
SINR BLER SINR BLER SINR BLER
4.78 3.30e-3 5.46 4.97e-3 3.66 7.15e-3

16 QAM 1/2 16 QAM 2/3 16 QAM 3/4
SINR BLER SINR BLER SINR BLER
6.52 5.70e-3 9.37 3.80e-3 10.98 1.57e-3

it can be accumulated over the several antennas resulting in
a more noticeable performance reduction. User scheduling
provides extra diversity gains that can compensate this re-
duction. The results can also be compared to the Rayleigh
fading case presented in our previous conference publication
in [1]. All the curves seem to be more straight in the vertical
direction, which is an indication of the effect of line of
sight.This ”straightening” effect has consequences in different
aspects of the protocol. First of all, it helps to reduce the
likelihood of missing the SINR threshold for values near the
threshold. However, it can also contribute to having difficulties
in achieving such threshold, particularly with low values of the
temporal correlation coefficient.

The results presented in Figure 3 and Figure 4 have been
obtained using the same settings used in the previous two
examples, except for the interference assumption. The channel
power settings of the K = 2 persistent interferers were all set
to λ/γ = 0.1. The results show the CDF of the instantaneous
SINR instead of the SNR. The CDF results show how affected
the system becomes by the presence of interference. It becomes
evident that the presence of interference affects also how
the spatial correlation plays a role on the performance of
the system. This will become more evident in the results of
throughput presented in the following figures.

To test the performance of the algorithm in a full wireless
transmission system with different modulation formats, we
have used the settings of the WiMAX standard and its different
modulation schemes (see Table II). The results in Figure 4 and
Figure 5 present the overall throughput for a network with
different numbers of users included in the scheduler versus
different values of transmit average SNR. Figure 4 shows the
results with no interference, while Figure 5 shows the results
with K = 2 interferers using set to λ/γ = 0.1. The results
with interference show several changing patterns due to the
complex relation between interference and the received signal
by the terminals. Surprisingly at high values of transmit SNR
some of the curves with low spatial correlation tend to perform
worse that the correlated cases, which can only be explained
by the increased importance of the interference term and the
parameters of the modulation formats used in the simulation.

VII. CONCLUSIONS

This paper has presented an analytical framework for the
study of joint MRC beamforming, terminal scheduling and
resource allocation (modulation assignment) algorithms for
multiuser networks in the presence of persistent co-channel
interference. The results show that co-channel interference can
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Figure 2. CDF of instantaneous SNR conditional on the estimated SNR
being above the threshold β̂ = 2 with fixed Tx power settings

(Pγ/σ2
v) = 5) without interference, κ = −10 dB and different vales of

antennas and correlation coefficients.

Figure 3. CDF of instantaneous SNR conditional on the estimated SNR
being above the threshold β̂ = 2 with fixed Tx power settings

(Pγ/σ2
v) = 5) without interference,κ = −10 dB, and different vales of

antennas and correlation coefficients.

considerably affect the performance of beamforming, being
counteracted by the effects of scheduling and higher degree
of accuracy of channel state information at the transmitter
side. The number of antennas tends to reduce the effects of
imperfect CSIT and interference. However, channel correlation
can affect these gains, particularly in the high SNR regime.
Conversely, in the low SNR regime it seems that channel
correlation can outperform the case on uncorrelated channels.
Spatial correlation effects tend to be accumulated when the
number of antennas increases and, therefore, its effects will
be more clearly observed in the high SNR regime. The line-
of-sight component analyzed in this paper tends to improve
reception for high values of temporal correlation, but it seems

Figure 4. CDF of instantaneous SINR conditional on the estimated SNR
being above the threshold β̂ = 2 with fixed Tx power settings

(Pγ/σ2
v) = 1) in the presence of cochannel interference

(K = 2, λ/γ = 0.1), κ = −10 dB, p = 0.7 and different vales of antennas
and correlation coefficients.

Figure 5. CDF of instantaneous SINR conditional on the estimated SNR
being above the threshold β̂ = 2 with fixed Tx power settings
(Pγ/σ2

v) = 5) in the presence of co-channel interference
(K = 2, λ/γ = 0.1), κ = −10 dB, p = 0.7 and different vales of antennas

and correlation coefficients.

that when the quality of the information used for resource
allocation, it contributes to reduce the diversity combining
effects that can be used to overcome the errors due to imperfect
CSIT.
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Figure 6. Throughput vs. transmit SNR for the MRC beamforming,
scheduling and resource allocation algorithm without interference, κ = −10

dB and different vales of antennas and correlation coefficients.

Figure 7. Throughput vs. transmit SNR for the MRC beamforming,
scheduling and resource allocation algorithm in the presence of cochannel

interference (K = 2, λ/γ = 0.1), κ = −10 dB, p = 0.7 and different vales
of antennas, numbers of terminals and correlation coefficients.
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APPENDIX

A. Derivation of the unconditional CF of X̂ in (13)
Consider the following modification of (12):

ΨX̂(iω) =

∫ ∞
0

(1− iωγ̃)−N
∞∑
q=0

Cqx
qe−x(

1−iω(αγ+γ̃)
γ(1−iωγ̃) )dx.

(33)
By using the following changes of variable u =

x
(

1−iω(αγ+γ̃)
γ(1−iωγ̃)

)
, γ̆ = αγ + γ̃ and du = dx

(
1−iω(αγ+γ̃)
γ(1−iωγ̃)

)

the previous integral becomes:∫ ∞
0

∞∑
q=0

Cqγ
q+1(1− iωγ̃)q+1−N (1− iωγ̆)−1−quqe−udu.

The results of the above integration (
∫∞
u=0

uqe−udu = q!)
yields the expression in (13).

B. Derivation of the partial fraction expansion of the CF of
X̂ in (14)

For convenience we rewrite the expression in (13) as
follows:

ΨX̂(iω) =

∞∑
q=0

C̃q(1−iωγ̆)−1−q(1−iωγ̃)1+q−N

=

N−2∑
q=0

C̃q
(1− iωγ̆)1+q(1− iωγ̃)N−1−q

+

∞∑
q=N−1

C̃q(1− iωγ̃)1+q−N

(1− iωγ̆)1+q
, (34)

The first term of this expression can be expanded in partial
fractions as follows:

C̃q
(1− iωγ̆)1+q(1− iωγ̃)N−1−q =

1+q∑
m=1

Aq,m
(1− iωγ̆)m

+

N−1−q∑
n=1

Bq,n
(1− iωγ̃)n

,

where Aq,m =

(
N − 1− q

m

)
C̃q(−γ̆)−1−q+m(−γ̃)1+q−N

(γ̆−1−γ̃−1)m and

Bq,n =

(
1 + q
n

)
C̃q(−γ̆)−1−q(−γ̃)1+q−N+n

(γ̃−1−γ̆−1)n . The second term

of the expression in (34) can be rewritten as follows:
∞∑

q=N−1

C̃q(1− iωγ̃)1+q−N

(1− iωγ̆)1+q
=

∞∑
q=N−1

1+q−N∑
t=0

(
1 + q −N

t

)
C̃q(−iωγ̃)t

(1− iωγ̆)1+q
,

which can be rewritten as
∞∑

q=N−1

1+q−N∑
t=0

(
1 + q −N

t

) t∑
u=0

(
t
u

)

× C̃q(γ̃/γ̆)t(−1)u+1

(1− iωγ̆)1+q−u

=

∞∑
q=N−1

C̆q
(1− iωγ̆)1+q

,

where

C̆q =

q+N∑
w=q

C̃w

N∑
t=w−q

t∑
u=0

(
1 + w −N

t

)(
γ̃

γ̆

)t

×(−1)u+1

(
t
u

)
.
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By substituting the results back in (34), we obtain:

ΨX̂(iω) =

N−2∑
q=0

{
1+q∑
m=1

Aq,m
(1− iωγ̆)m

+

N−1−q∑
n=1

Bq,n
(1− iωγ̃)n

}

+

∞∑
q=N−1

C̆q
(1− iωγ̆)1+q

,

which can be rewritten as

ΨX̂(iω) =

N−1∑
q=1

Bq
(1− iωγ̃)q

+

∞∑
q=1

Aq
(1− iωγ̆)q

,

where: Aq =

{ ∑N−1−q
n=1 Am,q, q ≤ N − 1

Čq, q > N − 1
, and Bq =∑N−2

n=0 Bn,q,

C. Derivation of order statistics of estimated SNR in from (2)
Using the multinomial theorem, it is possible to obtain a

formula for the term FX̂(y)J−1 considering the expression in
(22) as follows:

FX̂(y)J−1 =
∑

∑
t lt=J−1

(
J − 1

l

)N−1∏
t=1

(
−Ãtyt−1e−

y
γ̃

)lt
×
∏
t=N

(
−B̃t−N+1y

t−Ne−
y
γ̆

)lt
where lt is the exponent index of the t-th element of the
multinomial expression(x0 + x1 + x2 + . . . xt + xt+1 . . .)

J−1,
considering that x0 = 1, xt = −Ãtyt−1e−

y
γ̃ , 1 ≤ t ≤

N − 1, xt = −B̃t−N+1y
t−Ne−

y
γ̆ , N ≤ t,. The vector

l = [l1, l2, . . . lt, . . .]
T contains the exponents lt of the elements

of the multinomial term FX̂(y)J−1. The previous expression
can be reorganized as follows:

FX̂(y)J−1 =
∑

∑
t lt=J−1

(
J − 1

l

)

×e
−y
(∑N−1

t=1 lt
γ̃ +

∑
t=N lt
γ̆

)
y
∑N−1
t=1 (t−1)lt+

∑
t=N (t−N)lt

×
N∏
t=1

(
−Ãt

)lt ∏
t=N+1

(
−B̃t−N+1

)lt
By substituting the previous expression back in (23) we then
obtain:

fX̂max(y) =
∑

∑
t lt=J−1

(
J − 1

l

)

×e
−y
(∑N−1

t=1 lt
γ̃ +

∑
t=N lt
γ̆

)
y
∑N−1
t=1 (t−1)lt+

∑
t=N (t−N)lt

×
N∏
t=1

(
−Ãt

)lt ∏
t=N+1

(
−B̃t−N+1

)lt

×

(
e−

y
γ̃

N−1∑
q=1

Ãqy
q−1

γ̃q(q − 1)!
+ e−

y
γ̆

∞∑
q=1

B̃qy
q−1

γ̆q(q − 1)!

)
,

which can be rewritten as follows

fX̂max(y) =
∑

∑
t lt=J−1

αle
−y
(∑N−1

t=1 lt
γ̃ +

∑
t=N lt
γ̆

)

×y
∑N−1
t=1 (t−1)lt+

∑
t=N (t−N)lt

×

(
e−

y
γ̃

N−1∑
q=1

Ãqy
q−1

γ̃q(q − 1)!
+ e−

y
γ̆

∞∑
q=1

B̃qy
q−1

γ̆q(q − 1)!

)
where

αl = J

(
J − 1

l

) N∏
t=1

(
−Ãt

)lt ∏
t=N+1

(
−B̃t−N+1

)lt
.

A further modification of this expression leads to:

fX̂max(y) =

∑
l;
∑
t lt=J−1

N−1∑
q=1

α̃l,qe
−y
(∑N−1

t=1 lt+1

γ̃ +
∑
t=N lt
γ̆

)

×y
∑N−1
t=1 (t−1)lt+q−1+

∑
t=N (t−N)lt

+
∑

l;
∑
t lt=J−1

∞∑
q=1

αl,qe
−y
(∑N−1

t=1 lt
γ̃ +

∑
t=N lt
γ̆

)

×y
∑N−1
t=1 tlt+

∑
t=N (t−N)lt+q−1

where

α̃l,q = αl
Ãq

γ̃q(q − 1)!
,

and

αl,q = αl
B̃q

γ̆q(q − 1)!
.

This can be rewritten as the intended expression in (24), which
finalizes the derivation.
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