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Abstract - This paper examines the impact of building Heating, 

Ventilation and Air Conditioning (HVAC) control system 

setpoints such as temperature and flow rate on total building 

energy requirements, for a typical system design and operation 

in four different weather conditions.  Through the simulation 

and the result sensitivity analysis, the range of energy usage 

and the potential for minimizing building energy requirements 

by dynamically adjusting setpoints are presented in this paper. 

Keywords-buildings; cooling; control systems; energy; 

heating; HVAC; simulation; setpoints  

I. INTRODUCTION 

The increasing demand of air-conditioning and the 

energy crisis during the last decades have led to a surge of 

attention and there is no doubt that the improvement of the 

Heating, Ventilating and Air Conditioning (HVAC) control 

system is one of the effective solutions to realize sizable 

energy-saving for the building sector. The aim of HVAC 

control is to provide a comfortable, safe, healthy and 

productive environment for occupants using the least 

energy.  Significant energy saving potential exists for 

building systems during operation with the help of current 

technology such as intelligent, adaptive or model predictive 

control.  The development of this kind of technology has led 

to the possibility of the improvement of building operational 

performance.  However, it is difficult to evaluate the 

potential or effectiveness of the new control strategies 

without first gaining a better understanding of the range of 

operating conditions possible for any particular 

building/HVAC system combination. That is, the amount of 

energy savings is a function of both the actions of the new 

control strategy and the fundamental capabilities of the 

HVAC system.  In its most basic form, a building control 

system can do no more than monitor sensors, apply logic 

and manipulate actuators. Thus, the main objective of the 

work described in this paper is to clearly identify and define 

the space within which the building/HVAC combination is 

capable of operating in order to enable the determination of 

both energy saving potential and optimal setpoints and 

control logic. While this is not specifically an optimization 

effort, i.e., we are not seeking a single optimal solution 

since it is understood that setpoints and control logic may 

need to be adjusted on a dynamic basis, the primary metric 

utilized, namely total building energy usage, can be 

considered as an objective function. 

The content is organized as follows. Section II reviews 

the recent studies. Section III presents the models adopted 

and simulation work. Section IV gives the results and 

analysis.  Lastly, Section V presents the conclusions and 

possible future work. 

II. LITERATURE RIEVEW 

Simulation is taken as one of the oldest but very 

effective tools to engineers in every discipline. Building 

simulation began in the 1960s and became the hot topic of 

the 1970s within the energy research community. For 

nowadays, computer simulation is not only used for the 

building design stage like sizing and configuration design, 

but also adopted for system performance analysis more and 

more widely.  Building simulation can be applied to reveal 

the inter-actions between the building itself and its 

occupants, HVAC systems, and the outdoor climate This 

paper is a further improvement to our previous work [1].  A 

large amount of work has been done to show how important 

building simulation is in the study of building energy 

performance [2].  For examples, Li et al. [3] and Pan et al. 

[4] analyzed and displayed the building energy break-down 

with calibrated models in 2007 and 2009, respectively; 

however, more effort is needed to understand how to obtain 

optimum operating parameters, particularly for building 

control systems. Simulation does provide a good 

opportunity to evaluate the dynamic and energy 

performance of HVAC system control strategy in a 

convenient and low cost way. The control strategy can also 

be pre-tuned before being utilized in the real system with 

the help of simulation. Recent research also showed 

performing building simulation analysis enabled diagnosis 

of malfunctioning or incorrectly commissioned equipment 

within the building and thus also assisted with future 

commissioning and tuning of the building performance [5].  

Future development and application of information 

technology in the building industry will lead to a completely 

new building design philosophy and methodology [6].  In 

2003, Mathews and Botha [7] conducted simulation with 

three cases and proved that simulation does indeed have the 
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TABLE I. REFERENCE CHARACTERISTICS OF EQUIPMENT 

*T-Temperature, V-Flow Rate, lcw-leaving chilled water, ecf-entering 
condenser fluid, chw-chilled water, cdw-condenser water 

 

TABLE II. DEFAULT PARAMETER VALUE FOR SIMULATION 

 

ability to improve the thermal and energy management of 

building HVAC systems.  A lot of work has been done in 

the field of building energy consumption simulation but 

more work remains to be done.  Traditionally, less attention 

has been put on buildings operation compared with the 

design of a system and its construction/installation. What’s 

more, the simulation software has been evolving steadily 

over recent years. HVAC component and subsystem models 

are now generally well understood and have been the 

subject of a number of researches [8].  Simulation has been 

extended to the use to the building operation process, 

although it has been traditionally regarded as a design tool.   

III. SIMULATIONS 

The simulations were performed in four different cities. 

They are: State college, Pennsylvania; Miami, Florida; 

Phoenix, Arizona and Minneapolis, Minnesota.  The 

weather files used in this paper are typical meteorological 

year (TMY) format, which are widely adopted in the 

building energy simulation software nowadays and are 

obtained from the United States Department of Energy 

website (2010).  A typical meteorological year (TMY) is a 

collation of selected weather data for a specific location, 

generated from a data bank much longer than a year in 

duration.  It is specially selected so that it presents the range 

of weather phenomena for the location in question, while 

still giving annual averages that are consistent with the long-

term averages for the location in question.  TMY annual 

weather data information is known to be used in the 

EnergyPlus program.  As the weather data is given for each 

hour throughout the year, the simulation is run at intervals 

of one hour.  The four different cities were chosen based on 

their typical weather patterns.  Minneapolis was chosen for 

its cold and dry climate, State college for its mild climate, 

Phoenix for its hot and dry climate and Miami for its hot, 

and humid weather.  The detail weather profile for these 

four cities are not presented here but can be found at the 

United States Department of Energy website. 

The simulations that were conducted consisted primarily 

of quasi steady state determinations of hourly incremental 

and total building energy requirements for a range of 

setpoint combinations and exposed to a summer (cooling) or 

winter (heating) condition.  In essence, a grid was 

established, which represented a collection of setpoints, and 

annual building energy performance was determined for 

each grid point. The setpoints were constrained to maintain 

proper equipment operating conditions (e.g., temperature, 

mass flow).  The primary objective of the simulations was 

to quantify the range of possible operating points and the 

maximum potential savings under different weathers, 

assuming that the control logic could direct the HVAC 

system to the optimal operating conditions.  HVAC 

Equipment performance was modeled as described below. 

Total building energy was determined utilizing 

performance characteristics of the each component: the 

chiller, the cooling tower, the chiller water pump and the 

supply air fan plus the energy input value related to lighting 

and other electrical equipment. The evaluation metric is:  

Etotal   =  E lighting  + Eequipment  + Echiller  + Epump  + Ef an (1) 

where: 

E total = total energy power density 

E lighting = lighting power density input 

E equipment = Equipment power density input 

E chiller = chiller power density input 

E pump = pump power density input 

E fan = fan power density input 

The first two terms are specified as follows, according to 
ASHRAE Standard 90.1 IP [9]: 

Components Selected parameters values 

Chiller 33    Capacity (hp) 2.75        COP 

44          T_lcw (℉) 85           T_ecf (℉) 

4.24     V_chw (ft3/min) 4.87      V_cdw (ft3/min) 

Natural Gas 
Boiler 

0.8         Boiler Efficiency 950         Heat Value 
(Btu/lb) 

Variable 

Volume Fan 

4500        Rated Flow rate 

(ft3/min)  

3       Rated Power (hp) 

0.087   Pressure Rise (psi) 0.7          Fan Efficiency 

Variable 

Speed Pump 

2.54     Rated Flow rate 

(ft3/min)) 

2         Rated Power (hp) 

50         Pump head (ft) 0.66       Pump Efficiency 

Variable Value 

Zone Area S=750 ft2 

Overall Envelope Heat 

Transfer Rate 
U = 0.064 Btu/h-ft2-℉ 

Ambient Temperature 

 
T a = 90 ℉ (summer condition) 

T a = 30 ℉ (winter condition) 

Ambient Pressure P = 1 atm 

Zone Air Temperature T z = 75 ℉ (summer condition) 

T z = 72 ℉ (winter condition) 

Outdoor Air fraction F o = 30% 

Solar Heat Gain q S =1.5 w/ft2 (summer condition) 

q S =0.8 w/ft2 (winter condition) 

Lighting Heat Gain q l = 1.0 w/ft2 

 
Equipment Heat Gain q e = 1.5 w/ft2 

 
Occupants Heat Gain q o = 1.0 w/ft2 

Ventilation Air Flow rate M v = 1.5 cfm/ft2 

Infiltration Air Flow Rate M i = 0.1 cfm/ft2 

Heat Exchanger Effectiveness U1 = 75% 

Energy Recovery Effectiveness U2 = 70% 
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E lighting =1.0 w/ft2          

E equipment =1.5 w/ft2         

The system schematic is presented in Figure 2. As the 

diagram shows, one zone of a multiple zone Variable Air 

Volume (VAV) system with energy recovery ventilator was 

studied for this simulation analysis. For HVAC component 

energy consumption analysis, polynomial fits were used 

with representative coefficients, with the important variables 

being chilled water supply temperature, coil loads, chilled 

water flow rate, outdoor air fraction, supply airflow rate, 

supply air temperature and room temperature [10].  These 

component mathematical equation models are commonly 

used in similar applications. For the simulation software, 

Engineering Equation Solver (EES) [11] was selected 

because of its built–in high-accuracy thermodynamic and 

heat transfer parameters and capability for solving design 

problems in which the effects of one or more parameters 

must be determined.  Previous research work also shows 

that the simplicity of the models and the use of an equation 

solver to run the simulation ensure good robustness and full 

transparency [12].  Then Equation-based simulation models 

were created through the EES and the equation-based 

simulation models use generalized solution techniques to 

solve arbitrarily complex sets of differential and algebraic 

equation, which is another one of the main advantages of 

this approach: the easiness of developing and maintaining 

model.  Table I summarizes the model parameters.  

To minimize the effect from the building itself on the 

simulation results, the zone is simplified as much as 

possible. The case that is used in this simulation is assumed 

to be an office zone has a dimension of 25ft ×30ft with a 9ft 

high ceiling and 12ft wall height.  An overall envelop 

thermal transfer rate is given. The U value is assumed to be 

0.064 Btu/h-ft2-℉. The infiltration rate through the exterior 

walls is set at 0.1cfm/ft2, which is based on information 

from [13].  This infiltration occurs 24 hours a day.  The 

ventilation rate is assumed to be 1.5 cfm/ ft2 which is an 

assumption for the most energy-intensive scenario.  For the 

lighting and occupants heat gain are all assumed equal to 

1w/ft2, the equipment heat gain is assumed at 1.5w/ft2.  

Also, the effectiveness of the energy wheel is assumed to be 

constant throughout the year while it is not true in real word.  

It should change with the outdoor temperature and humidity 

changes throughout the year.  For this case, the effectiveness 

is set at 70% constantly and the effectiveness for the heat 

exchanger is assumed to be 75%. It is worth mentioning that 

the system efficiency is more important than the efficiency 

of individual components, when the energy performance of 

HVAV system is evaluated.   

The zone load is defined as the sum of all kinds of loads, 

internal and external, sensible and latent, which are needed 

to be balanced from the indoor zone to keep a comfort 

environment.  In other words, the zone load is actually the 

sum of heat gains transferred from outer space such as sun, 

occupant, equipment etc. to the zone air.  As a result, there 

are different types of heat gains, solar, heat transmission 

through the walls, human, lights, ventilation and infiltration.  

Depending on the building characteristics, these heat gains 

are converted to loads after some time delay.  The latent 

load, which is produced when moisture in the air goes from 

a vapor to a liquid state, is not calculated in this paper but 

will be discussed in the future work.  In order to evaluate the 

objective function as defined, it is necessary to specify some 

parameters first (Table II).  

Qz   =  qs  + q i  + q t  + qo  + qe  + q l
(2) 

where: 

q s = solar load 

q i = infiltration air load 

q t = envelope thermal load  

q o = occupants load 

q e = equipment load 

q l = lighting load 

 

As shown above, for this simulation, the zone load is 

made up of solar load, lighting load, equipment load, 

occupants load, infiltration air load and envelope thermal 

load (heat gains to zone were assumed as positive). The 

zone heating and cooling loads are met by supplying 

conditioned air to the zone such that the product of the mass 

flow rate of the supply air, the specific heat of air and the 

temperature change of the air from supply (Ts) to return (Tr) 

are equal to the zone thermal load:  

q i   =  m i  · cpair  · ( Tz  – Ta )
                     (3) 

q t   =  UA  · ( Tz  – Ta )
                                 (4) 

Since the heat gain from lighting, equipment occupants 

and solar was already set up, the load values of infiltration 

and envelope thermal conduct can be determined from the 

thermodynamic relationships as described above, the zone 

load can be figured out for the energy consumption 

simulation. 

Echiller   =  
Qav ail  · ChillerEIRFTemp  · ChillerEIRFPLR

COPref
(5) 

                    (6) 

E f an   =  fpl  · m design  · 
Prise

e tot  · rair
                 (7) 

where: 

Q avail = Q ref × ChillerCapFTemp 

vwater = mass flow rate of chilled/hot water 

f pl = air part load factor 

m design = fan design flow rate 

P rise = fan pressure rise 

e tot = fan total efficiency 

ρ air = density of air 

 

Epump   =  vwater  · 
PumpHead

TotalEf f iciency
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In the heating situation, the fuel input was calculated 

with this equation [14]: 

Fboiler   =  m hw  · cpwater  · 
Thws  – Thwr

BE  · VHI
 · 3600

 (8) 

where: 

BE = boiler efficiency 

VHI = fuel heat value 

      m hw = hot water mass flow rate 

      cp water = specific heat capacity of water 

      T hws = hot water supply temper 

      T hwr= hot water return temperature 

 

The operating hours are assumed from 6:00 to 22:00. 

Fan efficiency is selected as 70% as shown in Table I.  For 

the gas boiler energy consumption, the energy consumed in 

the form of natural gas is converted to electricity by the unit 

conversion from BTU/h to KW.  The heat rate of natural gas 

is 1000 BTU/ft3. 

For the cooling and heating coils, cooling/heating and 

dehumidification/humidification of the incoming fresh air is 

performed here.  The temperature effectiveness in a heating 

or cooling is governed by the effectiveness relationship.  An 

effectiveness of 75% is assumed as presented previously in 

Table II.  In sum, the effectiveness of all the main 

components are related to design and operating conditions.  

When the operating conditions fluctuate near design 

conditions, the effectiveness change is really small.  To 

simplify analysis, effectiveness for various components is 

assumed to be constant as discussed in the previous part. 

Fan and pump energy is an important factor in the 

annual energy consumption of an HVAC system.  Fan 

(pump) performance can be characterized by its efficiency, 

which itself is dependent on operational air-flow rate.  

Mostly, rated volumetric flow rate, pressure rise and 

efficiency are available from the manufacturer.  But for this 

research, these numbers are assumed as shown in Table I 

with reasonable values. 

Last thing to notice is that HVAC components such as 

chiller and pumps are composed of a number of sub-

components such as engine, evaporator, compressor, 

condenser and throttling valve, but these sub-components 

are not included for this study as in the energy balance 

equation derived for the simulation, only the inter-

connections are of interest. 

The setpoints were changed as described in Table III.  

For the summer condition simulation, five parameters, 

condenser entering temperature, chilled water supply 

temperature, chilled water mass flow rate, supply air 

temperature and flow rate are set as variables. Ten different 

values are selected for each parameter so there are 50 

different scenarios in total. As only hot water supply 

temperature and mass flow rate, supply air temperature and 

flow rate were changed in the winter condition, 40 group of 

total power density resulted from the simulation.  But here 

as the whole year total energy consumption is the object of 

study, the summer cooling and winter heating will be 

simulated simultaneously with a condition judgment 

statement coded in EES.  To simply simulation, the 

heating/cooling is assumed to be enabled immediately when 

the outdoor air temperature below/above corresponding 

setpoint temperature.  For this simulation, when the outdoor 

air temperature is greater than 80 °F, the cooling will be on 

and when the outdoor air temperature is less than 55°F, the 

heating will be simulated.   

IV. RESULTS 

The simulation figure depicts the one whole year total 

power density as a function of different setpoint settings. 

The total power density consumed in each city is shown in 

figures below.  Each city stands for a typical weather 

conditions. 

Figures 3, 4, 5, and 6 illustrate the annual power density 

for four different weather cases from highest to the lowest 

for the year around.  The different colors present the 

breakdown of the electricity usage.  As we can see, HVAC 

system (including chiller, cooling tower pump, chiller water 

pump and supply air fan) is the biggest electric consumer in 

the model, which accounts for around 60% of total energy 

consumption, while both lighting and equipment account for 

around 15% of the total power consumption, respectively.  

According to Table IV, the maximum annual power density 

can reach 36.121kwh/sf-year at Miami when the chilled/hot 

water flow rate at the biggest value and a small supply air 

flow rate can decrease the energy consumption to 

26.712kwh/sf-year at state college.  Please note the annual 

power density is high compared to typical office buildings’ 

numbers due to the high ventilation air flow rate setting in 

the simulation.  The simulation is operated in this way to 

reflect the possible situation using the most energy.  

Figure 7 is the simulated building energy usage 

breakdown in the four weather conditions.  The percentage 

of the total power that is required by HVAC system to 

ventilate and condition (fans, pumps, chillers and boilers) is 

67% in Minneapolis, 71% in Miami, 68% in Phoenix and 

63% in state college.  Among the HVAC system energy 

consumption itself, chiller and boiler is the largest power 

consumer while the pump consumes the least energy.  

To sum up, the energy performance of this particular 

building/HVAC system combination was evaluated for 

typical scenarios in order to illustrate the methodology and 

the energy saving potential of dynamic setpoint 

manipulation.  While the magnitude of the potential energy 

savings would be expected to vary for different buildings 

and locations, the methodology would still be applicable 

and useful provided the proper information was available to 

accurately model the HVAC system and its components.  

The methodology could also be used to evaluate the 

effectiveness of advanced control strategies by comparing
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TABLE III. CASE DESCRIPTION FOR THE TWO CONDITIONS 

 

Cases(summer) Simulation Description 

1 (10 numbers) Increase condenser entering temperature (50-60 ℉) 

2 (10 numbers) Increase chilled water  flow rate (0.4-0.7 lbm/s)       

3 (10 numbers) Increase chilled water supply temperature (45-55 ℉) 

4 (10 numbers) Increase supply air flow rate (500-700 cfm)       

5 (10 numbers) Increase supply air temperature (60-65 ℉) 

 
Cases(winter) Simulation Description 

1 (10 numbers) Increase hot water supply temperature (185-195 ℉) 

2 (10 numbers) Increase hot water supply flow rate (0.4-0.7 lbm/s)       

3 (10 numbers) Increase supply air flow rate (500-700 cfm) 

4 (10 numbers) Increase supply air temperature (85-95 ℉) 

 

TABLE IV. COMPARISON OF POWER DENSITY IN DIFFERENT 
SCENARIOS  

 

City Annual 

Power 

Density 

maximum 

(Kwh/sf-

year) 

Annual 

Power 

Density 

minimum 

(Kwh/sf-

year) 

Potential 

Energy 

Saving 

(Kwh/sf-

year) 

Saving 

Percentage 

Minneapolis 34.689 31.723 2.966 8.55% 

Phoenix 33.423 31.645 1.778 5.32% 

Miami 36.121 35.340 0.781 2.16% 

State College 28.644 26.712 1.932 6.75% 

 

TABLE V. RESULT STATISTICAL ANALYSIS 

 
City Mean Value of 

Annual Power 

Density 

Standard deviation 

of Annual Power 

Density minimum 

Minneapolis 32.65 0.45 

Phoenix 32.37 0.29 

Miami 35.61 0.11 

State College 27.63 0.34 

 
TABLE VI. SENSITIVITY ANALYSIS RESULTS FOR: 

(A) MILD, (B) COOL AND DRY, (C) HOT AND DRY 
AND (D) HOT AND HUMID WEATHER CONDITION 

 
Parameters SC(A) SC(B) SC(C) SC(D) 

Supply air flow rate 0.51 0.47 0.54 0.38 

Chilled/hot water supply flow  0.49 0.51 0.68 0.26 

Supply air temperature  0.011 0.73 0.89 0.41 

Condenser entering 
temperature  

0.0037 0.012 0.015 0.13 

Chilled/hot water supply 

temperature 

0.0021 0.045 0.0092 0.084 

 

the energy savings predicted or realized by those methods to 

the maximum potential savings identified using the 

approach described here. 

To gain a deeper understanding of the simulation results, 

statistical analysis was carried out showing the cumulative 

percent of the total data population described at each yearly 

energy density value, working from smallest to largest.  The 

distribution of the data is close to a normal cumulative 

distribution, which agrees with previous assumption that 

most total energy consumption for buildings has a normal 

distribution.  It can be seen that the considered cases show a 

significant energy usage difference between the best and 

worst cases.  Thus, there should be a significant savings 

potential, which can be potentially achieved by adjusting the 

HVAC system setpoints. 

Another thing should be noticed is that the standard 

deviation and mean numbers for these four conditions as 

presented in Table V.  The mean number stands for the 

average energy usage during a whole year.  So, based on the 

results, Miami (hot and humid weather) has the largest 

average power density while state college (mild weather) 

has the smallest one.  Perhaps the difference on the running 

time of chillers may contribute to such an outcome.  

In statistics and probability theory, the standard 

deviation shows how much variation or dispersion from the 

average exists.  A low standard deviation indicates that the 

data points tend to be very close to the mean; a high 

standard deviation indicates that the data points are spread 

out over a large range of values.  So for here, a larger 

standard deviation means the energy usage is relatively 

unstable when changing the setpoints, but at the same time 

it also indicates a larger saving potential.  Minneapolis has 

the biggest standard deviation which is consistent with the 

results in Table IV.  And Miami has a relatively stable data 

so it is likely in the hot and humid weather condition, 

changing system setpoints will not bring a significant 

fluctuation in the energy usage per to this study.   

To evaluate the effects of these key parameters on the 

energy performance in different climate conditions, 

sensitivity analysis was generated.  Sensitivity Analysis 

(SA) is defined as the study of how uncertainty in the output 

of a model (numerical or otherwise) can be apportioned to 

different sources of uncertainty in the model input [15], 

which provides a good opportunity of giving a hierarchical 

rating to a large number of energy model inputs based on 

their relative importance to building energy consumption.  

When mentioned the method of sensitivity analysis, [16] 

documents three SA Techniques: Differential Sensitivity 

Analysis (DSA), Monte Carlo Analysis (MCA) and 

Stochastic Sensitivity Analysis (SSA), the DSA is most 

commonly used due to its simplicity and easy-to-

understand. For this research, the DSA method is picked to 

assess the relative influences of selected inputs on the 

energy consumption. 

The sensitivity coefficient presented below is defined as 

the percentage change of the output divided by the 

percentage change of the input. Figure 1 provides a more 

vivid picture of the proposed procedure. 
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Figure 1. Total Power Density for Winter Condition 

The equations used for the sensitivity analysis are shown 

as below: 

 

      en ( )
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These two terms are the changes of the ouput and input 

relative to the base model and input, respectively.  Obase and 

Ibase are the base model output and input, respectively.  Opert, 

Ipert and Imin are the perturbed model output, input and 

potential minimum value of input, respectively. 

In this paper, the interested simulation outputs include 

whole building annual electricity (lighting, etc.) and boiler 

gas energy uses, as well as the chiller, the pump and the fan 

energy uses.  And these outputs are connected to certain 

input parameters.  So, to sum up here, for both the cooling 

and heating conditions, there are five interested input 

variables, they are condenser entering temperature, 

chilled/hot water supply temperature, chilled/hot water 

supply flow rate, supply air flow rate and supply air 

temperature.  Then, the range of each parameter was 

determined according to the actual building operation 

situation.  But here the range is set as shown in Table III.  

Perturb one parameter at a time while keeping other 

parameters constant, the sensitivity coefficient can be 

calculated based on the simulated output.  

So, based on the sensitivity-analysis method described in 

previous, and pre the simulation results for these four 

different climates, the sensitivity coefficient (SC) that 

determined by their relative importance to the annual whole 

building energy use for the four different climates is 

demonstrated as in Table VI. 

According to the data shown in the previous page, with 

regards to the mild weather, the supply air flow rate has the 

largest sensitivity coefficient, which means minimizing the 

supply air flow rate is shown to be the most effective 

measure to save the energy usage.  On the opposite, 

chilled/hot water temperature has the smallest value, which 

indicates the variation on the chilled/hot water temperature 

settings will have the least influence on the power 

consumption. While for the rest three outdoor conditions, 

the supply air setpoint temperature is in the driving position.  

V. CONCLUSIONS AND FUTURE WORK 

A methodology was developed and demonstrated for 

determining the impact of HVAC control system setpoints 

on the total building energy requirements for a typical 

combination of HVAC system in four different outdoor 

environment situations in order to quantify the maximum 

potential energy savings due to dynamic setpoint 

adjustment.  The analysis reveals that a large potential of 

energy reduction exists in the building.  Whole building 

energy saving from fine tuning HVAC system can be 

significant in certain condition.  According to the simulation 

result, the energy saving potential through possible optimum 

control is substantial and more noticeable in winter season. 

The potential saving can be as high as 8.55% and as low as 

2.16% for cold and dry climate and hot and humid climate, 

respectively, when comparing the best performance with the 

worst one.  Sensitivity analysis shows different control 

system setpoints provide different degree of energy savings. 

Minimizing the supply air flow rate is shown to be the most 

effective measure to save electricity usage in mild weather, 

while a too high or too low supply air temperature may lead 

to overwhelm other settings effects on power consumption 

in other three weather conditions.  The results suggest that 

control strategies that are capable of dynamically adjusting 

setpoints in response to environmental and occupant 

conditions can potentially save a substantial amount of 

energy as compared to fixed setpoints.   

What’s more, the use of the engineering equation solver 

computer program to perform simulations on a conditioned 

zone with various collections of setpoints in four different 

cities which stand for four different outdoor environments 

further proofs of the possibility and usability of equation-

based simulation methods. 

However, there are still some investigations needed.  For 

the future work, the following recommendations are made 

for future work: 

 

• The number of setpoints studied is limited and the 

more detailed model could be studied. 

• Latent load should be considered in the future 

work. 

• The results should be conducted with cross 

comparison with other software output. 

• More comprehensive climate regions should be 

further extended and investigated.  

• Sensitivity analysis might consider the 

simultaneous variation of parameters and interaction term. 

• The energy recovery system efficiency could 

include the effects from outdoor air temperature and 

humidity. Perform an energy consumption simulation with 

variable effectiveness values of energy recovery system to 

see the effect of changing effectiveness due to outdoor 

temperature and humidity on the result. 
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Figure 2. System Schematic 
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Figure 3. Annual Power Density in Minneapolis 

 

 

Figure 4. Annual Power Density in Phoenix 
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Figure 5. Annual Power Density in Miami 

 

Figure 6. Annual Power Density in State College 
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Figure 7. Breakdown of Power Use 
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Abstract—This paper reports on a comparative analysis of 
techniques – from simple polynomial curve fitting to digital 
filters, local regression and wavelet denoising – for cleaning 
thin film composite metal oxide gas sensor response signals. 
This research expands and extends a preliminary investigation 
of simple methods for smoothing metal oxide gas sensor 
response signals. As part of the analysis an extensive series of 
systematic experiments were conducted in order to tune the 
parameters, including span or frame sizes and degrees of 
polynomial as appropriate, for each of the digital filters and to 
select the appropriate mother wavelet and threshold chooser 
for the wavelet approach. The signal processing challenge of 
maintaining a balance between the measured signal variation 
and the disparity variation in the smoothed signal is outlined 
and considered in comparing the performance of the signal 
cleaning methods. The results indicate that a Savitsky Golay 
filter with a polynomial degree of 3 and a frame size of 9% of a 
signal’s width provides a practical solution for denoising metal 
oxide gas sensor signals because it was found to consistently 
give a cleaned signal that is suitable for further processing 
(feature extraction and pattern recognition). This work 
provides support for the premise that a generalized method for 
cleaning metal oxide gas sensor signals, regardless of sensor 
composition, is possible and suggests that a Savitsky Golay 
filter is a suitable candidate. 

Keywords-Denoising; Wavelets; Savitsky Golay filter; Frame 
Size; Polynomial; Metal Oxide Sensors. 

I.  INTRODUCTION 

This research expands and extends a preliminary 
investigation of simple methods for smoothing metal oxide 
gas sensor response signals [1]. Precise and reliable 
measurements of trace gases such as carbon monoxide (CO), 
nitrous oxide (NO), sulfur dioxide (SO2) carbon dioxide 
(CO2), methane (CH4) and other hydrocarbons [2] are 
essential for environmental monitoring. Such  gases are 
harmful not only to the environment but also to human health 
if present beyond certain concentrations [3]. Local, national 
and international legislation requires continuous monitoring 
of air quality and rate of emissions. This emissions data is 
critical to the decision making and formulation of policies 
related to climate change. As a consequence, there has been 
considerable effort focused on the fabrication of low cost, 
portable, reliable and accurate sensors for monitoring such 

gases. For the measurements obtained from these sensors to 
be accurate, reliable and interpretable some processing of the 
raw signal is required. A useful summary of statistical and 
optimization methods that have been used to process gas 
sensor array signals is provided by Gutierrez-Galvez [4]. 

The signal processing of gas sensor data has four key 
steps: pre-processing, dimensionality reduction, prediction, 
and validation [5]. This work focuses on the pre-processing 
phase; which facilitates noise elimination, data 
smoothing/filtering and signal enhancement; with the sole 
aim of increasing the signal-to-noise ratio without greatly 
distorting the original response signal. 

In sensor systems noise has several possible sources 
introduced at various points in the measurement process. 
Several forms of noise are irreducible because they are 
inherent to the underlying electronic components or physical 
properties of the sensor [6]. Other forms of noise originate 
from processes and include 1/f noise, quantization and 
transmission noise [7]. The most harmful noise is the noise 
that is propagated in the early stages of measurement and, 
therefore, can be propagated and amplified through the later 
stages in the signal pathway [8]. 

One approach to producing a clean signal would be to 
use physical filters. While physical filters have been shown 
to produce cleaner signals they do not cover the full 
resolution and shape of the curve [1]. This is problematic 
because in order to improve the interpretability, sensitivity 
and selectivity of the measurements from metal oxide 
(MOX) gas sensor array signals it is preferable to use the full 
resolution and profile of the signal. An alternate approach to 
physical filters is to use a digital filter to clean the signal. If 
taking this approach the choice of signal pre-processing 
method is critical because it has a significant impact on the 
overall final quality of the processed signal [7]. 

This paper reports on a systematic series of experiments 
that were conducted in order to compare various 
computational methods for the smoothing or denoising of 
MOX gas sensor response signals using digital filtering 
approaches. For each method a comprehensive and 
systematic set of experiments was conducted in order to tune 
the parameters for the method. The aim was to establish a 
general method and guidelines for the signal pre-processing 
phase (denoising phase) of responses from SnO2-ZnO 
devices regardless of composition. The rest of this paper is 
organized as follows. Section II discusses the relevant 
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background research into the denoising and smoothing of 
chemical sensor responses. Section III outlines the 
fabrication and signal acquisition of the SnO2-ZnO sensor 
devices. Section IV describes the smoothing and denoising 
methods used. Section V provides the results of a series of 
systematic experiments to tune each of these signal 
preprocessing methods. Section VI addresses the issue of 
which of these preprocessing methods is most appropriate for 
the cleaning of MOX sensors by providing a comparison of 
the output signals for each of the methods using the optimal 
values for the tuning parameters as identified in Section V. 
Finally, conclusions are drawn in Section VII. 

II. BACKGROUND 

While the literature on denoising and smoothing of 
chemical sensor signals is extensive, very little has been 
published specifically examining appropriate methods for 
denoising the gas response signals obtained from MOX 
sensors. 

Guiñón et al. used both moving average (MA) and 
Savitsky Golay (SG) filters to smooth the photochemical and 
electrochemical reactor data [9]. They concluded that the SG 
filter was better than averaging because it tends to preserve 
data features that are usually attenuated by the MA filter and 
produce very little distortion in the signal. The SG filter has 
also been used to smooth electrocardiogram (ECG) signals 
and the effect of the smoothing parameters was evaluated 
[10]. Leo at al. [11] reported on the use of SG filters to 
denoise a large scale chemical sensor array prior to 
classifying the response signals from a variety of sensors 
composed of conducting polymer materials. The choice of 
SG filters was based on our earlier preliminary work on the 
use of SG filters for denoising pure SnO2 and pure ZnO thin 
film gas sensor responses to methanol [1]. In this earlier 
work the use of local regression, moving average and SG 
filters were evaluated. Further work using these filters was 
reported but this time with a number of thin film SnO2-ZnO 
composite gas sensor devices [8]. This work resulted in the 
conclusion that the SG smoothing filter gave the best 
denoising result regardless of thin film composition, target 
gas concentration and device operating temperature. 
However, in both of these studies [1][8], the tuning 
parameters were not established in a thorough and systematic 
manner. Instead, they were chosen based on the researcher’s 
knowledge of the data. Therefore, it is necessary to revisit 
this work with a view to tuning the parameters in order to 
obtain an optimal result. 

In the past two decades much of the research in signal 
pre-processing of chemical sensor signals has been focused 
on wavelet transforms because they provide a procedure that 
has low memory requirements, high precision, and good 
reproducibility [12][13]. Wavelet based denoising was 
proposed by Donoho [14]. In 1997 Barclay and Bonner 
reported on the application of wavelet transforms to 
experimental spectra in the analytical chemistry domain. 
They compared discrete wavelet transform (DWT) with 
other common techniques: smoothing (SG filters) and 
denoising (Fourier transforms) on liquid chromatograms and 
electrospray mass spectra. They reported that in this context 

wavelet filters are superior to the other methods evaluated. 
DWT has also been used as a technique for removing noise 
from biosensors [15]. Singh and Tiwari presented an 
evaluation of mother wavelets for denoising 
electrocardiogram (ECG) signals [16]. They reported that 
their wavelet denoising approach, DWT using a Daubechies 
mother wavelet [17] of order 8 and Donoho’s hybrid 
SureShrink threshold selection procedure [18], effectively 
removed noise while retaining the necessary diagnostic 
information in the original ECG signal. One recent effective 
application of denoising based on wavelet transforms was the 
cleaning of GPS receiver positioning data [19]. Kim et al. 
used DWT with hard thresholding and a biorthogonal mother 
wavelet to denoise synthetically generated response signals 
[20]. In examining methods for smoothing MOX sensor 
signals Bassey, Whalley and Sallis [8], proposed that 
wavelets might be a suitable approach but did not investigate 
their usefulness. To date there has been little work that 
systematically compares and evaluates these methods for 
MOX sensor signal denoising. 

As an expansion of our initial results [1][8] this paper 
aims to identify a general method for SnO2-ZnO composite 
gas sensor signal preprocessing that is applicable regardless 
of the sensor composition. Hence, this paper evaluates a 
number of potential methods for denoising SnO2-ZnO 
composite gas sensor devices including MA, local 
regression, robust local regression, SG, and wavelet 
transform methods. The results of extensive experiments to 
determine the best span sizes and degrees of polynomial for 
those methods is presented. Additionally, approaches to 
selecting the appropriate wavelet function are explored. The 
signal processing challenge of maintaining a balance 
between the measured signal variation and the disparity 
variation in the smoothed signals is outlined and considered 
within a systematic evaluation process. 

III. ACQUISITION OF THE RESPONSE SIGNALS 

Five sensor devices were fabricated with different SnO2-
ZnO compositions (Table I). Thin films of these composites 
were deposited on to a silicon wafer using a radio frequency 
sputtering process (similar to the reported for BaTi03-CuO 
mixed oxide sensors [21]) for thirty minutes on a 
silicon/silicon dioxide substrate [22]. 

In initial experiments, each of these sensor devices was 
exposed to 150 parts per million of methanol vapor at 150, 
250 and 350 degrees Celsius, respectively. A constant 
voltage of 5 volts was applied to the sensing elements while 
recording the sensor response to the target gas as a function 
of time of exposure to target gas. 

 
TABLE I.  MOLAR FRACTION COMPOSITIONS OF THE MOX SENSORS. 

 Thin film composition (mole percentage) 

SnO2 100 75 50 25 0 

ZnO 0 25 50 75 100 

Sensor ॺ ॺ3ℤ1 ॺℤ ॺ1ℤ3 ℤ 
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Figure 1. A typical gas sensor signal. 

 
Figure 2. A subregion of the ॺ1ℤ3 signal illustrating typical pertubations. 

 
Typically for calibration of MOX sensors the response is 

characterized using a calibration curve of the signal response 
(current or resistance) [23]. An unprocessed digital response 
from the S device, as current in milliamperes, is depicted in 
Fig. 1. The response data was acquired with a sampling rate 
of one sample per second for ten minutes. Data acquisition 
commenced when the target gas reached the required flow 
rate (the rate needed to provide the required concentration of 
target gas) and the gas flow was turned off after five minutes. 
The analog signal acquired was converted to a digital signal 
using a 14 bit analog to digital converter (ADC). 

In initial experiments, it was found that at 150 degrees Celsius the gas response was less sensitive and that the 
optimal temperature of those tested for operation of these 
sensors was 250 degrees Celsius. For this reason the 
experiments for signal cleaning (denoising/smoothing) 
reported here use the raw signal responses obtained from the 
gas sensing experiments conducted at an operating 
temperature of 250 degrees Celsius. 

Fig. 2 shows the signal noise characteristics of the ॺ3ℤ1 
MOX sensor. Apart from the individual signal profile of each 
device, the signal noise characteristics did not exhibit any 
significant variation between devices. Therefore, this paper 
will focus on the signal processing aspects and optimization 
of the filter parameters. 

IV. METHODS 

The following methods, (A) polynomial curve fitting, (B) 
MA smoothing algorithm (C) local regression smoothing, 
(D) SG smoothing algorithm, and (E) wavelet denoising, 
were applied to the sensor response data obtained from the 
five MOX gas sensor devices. 

A. Polynomial curve fitting 

Arguably the simplest approach to removing noise and 
extracting characteristics from the raw sensor signal is to 
model or approximate the sensor response curve using a 
polynomial function. The task of selecting an appropriate 
degree of the polynomial is straight forward and is the only 
tuning required. 

B. Moving average smoothing 

One of the simplest digital filters is the MA filter. It is 
able to reduce random noise, through smoothing the signal, 
while retaining sharp step responses making it a suitable type 
of filter for time domain encoded signals [9]. A MA filter 
that is equivalent to low pass filtering was used to smooth 
data by replacing each data point with the average of the 
neighboring data points within a specified span of data points 
as described by the difference equation (1) where ys(i) is the 
smoothed value for the ith data point, N is the number of 
neighboring data points on either side of  ys(i), and 2N+1 is 
the span. 

 

 ys(i)=
1

2N+1
൫y(i+N)+y(i+N-1)+…+y(i-N)൯  (1) 

 

C. Locally weighted regression 

Locally weighted scatterplot smoothing (loess and 
lowess) are two non-parametric regression methods that 
combine multiple regression models in a k-nearest-neighbor-
based meta-model [24]. For lowess and loess the smoothed 
values are determined by considering neighboring data 
points within a span. The process is weighted using a 
regression weight function that is defined for all the data 
points contained within the specified span. The span, which 
specifies the neighborhood as a fraction of the total number 
of data points, is often referred to as the smoothing 
parameter or bandwidth. This is the main parameter for these 
methods and controls the smoothness of the estimated signal 
in each local surrounds. Lowess and loess are differentiated 
by the model used in the regression: lowess uses a linear 
polynomial, while loess uses a quadratic polynomial. 

With MA the smoothing parameter defines the span of 
the moving window. However, for the local regression 
methods the span size is given in terms of the percentage of 
data points in the span. 

The robust local regression methods (rlowess and rloess) 
differ from lowess and loess in that a lower weight is 
assigned to outliers in the regression, and a zero weighting is 
given to data outside six mean absolute deviations. This 
robust approach typically gives results that are more resistant 
to outliers. 

Experiments using loess, lowess, rloess and rlowess with 
span sizes of 1, 5, 8, 10, 15, and 20% of the data points were 
conducted in order to tune each of these methods. 

D. Savitsky Golay smoothing 

The SG smoothing algorithm is one of many other types 
of digital smoothing polynomials [25] and has arguably 
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become “an almost universal method to improve the signal-
to-noise ratio of any kind of signal” [26]. The SG method 
[27] is a generalization of the moving average filter and is 
considered to be both relatively simple and have a low 
computational cost. It uses polynomial coefficients to 
determine the best least-squares fit to the points in the span. 
The procedure consists of replacing the central point p of a 
frame (2p+1) with the value obtained from the polynomial 
fit. The frame is moved one data point at a time, until the 
entire signal is scanned, creating a new smoothed value for 
each data point. The smoothed signal g(t) is calculated by 
convolving the signal f(t) with a smoothing (or convolution) 
function h(t) [13] for all observed data points p where f(m) is 
the curve function at point m and h(m−t) ≠ 0 (2). The 
convolution function h(t) is defined for each combination of 
degree of the polynomial and frame size. 

 
 g(t) = f(t)×h(t)=

∑ f(m)h(m − t)∑ h(m)
 
 (2) 

In SG smoothing each data point fi is replaced with a 
linear combination of gi (3) and a number of nearby 
neighbors n where nL is the number of neighboring points 
prior to the data point i, nR is the number of neighbors after 
data point i, and the coefficients cn are the weights of the 
linear combination [28]. 

  gi= ෍ cnfi+n

nR

n= -nL

  (3) 

The moving frame average (4) is computed as the 
average of the data points from fi − nL to fi + nR for some 
fixed nL = nR = M and the weights cn = 1 / (nL + nR +1) 
[29]: 

 gi= ෍ fi+n

2M+1

M

n= -M   (4) 

The weights cn are chosen in such a way that the 
smoothed data point gi is the value of a polynomial fitted by 
least-squares to all (nL + nR + 1) points in the moving 
window. That is, for the group of 2M + 1 data centered at n = 
0 the coefficient of the polynomial is obtained by (5) [30]. 

 cn=p(n)= ෍ aknk

N

k=0

  (5) 

This minimizes the mean-squared approximation error 
(6) for the group of input samples centered on n = 0. 

 εN= ෍ (p(n)−xሾnሿ)2

M

n= -M = ෍ ቌ෍ aknk

N

k=0

−xሾnሿቍ2
M

n= -M
 (6) 

Therefore, gi the smoothed data [29] is given by (7). 

 gi=
∑ cnfi+n

nR
n= -nL∑ cn

nR 
n= -nL

  (7) 

For the SG smoothing algorithm there are two tuning 
parameters: the frame size F = (nL + nR + 1) and the 
polynomial order k. The polynomial order k must be less 
than the frame size F, which must be odd. If k = F − 1 then 
the designed filter produces no smoothing. Frame sizes of 5, 
25, 55, 75, and 95 data points with polynomials of order 3, 6, 
and 9 were evaluated in order to find the optimal tuning 
parameters for the MOX gas sensor response signals. 

E. Wavelet denoising 

Where the previously discussed methods smooth the 
signal by removing high frequencies and retaining low 
frequencies, denoising attempts to remove whatever noise is 
present and retain whatever signal is present regardless of the 
frequency content of the signal. This is essentially denoising 
by shrinking (nonlinear soft thresholding) in the wavelet 
transform domain. Third, it consists of three steps: a linear 
forward wavelet transform (8), a nonlinear shrinkage 
denoising (9), and a linear inverse wavelet transform (10). 
This can be defined mathematically assuming that the 
observed data x(t) consists of the true signal s(t) and noise 
n(t) as functions in time t to be sampled [31]: 

 y = W(x) (8) 

 z = D(y, λ) (9) 

 ŝ = W-1(z) (10) 

Where ŝ(t) is the signal recovered as an estimate of s(t), 
W(·) and W−1(·) are the forward and inverse wavelet 
transform operators respectively, and D(·, λ) is the 
denoising operator with soft threshold λ. 

One of the main considerations in wavelet denoising 
involves the selection of an appropriate mother wavelet 
function at a suitable level N and the subsequent computation 
of the wavelet decomposition of the signal s down to level N. 
There are many different types of mother wavelets available 
and it is important that a suitable mother wavelet is selected. 
The most common selection method is to visually compare 
the signal with potential mother wavelets and select a mother 
wavelet based on the degree of visual similarity. An alternate 
quantitative approach is to calculate the regularity, vanishing 
moment and degree of shift variance [32][33]. Other 
quantitative approaches include Satio’s use of the minimum 
description length (MDL) as a means of selecting the optimal 
wavelet, from a database of orthonormal bases, for noise 
suppression [34]. MDL is based on an assumption that the 
best model is one that provides the shortest description of 
both the data and the model itself. Another method is to use 
the maximum cross correlation coefficient as a selection 
criterion [16][35]. To date there is no accepted standard or 
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generalized method for selecting the mother wavelet function 
[36]. In the experiments conducted here the mother wavelet 
was selected using the maximum cross correlation 
coefficient method. This approach was used after an initial 
selection of potential mother wavelets by visual inspection in 
order to ensure that the mother wavelet selected was 
appropriate. 

The next step is to threshold, for each level from 1 to N, 
the detail coefficients. Therefore, the next important 
consideration is the choice of threshold selection rule [37]. A 
choice between hard and soft thresholding must also be 
made. Hard thresholding is the simpler method and results in 
the sharp signal features being restored but smooth regions 
within the signal are not always as smooth as desired. On the 
other hand, soft thresholding can result in over smoothing of 
sharp transitions but the smooth regions of the signal are 
restored well. It has been reported that soft thresholding 
tends to give better denoising results [38] for audio files. 
Because audio files appear to often have similar noise 
perturbations to those observed for the MOX sensor data it is 
reasonable to extrapolate that a soft thresholding approach 
will prove more appropriate for the preprocessing of MOX 
sensor gas response signals. Moreover, because we are 
interested in preserving the overall signal profile and in 
smoothing the signal more than denoising the signal a soft 
thresholding chooser seems to be the best option. In order to 
ensure that the correct thresholding chooser method was 
selected four commonly used choosers are evaluated: 

• universal threshold selection method [14] 
• minimax threshold [39] 
• Stein’s unbiased risk estimator (SURE) [40] 
• an heuristic variant of Stein's Unbiased Risk and 

fixed form thresholding (heurSURE) [41] 

V. PARAMETER TUNING RESULTS 

This section firstly presents the results for the tuning of 
the parameters for the smoothing methods and the selection 
of mother wavelet for wavelet denoising. All the experiments 
were conducted using MATLAB. All the raw data were in 
quantized form. The raw data or signals and denoised or 
smoothed signals each contained 600 data points. The best or 
optimal signal smoothing method was considered to be the 
one that best preserves the height, width, amplitude, and 
overall profile and data features of the signal while also 
reducing noise in the signal. The process for determination of 
“best fit” used was a visual examination. Given the data 
point distribution generated, this method was regarded as 
both adequate and appropriate. In order to assist in the 
determination of “best fit” the curves produced were also 
plotted against the 95% confidence intervals (CIs). CIs are 
useful in determining the precision of the predicted model 
and help give an idea of how useful the model is for a 
particular region of the data. 

For the non-parametric methods, MA and the four local 
regression techniques, it is not possible to directly calculate 
CIs because the smoothed curve (model) is not based on a 
specific mathematical model or distribution [42]. Calculating 
CIs for the nonparametric methods can in principle be 

achieved by viewing each fitted value as a predictor value 
from a regression equation and then calculating the pointwise 
confidence limits for each of the predicted values [43]. To 
plot the CIs all adjacent upper and lower confidence limits 
are connected with line segments in order to produce the 
final confidence band. It should be noted that although 
pointwise confidence limits do not strictly define the ‘global’ 
CIs they are known to work well, in practice, for illustrating 
the uncertainty in a loess curve [44]. 

In the following discussions we have not presented 
exhaustive examples of these experiments but instead have 
given examples to illustrate key points. 

A. Polynomial curve fitting 

In order to find the best polynomial fit for the sensor 
response curves 3rd, 6th, and 9th degree polynomials were 
fitted to the response curves. The aim is to find the lowest 
degree polynomial that still provides a good fit to the raw 
signal without attenuation of the data features. The best fit 
for all sensor devices was that given by the 9th degree 
polynomial; curve fittings of less than polynomial 9 gave 
poor results (Fig. 4). In the case of the ॺ sensor the fit is 
largely within the 95% confidence bounds for the entire 
profile but does not maintain the profile of the signal at the 
start or end of the signal (Fig. 5). The polynomial curves fit 
less well with the other sensor devices (e.g., Fig. 6). While 
the 9th degree polynomial model for the ॺℤ sensor does not 
fit well in the equilibrated measurement phase (~200-300 
seconds) and the initial ‘gas off’ period (300-400 seconds), it 
provides a better fit after 400 seconds, when the response 
returns to the base line ‘off’ state, than the 6th degree 
polynomial curve. 

 
Figure 4. 3rd, 6th and 9th polynomial curve fitting for the ॺℤ sensor 

response signal.  

 
Figure 5.  9th degree fitted polynomial for the ॺ sensor response signal. 
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Fig. 4 and Fig. 6 clearly illustrate that using this approach 
is not the best solution because it is difficult to fit the 
polynomial to areas of the signal that exhibit rapid change. 
Thus, this approach – curve fitting with simple polynomial 
functions – is not explored further. 

 

 
Figure 6.  9th degree fitted polynomial for the ॺℤ sensor response signal 

(inset) showing data outside of the 95% CIs for the model.  

 

B. Moving average 

To establish the optimal smoothing parameter using the 
MA technique span sizes of 5, 25, 55, 75, 95, and 125 data 
points were evaluated. Fig. 7 gives the root-mean-square 
error (RMSE) for each device using the MA filter with 
varying span sizes. As expected, as the span size increases 
the RMSE error increases meaning that the smoothed signal 
is deviating further from the profile of the original signal. 

 

 
Figure 7.  RMSE of the smoothed signals by device and span size.  

 
The optimal smoothing span should therefore be the 

lowest possible span to ensure preservation of the profile of 
the raw signal and prevent loss of signal features. 

MA smoothing produced the best smoothing using a span 
size of 25 (e.g., Fig. 8(a) and (b)). The smoothing achieved 

provided an improvement on the initial reported results (see 
[1][8]). For all the sensors when a span size of more than 55 
was used the MA filter over-smoothed the approximation 
and, therefore, the approximated curve did not fit as well 
with the raw signal and response information was lost (e.g., 
Fig. 8(c) and (d)). 

C. Weighted regression methods 

For loess and rloess the best smoothing result was 
achieved with a span of 10% (Fig. 9). With a span of 1% the 
signal still contained perturbations that might obscure the 
values of the gas response features (see the ytS1i curves in 
Fig. 9). As the span size increases the noise in the signal 
becomes lower; however, using a 25% span shows that as the 
span size increases distortions in the signal are observed due 
to the smoothing filter (see the ytS25i curves in Fig. 9). Using 
a 20% span the resulting signal was considered to be slightly 
“over-smoothed”, as it did not maintain the resolution of the 
signal (Fig 10(c)). The other sensor devices also displayed 
the best loess and rloess smoothing with a 10% span (Fig. 
10). This finding confirms earlier work in which a span size 
of 10% was suggested to be optimal for MOX sensor signal 
smoothing with loess and rloess filters [1][8]. 

The lowess filter of the ॺ3ℤ1, and ॺ and ℤ sensor signals 
exhibited the best smoothing with a 5% span. Spans of 8% 
and 10% gave the best smoothing for the ॺℤ (Fig 11(a)) and ॺ1ℤ3 sensor signals, respectively. For rlowess the best 
smoothing was observed, for all the sensor devices, when a 
5% span was used (e.g., the ytS5i curve in Fig. 11(b)).  

Generally, above a 10% span all the local regression 
smoothing methods resulted in “over-smoothed” signals 
where noise was removed at the expense of the profile of the 
signal response. This results in a loss of the key diagnostic 
characteristics of the gas sensing signal. The results of these 
experiments show that different local regression smoothing 
methods provide optimal smoothing at different span sizes. 
For this reason local regression is not a viable option as a 
generalized method for the smoothing of MOX sensor 
response signals. 

D. SG smoothing 

In the polynomial curve fitting experiments reported 
earlier in this section it was found that polynomials of less 
than 9 gave a poor fit for the gas response signals for all of 
the sensor devices. In earlier work it had been reported that 
SG smoothing gave the best result using a frame of size of 55 
data points [1][8], with a cubic (3rd order) polynomial but 
neither of these parameters had been tuned to ensure that 
these were the optimal values. In fact, the earlier work had 
been restricted to frame sizes of only 5 and 55. 
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Figure 8. Raw vs smoothed signal using a MA filter: (a) ॺ device with a span of 25, (b) ॺℤ device with a span of 25, (c) ॺℤ device with a span of 75 

(insets) highlight some of the areas where the model is outside of the 95% confidence bands, and (d) ॺ3ℤ1 device with a span of 55. 

 
Figure 9. The same signal filtered with 1, 10 and 25% spans respectively, signals are offset for visibility: (a) noisy ॺℤ signal vs. loess curves, (b) noisy ℤ 

signal vs. rloess curves. 

 
Figure 10. Smoothing with a 10% span using loess: (a) ॺ3ℤ1 signal and (b) ॺ signal and rloess curve filtering (c) ॺℤ device signal filtering using a 20% 

span, (d) ℤ device signal filtering using a 10% span. 

(a)   (b) 

(c) (d) 

(a) (b)

 (a)  (b) 

(c) (d)
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Figure 11. Raw signals vs. filtered curves, signals are offset for visibility: (a) noisy ॺℤ signal lowess filtered with 5, 8, 10 and 25% spans, (b) noisy ℤ signal 

rlowess filtered with 1, 5, 10 and 25% spans.  

 
 

Frame sizes F of 5, 25, 55, 75, and 95 data points with 
polynomials of order k = 3, 6, and 9 were tested in order to 
find the optimal tuning parameters for the SG filtering 
model. As a general rule of thumb it has been suggested that 
the best value for SG filter is the same as that for MA and 
that the polynomial order k should be kept as low as possible 
[45]. Generally, a k value should be chosen that is 
considerably smaller than F in order to achieve the 
appropriate level of smoothing and also to ensure numerical 
stability. Theoretically, the smaller k is in comparison to F, 
the greater smoothing is achieved. For our purpose, a balance 
needs to be made between k and F that results in a signal that 
preserves the raw signal’s profile but also sufficiently 
smooths the spectra. Additionally, we require single values 
for k and for F that give good smoothing results across all 
five sensor devices. 

Fig. 12 shows the influence of polynomial order k on the 
smoothing of the ॺ device’s gas response signal with a frame 
size of 25. Visual inspection shows that an order of 3, cubic, 
gives the best result. This confirms earlier work suggesting 
that optimal results are obtained with a cubic polynomial [8]. 
The remaining experiments therefore use a polynomial order 
of 3 for the SG filter. Fig. 13 shows the results of altering the 
frame size while keeping k constant. The smoothed signal 
obtained using a frame size of 25 results in a smoothed 
signal that still contains some perturbations, therefore, it was 
concluded that as reported earlier a frame size of 55 was 
optimal [8] as it provides a smoother signal but still 
maintains the profile and features of the signal. 

 
Figure 12.  The effect of polynomial order on the degree of SG smoothing 

of the ॺ device response signal (si). Signals are offset for visibility. 

 
Figure 13.  The effect of frame size (F) on the level of smoothing for the ॺ 

signal using a cubic polynomial. Signals are offset for visibility. 

 
Fig. 14 depicts the SG smoothed curves for the ॺℤ and ॺ1ℤ3 devices using the optimal tuning parameter values (k = 

3, F = 55) showing that this method is suitable for all five of 
the MOX sensors. 

 
Figure 14. Plot of raw signal vs. SG smoothed signals (k =3, F = 55) with 

pointwise 95% confidence bands: (a) ॺℤ device, (b) ॺ1ℤ3 device. 

 (a) 

(b)

(a) (b)
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E. Wavelet denoising 

Visual inspection of the perturbations in the signal show 
that similar perturbations can be seen in the Daubechies, 
Symlet, and Coiflet biorthogonal families of wavelets and, 
therefore, they are all potential mother wavelet candidates. 
The cross correlation between the ॺ gas sensor signal and the 
selected wavelet filter was calculated for selected wavelets 
from these four wavelet families (Fig. 15). 

 
Figure 15. .Comparative plot of cross correlation coefficients with selected 

mother wavelet filters for the ॺ signal. 
 

The optimum wavelet filter is one that maximizes the 
cross correlation coefficient [16]. Based on this cross 
correlation coefficient criterion, for the ॺ gas sensor signal a 
Daubechies filter of order 8 (decomposition level 10) is 
considered to be the optimal filter. Fig. 16 is a plot of the 
RMSE of the denoised signals for all five devices, using a 
Daubechies 8 (db8) basis function with various thresholding 
schemes. 

 

 
Figure 16. .Comparative plot of SURE, heurSURE, universal and minimaxi 

thresholding schemes for all five MOX gas sensor response signals. 
 

With the exception of the ॺ gas sensor response signal 
SURE and heurSURE gave the same RMSE and performed 
the best as a thresholding chooser for wavelet denoising of 
the signals. Fig. 16 shows that for the ॺ signal the SURE 
threshold chooser resulted in less difference between the 
denoised signal and the original signal. Therefore, the 
optimal wavelet denoising method for all five SnO2-ZnO 
composite devices sensing methanol vapor was found to be a 
discrete wavelet denoising approach that employed a 
Daubechies basis function of order 8 at a decomposition 
level of 10. The detail coefficients were thresholded using 
soft thresholding and the SURE threshold chooser with the 
noise scaled using a single estimation of the level of noise 

based on the first-level coefficients. Fig. 17(a) and (b) 
compare the denoised and the original (raw) signals for the ॺ 
and ℤ sensor devices. 

 

 
Figure 17. .Plot of raw vs. wavelet denoised ॺ (a) and ℤ (b) sensor signals 

with optimal mother wavelet (db8) and soft thresholding (with SURE). 
 

VI. EMPIRICAL METHOD EVALUATION 

In order to compare the smoothing performance of the 
signal pre-processing methods evaluated, the coefficient of 
determination (R2) and the RMSE were calculated for each 
method using the near-optimal generalized parameter values 
identified by this research. 

R2 measures the “goodness of fit” or how well the 
smoothed signal approximates the original signal where SSE 
is the sum of squared error, SSR is the sum of squared 
regression, and SST is the sum of squared total (11). 

 R2=
SSR

SST
=1−

SSE

SST
  (11) 

The RMSE measures the differences between values 
estimated by the signal processing method and the values 
actually observed (the original signal). The RMSE represents 
the sample standard deviation of the differences between 
estimated values and the actual values (12). 

 RMSE= ඨ1

n
෍ (s(n)-ŝ(n))2

n

i=1

  (12) 

For all methods and devices over 95% of the variance 
between the original and smoothed signals can be explained 
by the pre-processed model. 

 (a) 

(b)
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Figure 18. . Coefficient of determination for the best signal pre-processing 

methods using the near-optimal generalized tuning parameter values. 

 
Based on the R2 statistic the tuned MA and SG methods 

gave the best processed signals for all devices (Fig. 18) while 
the wavelet denoising approach performed slightly less well. 

 
Figure 19. . RMSE for the best signal pre-processing methods using the 

near-optimal generalized tuning parameter values. 

 
Fig. 19 shows that for all the methods similar RMSEs 

were observed for each of the devices and methods with the 
exception of the ॺℤ device with wavelet denoising. 
Denoising the ॺℤ sensor using the db8 wavelet method 
resulted in the greatest difference between original and 
processed signal observed of all sensor/method combinations 
evaluated. 

In determining which method holds the most promise as 
a generalised approach for MOX gas response signal pre-
processing a balance must be found between the goodness of 
fit of the processed signal to the actual raw signal, the 
simplicity and practicality of the method, and the degree to 
which the method preserves the features and profile of the 
original signal. As discussed, the best way to determine the 
quality of the signal pre-processing (smoothing or denoising) 
is to use a visual inspection of the processed signal. If we 
used a purely statistical approach (R2 and RMSE) then the 
best approach appears to be either SG smoothing or MA. 
Given that a moving average approach is simpler than SG, it 
is tempting to assume that MA offers the most promising 
generalized approach. However, visual examination of the 
results of smoothing showed that the SG gives a better 
smoothing result than MA because it maintains the features 
and profile of the signal better when considering the 
consistency in the quality of the smoothing regardless of 
device composition (as discussed in Section V). 

While wavelet denoising appears to lack sufficient 
consistency in results across the different sensor devices’ 
MOX compositions, visual inspection of the denoised signals 
suggests that wavelet denoising is a plausible alternative to 
SG smoothing. It should also be noted that even though 
wavelet denoising of the ॺℤ sensor has a lower R2 and a 
higher RMSE, the difference in fit and error between it and 
the other sensors is actually minimal. 

Fig. 20 shows plots for the wavelet denoising of the ॺℤ 
sensor signal (the worst wavelet denoising result) and the ॺ3ℤ1 sensor (the best wavelet denoising result).  

 
Figure 20. Plot of db8 wavelet denoised signals with original response 

signal for: (a) ॺℤ sensor and (b) ॺ3ℤ1 sensor (insets show perturbations), (c) ॺℤ sensor (insets highlight regions where the profile of the original curve is not maintained) and (d) the full ॺ3ℤ1 signal.  

 (a) 

 (b) 

 (c) 

(d)
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The insets provided in Fig. 20(a) and (b) show an 
enlarged view of the perturbations remaining in the denoised 
signals. Fig. 20(c) contains insets that highlight some of the 
regions in the denoised signal where it deviates from the 
profile of the original raw response signal. If the ॺℤ signal is 
compared with the ॺ3ℤ1 signal it can be seen that the 
denoised ॺℤ signal has a poorer fit than the denoised ॺ3ℤ1 
signal. Both denoised signals appear to have a very similar 
degree of smoothing. Less smoothing of the signal is 
observed using the wavelet approach than when using a SG 
filter (Fig. 14) but the wavelet denoised signal preserves the 
features and the profile of the original signal well. 

VII. CONCLUSION AND FUTURE WORK 

In this paper, an optimal wavelet basis function was 
applied to a set of MOX gas sensor response signals 
generated by exposing the sensor devices to methanol. The 
results revealed that a Daubechies mother wavelet of order 8 
gives a reasonable compromise solution across all the sensor 
device compositions, suggesting that this might be a suitable 
method for other metal oxide sensor responses and for 
devices exposed to other gases as a signal pre-processing 
step. In order to establish whether or not such an approach is 
appropriate in practice further study is required to determine 
how generalizable the method is. Even if wavelets proved to 
be suitable there may still be complications in the 
implementation due to the need to select the order of the 
mother wavelet, level of decomposition of the wavelet 
coefficients, and thresholding method because these may 
differ for different MOX sensor compositions and gases. 

While the wavelet denoising approach gives good results, 
it is a more complex process than the other more traditional 
moving average and regression approaches evaluated in this 
paper. 

The alternative methods investigated do not pose the 
same degree of challenge in implementation and tuning that 
denoising using wavelets does. Among these approaches, SG 
smoothing looks to be the most promising as it resulted in a 
smoothed signal that maintained the profile of the original 
signal, and yielded near-optimal tuning parameter values that 
could be used regardless of sensor composition. SG 
smoothing was also found to give more consistent results 
than the wavelet approach, resulting in the removal of more 
of the perturbations in the signal. These perturbations have 
the potential to make subsequent feature extraction and 
pattern recognition difficult. Moreover, because SG is a 
much simpler approach and the tuning of the parameters is 
relatively straightforward it should be possible to automate 
the tuning process. Some work has already been reported in 
the literature towards automating tuning of the smoothing 
parameters [26]. This makes the SG smoothing approach 
(using a frame size of 55 data points/9% of the signal and a 
polynomial of 3) a more pragmatic solution to the pre-
processing of MOX gas sensor response signals than wavelet 
denoising. 

In order to substantiate further the usefulness of the SG 
approach the methods future work should include an 
evaluation of the method using signals produced by MOX 

sensors of different compositions and various gases (e.g., 
ethanol vapor). Finally, the Daubechies wavelet approach is 
also worth investigating further in order to see if an 
automated approach to selecting the mother wavelet and 
tuning of parameters is possible to simplify the practical 
application of the method.  
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Abstract—In-materio computation exploits physical properties of
materials as substrates for computation. Evolution-In-Materio
(EIM) uses evolutionary search algorithms to find such configu-
rations of the material for which material physics yields desired
computation. New unconventional materials have been recently
investigated as potential computational mediums. Such materials
may intrinsically possess rich physical properties, which may
allow a wide variety of dynamics. However, how to access such
properties and exploit them to carry out a wanted computation
is still an open question. This article explores the dynamics in
one particular type of nanomaterials which is used to solve
computational tasks. Nanocomposites of Single-Walled Carbon
Nanotubes (SWCNTs) and PolyButyl MethAcrylate (PBMA) are
configured so as to undergo evolutionary processes with the goal
of performing certain computational tasks. Early experiments
showed that rich dynamics may be achieved, which may yield
complex computations. Some indications of chaotic behavior
were observed so further work was carried out with the aim
of examining the dynamics achievable by such nanocomposites.
Since it is not an easy task to access the physics at the very bottom
of the material, investigation of the material dynamics is kept
within the limits imposed by our measurement equipment and
the level of observability enabled by it. Presented results show
that interesting, complex dynamics is achievable by examined
nanocomposites and that it depends on the type of signals used
for the material configuration as well as on the material intrinsic
properties such as percentage of SWCNTs in the nanocomposite.

Keywords–Computation-in-Materio; Evolution-in-Materio;
Evolvable Hardware; Carbon Nanotubes; Dynamical Systems;
Complexity.

I. INTRODUCTION

Computations result from perturbations of some dynamical
system. The observable output of the system is the result of
its dynamics. Dependent on the type of dynamics exhibited by
the system, computations of various complexity levels may be
achieved. The type of dynamics depends on the physics of the
system and on the way in which the system is manipulated.
Our work considers novel nanoscale materials [1] and was
carried out within the EU-funded NASCENCE (NAnoSCale
Engineering for Novel Computation using Evolution) project
[2]. The nanomaterials investigated within the project are
nanocomposites of Single-Walled Carbon Nanotubes (SWC-
NTs) and polymer molecules (PBMA), and networks of gold
nanoparticles. The investigation of nanocomposites is per-
formed under the Evolution-In-Materio (EIM) scenario [3], [4].

EIM is a novel approach to designing computing devices
where various materials are used as computational substrates.

It is one approach that may emerge as an answer to the chal-
lenges of today’s widely accepted semiconductor technology.
Digital computers based on silicon technology are designed
using a conventional top-down process by human engineers.
Engineering of such processors poses technological challenges
due to scaling down. Various design techniques are applied in
order to sustain scaling down of the semiconductor technology
but it is becoming increasingly difficult to fabricate transistors
at the nanoscale.

This has motivated efforts towards novel technologies that
will assume not only new computational substrates but also
novel principles of the design of computing devices and their
usage. EIM is a bottom-up approach in which the physics of
a computing substrate is used to produce computations of in-
terest. Different computational substrates have been previously
explored such as liquid crystals and Field Programmable Gate
Arrays (FPGAs) [5]–[7]. The configuration of the computing
substrate, i.e., some material, undergoes evolutionary changes
until some desired response of the material is achieved accord-
ing to the computational task at hand. The digital computer
accesses the material via a special board, which allows the
Evolutionary Algorithm (EA) to apply configuration and input
signals and read the material response which will guide the
evolutionary search.

Figure 1 illustrates an EIM system. Three main entities
can be distinguished: a digital computer, the material and
the interface between the two. The system clearly shows the
separation of an analog/physical domain in which materials
operate and a digital domain in which the computer responsible
for input/output mapping and configuration operates. In all
such systems an interface is needed for bidirectional translation
of signals between digital signals of the computer and analog
signals in the physical domain of the material. As mentioned,
the digital computer is used for running the EA, which
generates a population of genomes, and translates each genome
into suitable analog signals which can be sent to the interface
board.

Further, the response of the material for a given config-
uration and input signals is translated from analog form as
produced by the material to its corresponding digital value so
that the computer can calculate the fitness value of the genome.
The fitness value guides evolutionary search towards a solution
to the problem at hand.

In order to produce interesting behavior under the EIM
scenario, it is required that the material is able to exhibit
rich dynamics. The richness of the exhibited dynamics can
be attributed to the physical properties of the material. In a
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Figure 1. Principle of EIM illustrating the separation of an analog/physical
domain where the material operates and the digital domain of computers,

from [3].

way it can be said that EIM manipulates the material so as to
produce rich dynamics. The material blob is treated as a black
box and EAs are used to “program” the material to solve a
problem at hand.

Such a black box hybrid approach has been shown suc-
cessful for a number of computational problems [8]–[13].
At the current state of research, it is not clearly understood
what the exploited physical properties are and what the best
way of exploring them is, e.g., what number of inputs and
outputs and which types of signals - electrical (static voltages,
sinusoidal waves, square waves) or even of some other kind
such as temperature or light. The solved problems serve as
a proof of concept that an EIM approach may be used for
solving computational problems and indicates that it may be
competitive in terms of computational time, size, and energy
consumption. However, scaling-up to solve larger instances of
a problem requires a better understanding of the dynamics
exhibited by the material. In other words, the black box needs
to be opened so that the underlying physical properties of
the material are well understood. The number of used input
electrodes, configuration signals available, etc. will directly
affect the evolutionary search space.

Observing dynamics and its emergent complexity in com-
putational materials is not an easy pursuit. Observability is
limited by what output can be measured from the material
and at which scale. At some scales we are not able to directly
observe physical effects present in the materials, e.g., quantum
effects due to mechanisms of electron transmission through
carbon nanotubes. Therefore, we are limited to use signals
which can be observed and measured. Figure 2 illustrates the
taken approach to observe, exploit and gain an understanding
of the dynamics of EIM systems. At the lowest level we have
the physics of the material where computations happen, but

Figure 2. Conceptual domains of the computing system.

due to nanoscale and even quantum effects, what is captured
by our instruments will at best be just an approximation. In
other words, the lowest level is inaccessible and must be treated
as a black box. At the second level, the level of measurements
and transformations, physical properties and dynamics are
observable in the analog domain. This level can be explored to
gain insight into the electrical properties of the material. The
top level is the level of interpretations, i.e., computations as
we perceive them. So, as shown in Figure 2, the dynamics of
the analog signals are interpreted and transferred to data, i.e.,
the computational input – output mapping is performed. The
top level is the level which is explored for computation. Here,
it is important to note that the observations on the top level
emerge as a result of all underlying dynamics.

The work presented in this paper includes a specific ap-
proach, as illustrated in Figure 2, to investigate the dynamics
of the material at hand. The approach considers the complexity
of the input - output mapping performed by the material for
computation. Complexity is hard to measure even when well
defined as, for example, Kolmogorov complexity [14]. Some
approximations are needed if we want to obtain quantitative
measures. In this work, we adopt compressibility as a measure
of complexity.

This paper, which is an extended version of [1], is orga-
nized as follows: Section II provides background on EIM and
position of the NASCENCE project within the field. Section III
presents experimental platform Mecobo, which was developed
within NASCENCE project, and which is used in our EIM ex-
periments. Also, an experimental setup is explained as well as
the material which was used in the experiments. Moreover, the
section provides some background on different computational
domains which can be distinguished under EIM computing
scenario. Further, Section IV provides some initial results,
presented in [1], which demonstrate interesting behaviors
of the investigated material. Section V presents experiments
which were conducted with the aim of investigating material
dynamics in a greater detail. A measure of complexity is intro-
duced which is used as the description of material behavior,
the three sets of experiments are described followed by the
results and the discussion which relates results to theoretical
foundations. Finally, Section VI provides conclusion about the
presented experiments and exhibited material dynamics within
EIM computing.
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II. BACKGROUND – EVOLUTION-IN-MATERIO

The term Evolution-in-Materio was introduced by Julian
Miller and Keith Downing in 2002 [4]. The general concept
of EIM is that physical systems may intrinsically possess
properties which may be exploited for computation.

A. Pioneering work
Early work on manipulation of physical systems for com-

putation is related to the work of Gordon Pask [15], a classical
cyberneticist whose pioneering work dates back to the 1950s.
He tried to grow neural structures, dendritic wires, in a metal-
salt solution by electrical stimulation [7]. His goal was to
self-assemble a wiring structure within the material in order
to carry out some sort of signal processing embedded in the
material. He was able to alter the position and structure of
the wiring filaments, and thus the behavior of the system.
This was achieved by external influence, which consisted in
applying different currents on electrodes in the metal-salt
solution. This early version of material manipulation was done
without aid of computers and different electrical configurations
were tested manually. Stewart [16] later defined such a process
as manufacturing logic “by the pound, using techniques more
like those of a bakery than of an electronics factory”.

B. Analog computers, FPGAs and liquid crystal
Later, Mills constructed an analog computer which he

called Kirchhoff-Lukasiewicz Machine (KLM) [17]. The con-
struction was done by connecting a conductive polymer mate-
rial to logical units. The analog computation was carried out by
placing current sources and current sinks into the conductive
foam layer and reading the output from the logical units. One
could argue that such machines were not easy to program due
to the manual placement of connections into the material. On
the other hand, some advantages of performing computation
directly in the material substrate became obvious, e.g., a large
number of partial differential equations were solved within
nanoseconds.

In 1996, Thompson used intrinsic evolution to produce
electrical circuits in FPGAs [5]. In his well-known experiment,
he demonstrated that artificial evolution can be used to exploit
physical properties of FPGAs to build working circuits, e.g., a
frequency discriminator circuit. He found out that placing the
circuit in a different part of the chip or disconnecting some
unused modules would result in a non-working solution. More-
over, he was unable to replicate the chip behavior in simulation
because evolution had exploited underlying physical properties
of the FPGA. In fact, changing the FPGA with a similar
model from the same producer would result in slightly different
behavior. Thompson described such a process as “removing the
digital design and letting evolution do it”.

In [4], Miller and Downing suggested several materials
which may be suitable for EIM, liquid crystals being among
them. Simon Harding [18] later demonstrated that it was in-
deed possible to apply EIM on liquid crystals to evolve several
computational devices: a tone discriminator [19], logic gates
[20], and robot controllers [6]. Liquid crystal is a movable
material where voltages affect orientation of the crystals. The
movability was problematic since the material would undergo
permanent changes during evolution. This led to unstable
solutions that worked only once. Nevertheless, he showed that

it was possible to quickly reach a working solution again by re-
running the evolutionary algorithm for a couple of generations
[19].

C. The NASCENCE project and recent work
Recently, the NASCENCE project [2] addressed nanomate-

rials and nanoparticles for EIM with the long term goal to build
information processing devices exploiting such materials with-
out the need to reproduce individual components. In particular,
investigated nanomaterials included nanocomposites made of
SWCNTs and polymer molecules and nanoparticle networks,
in particular gold coated nanoparticles. Several hard-to-solve
computational problems have been solved as proof of concept,
e.g., Traveling Salesman [8], logic gates [9], bin packing [10],
machine learning classification [11], frequency classification
[12], function optimization [13] and robot controllers [21].
The SWCNT materials from the project are the subject of our
investigation in this paper.

D. Interpretation and computation
As stated, EIM has been used to solve a variety of

problems. However, these results are all limited to a specific
problem domain. To assess the potential computational power
available in a material, we need a more general measurement.
One way is to view complexity as indication of potential
computational power [22].

Kolmogorov complexity [14], [23] is well-defined but
incomputable in theory. However, it is possible to use measures
such as compressibility to approximate complexity to some
extent [24]–[27]. In fact, strings that are hardly compressible
have a presumably high Kolmogorov complexity. Complexity
is then proportional to the compression ratio.

High measurable complexity of output data or a high
complexity ratio between input and output data may not
always be a desired property. In classifier systems, such as
Thompson’s frequency discriminator [5], the output may be
a binary response to a complex input signal. In this case
the complexity ratio between output and input is very low.
However, the computation, i.e., internal state transitions in the
underlying physics of the material, is still a complex process
but the complexity is unobservable since we only observe the
input and output signals.

III. A PLATFORM FOR EXPERIMENTS AND
UNDERSTANDING OF EIM SYSTEMS

The conceptual idea of exploiting physics for computation
requires a physical device, i.e., the material. In most EIM
works, an intrinsic approach has been taken – computation
is a result of real physical processes and the evaluation is a
result of the performance of a physical system. An intrinsic
approach allows access to all inherent physical properties of
the material [3]. An analog computation [28] is a possibility,
however, in this work a hybrid approach is taken. The hybrid
approach includes the computational matter in a mixed signal
system using a digital computer to configure and communicate
with the material. Such an approach enables the computational
power of the material with the ease of programmability of
digital computers [2]. In a hybrid approach, observability is an
issue, i.e., ensuring that the data from the material is observable
and sound without using more computational power for the
observation than the actual computation [29].
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Figure 3. Overview of the Mecobo hardware interface.

A. NASCENCE’s Mecobo: an experimental platform for EIM
A hybrid approach requires an interface between the digital

world of computers and the analog world of materials. The
Mecobo experimental platform [30] from the NASCENCE
project is a hardware/software platform implementing the
conceptual Evo-Materio-system shown in Figure 1.

Figure 3 shows an overview of the hardware interface: a
Mecobo platform and microelectrode array on the material
slide. A block diagram of the Mecobo platform is shown
in Figure 3a. Configuration specification, i.e., genotypes, are
loaded from a PC to Mecobo over a USB port. A micro-
controller communicates with the USB interface and with an
FPGA via an internal bus. The FPGA can be interfaced to the
materials directly or, as shown in the figure, use a daughter
board to extend the range of possible signals.

A picture of the Mecobo hardware is presented in Figure
3b. In the picture, the Mecobo is shown with a mixed signal
daughter board and a material sample on a glass slide plugged
in. Electrical connection between the material on the slide
and the board is realized by the microelectrode array. A
microscopic view of the microelectrode array before material
disposition is shown in Figure 3c.

Mecobo is capable of controlling close to 100 individually
configurable input/output signals (pins), which can be con-
nected to the material. Each signal is described by parameters
at a given point in time. For example, a pin can be programmed
as a recording pin from time 0 to 100ms, or as an output pin
of square waves of some frequency from 0 to 1000ms, or as an
output pin of a constant voltage level, e.g., 2.7V from time 0 to
1500ms etc. Mecobo is connected to a host PC over USB and
communicates via a Thrift server [31]. Communication based
on Thrift technology also enables access to Mecobo remotely
over the Internet. The maximum analog sampling frequency
of the Mecobo board is 500kHz. Input signals may be static
voltages or periodic (e.g., square, sinusoidal) waves ranging in

Figure 4. CNT computing system within a system theory framework.

frequency between 400Hz and 25MHz. For more details on
Mecobo and an overview of the full range of programmable
properties of the platform, see [30].

B. Explaining computations within EIM
It can be said that computations are based on transforma-

tions of a system, so that the system input(s) and output(s) are
related in some functional way. This functional relation can be
expressed by a simple formula:

y = F (x) (1)

where x and y correspond to an input and output of the
system, respectively, and, in general, they are considered to
be multidimensional and represented by vectors.

One way of analysis, more formally addressed within the
system theory [32], [33] assumes that the system state is
described by a set of variables that move through a state space.
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For an EIM scenario, a better look into the state space of
the system needs clarification of what is meant by system vari-
ables [34]. According to the explanation of different domains
of computation as described in Section I, the variables of the
system belong to the domain of measurements as schematically
shown in Figure 2. The voltages and the set of properties
which define them in this domain, i.e., amplitude, frequency
and phase, can be represented with:

vi = ai · funcp(fi, φi) (2)

where vi is voltage on the i-th electrode, ai the amplitude,
funcp some periodic function, fi frequency of the function
funcp and, finally, φi the phase of the voltage, all referring to
the i-th electrode. The symbols are left lower case to remind
that all of these values can be time varying.

Let us now consider an example in which for a system
to perform functionality func 0, for the input x 0, an output
value y 0 is desired (Figure 4 a)). For simplicity, the variables
on each of the axes are assumed to be scalars. When different
configuration voltages are applied to the material, they change
the system variables so that it passes through various states in
the state space along some trajectory. Further, let us assume
that only one electrode is used for configuration voltage and
only one voltage parameter is changed, for example amplitude.
By changing the amplitude along the a 1 axis different input-
output mappings will be performed by the system. EIM would
then search through the space until func 0 point is reached. If
also the frequency of the voltage v 1 is changed, then the state
space could be searched along two axes as shown in Figure
4 b). And even further, if more than one electrode is used
for configuring the material, then, in general, the space would
look something like in Figure 4 c) and would be searchable
along high number of axes, the limitation being only the
physical number of electrodes in the system. Moreover, the
state space may grow due to the change in some parameter,
like temperature or light, as shown in Figure 4 d), which may
all increase the size of the state space to search for the solution.

IV. A DETAILED VIEW OF MATERIAL DYNAMICS

Experiments are performed on SWCNT mixed with PBMA
on a micro electrode array supplied by Durham University.
Material samples and micro electrode arrays are produced in a
process where SWCNT-PBMA mixture is dissolved in anisole
(methoxy benzene). The material samples are prepared on 4x4
grids of gold micro-electrode arrays with pads of 50µm and
pitch of 100µm, see Figure 3c. The preparation is done by
dispensing 20µL of the material onto the electrode area. The
concentration of SWCNTs varies as shown in Table I where
the material samples used in our experiments are listed. The
SWCNT mixed with PBMA material dispersed over electrode
array is baked for 30min at 90C◦. The solvent dries out
and leaves a thick film of immovable SWCNTs supported
by polymer molecules. The substrate is cooled slowly over
a period of 1h. This process leaves a variable distribution of
nanotubes across the electrodes. Typically, carbon nanotubes
are 30% metallic and 70% semi-conducting, while PBMA cre-
ates insulation areas within nanotube networks. Such electrical
properties of the material may allow non-linear current versus
voltage characteristics.

The coverage of gold microelectrodes with randomly dis-
persed nanotubes varies and some of the electrodes may even

TABLE I. Different materials used in the experiments.

Material SWCNT Concentration, wt%

B09S12 0.53%

B15S03 1.25%

B15S04 1.50%

B15S08 5.00%

Figure 5. SEM image of gold electrode array with different coverage of
nanotubes. Adopted from [9].

be left with little or no coverage, as visible in the Scanning
Electron Microscope (SEM) image in Figure 5.

Initial investigation of the material response to various
input signals showed several interesting behaviors in the
material [1]. The goal was to gain insight into the material
dynamics to identify suitable ways in which the material can
be manipulated to perform computation.

As mentioned, EIM requires an interface between a dig-
ital computer which runs the EA and the material whose
physics undergoes analog processes. This interface is typically
provided by the Mecobo board. However, in order to better
understand the underlying properties of the material and its
responses, it is necessary to use more precise instruments. In
these experiments, oscilloscopes and signal generators were
used to get a more detailed view of the material dynamics.

Figure 6. Material slide and pins connected to signal generator (IN) and
oscilloscope (OUT).
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A. Experimental Setup
In the experiments herein, we connect a material slide

to a Hewlett Packard 33120A 15MHz function / arbitrary
waveform generator (used as input) and an Agilent 54622D
100MHz mixed signal oscilloscope (used as output). Input
signals are square waves at different frequencies from the
signal generator and the output signals are recorded on the
oscilloscope.

The input / output pins were chosen so that there would
be an equal distance between microelectrode pads within the
microelectrode array (Figure 3c). The placement of input and
output signals on the material slide is shown in Figure 6, where
the input probe (from the signal generator) is placed on pin
#2 (IN) and the two output probes (to the oscilloscope) are
connected to pins #9 (OUT1) and #7 (OUT 2).

B. Results and discussion
Figure 7 presents the experimental results. In particular,

Figures 7a) show several snapshots of the material response
on two different pins at different frequencies, ranging from
1KHz (Figure a1) to 14MHz (Figure a12). At 1KHz the
signals may seem similar (a1), where the material charges-up
and subsequently discharges, but in a zoomed in snapshot, i.e.,
where a part of the response is shown at a higher resolution
(a2), a voltage spike is visible on the second probe which
is not present on the first probe. This is better visible at
5KHz (a3), 30KHz (a4) and 100KHz (a5), where it is
possible to notice that on the rising front there is a sudden
voltage increase/drop. The material behavior is capacitor-like.
Starting from 500KHz (a6), which is also zoomed in (a7),
the second probe signal is similar to a square wave (most
of the harmonic frequencies are passed) while the first probe
acts more like a filter. The difference is caused by different
concentrations of CNTs between the IN-OUT electrodes, i.e.,
different paths the current is enabled to follow between the
electrodes. In both cases, there is a resonance phase which
results in a deterministic yet semi-chaotic waveform. This may
be the effect of some conducting sub-networks in the material
that are enabled at specific frequencies and disabled at others.
At 2, 5 and 8.5MHz the measured voltage decreases while
frequency increases. At 10MHz (a11) a strange phenomenon
is observed where both signals show a voltage increase. The
effect is more prominent on the first output. We ascribe such
behavior to be due to a feedback effect where harmonics of
some frequencies are fed again into the material by some
nanotube sub-networks. At 14MHz (a12) the signal on the
second probe is sinusoidal, i.e., only one harmonic is present.
As such, it may be concluded that with a single square wave
input it is possible to observe a rich variety of behaviors while
the frequency spectrum is traversed.

As the system produces uniform, stable, and semi-chaotic
behaviors, it is of particular interest to visualize input-output
responses and output-output relations in order to better un-
derstand traversed trajectories and attractors. For this purpose,
XY plots are shown in Figure 7b), where OUT1 is plotted
against OUT2 and Figure 7c), where IN is plotted against
OUT1. In Figure 7b1), some orbits are present at 30KHz.
Similar orbits are visible at 60KHz (b2) and 100KHz (b3),
moving towards opposite corners to those where the impulse
is. After each impulse, there is a semi-chaotic orbit that relaxes
before the next impulse arrives, as the semi-chaotic behavior

is annihilated by the lack of energy in the material, until the
arrival of the next impulse. This suggests that chaotic behavior
may be present, yet particularly difficult to observe.

XY plots between input and output are shown in Figure
7c). These figures represent the phase space of the system
(input-output pin pair). Figure 7c1) is obtained at 350Khz.
Several oscillating orbits are present, which are zoomed-in
at 2MHz (c2). The same effect is observed for frequencies
up to 5MHz (c3) while for frequencies around 10MHz and
higher we observe a hysteresis loop, which indicates that some
saturation may have been reached in the material. Some sort of
non-linearity seems present, which is always a good indicator
that the system may achieve complex behavior.

To summarize this set of results, even if a single square
wave input signal is used, the resulting output shows a variety
of behaviors. Square waves [35] produce richer dynamics than
what may be achieved by a single static voltage or by a
sinusoidal wave. Such richness of the response is due to the
rich spectrum of the square waves which contains a variety of
harmonics. In particular, some of the nanotube sub-networks
may be sensitive to certain frequencies. Therefore, square
waves may be better suited to penetrate the material and exploit
the nanocomposite’s intrinsic properties.

V. A COMPLEXITY VIEW OF MATERIAL DYNAMICS

The initial experiments with the oscilloscope measurements
gave valuable insight into the different dynamics available in
the material. However, such detailed measurements only give
a very narrow view of the possible behaviors of the system. In
order to get a broad picture of the space of possible material
dynamics, one has to sacrifice some amount of detail. By using
the Mecobo hardware platform (Section III) we are able to
explore material dynamics at a higher level.

Mecobo allows us to scan a much wider range of signal
frequencies, explore a myriad of different material locations
and easily analyze the results on a PC. For these experiments
we use the digital signal generator on Mecobo to generate
square waves as input signals. The output signal is sampled as
analog voltage using the on-board AD converter (Figure 3).

Complexity of the input/output signal is used as metric
to classify different types of material dynamics. We use
compressibility as an estimate of complexity as described
in Section II-D. Since we are primarily interested in the
complexity contribution of the material (and not the complexity
of the input signal itself), we adapt the complexity ratio:

Cr =
Co

Ci

where Co is the complexity of the output signal and Ci is the
complexity of the input signal.

We present three sets of experiments where the computa-
tional complexity of the material is explored:

1) Complexity as number of input signals are increased
2) Complexity as function of one input frequency
3) Complexity as function of two input frequencies
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(a1) 1kHz (scale: 5V, 200µs) (a2) 1kHz (zoom, 2V, 5µs) (a3) 5kHz (scale: 2V, 20µs) (a4) 30kHz (scale: 2V, 10µs)

(a5) 100kHz (scale: 1V, 2µs) (a6) 500kHz (scale: 1V, 500ns) (a7) 500kHz (zoom, 500mV, 200ns) (a8) 2MHz (scale: 1V, 100ns)

(a9) 5MHz (scale: 1V, 50ns) (a10) 8.5MHz (scale: 1V, 50ns) (a11) 10MHz (scale: 1V, 50ns) (a12) 14MHz (scale: 500mV, 20ns)

(b1) 30kHz (scale: 1V, 1V ) (b2) 60kHz (scale: 500mV, 500mV ) (b3) 100kHz (scale: 500mV, 500mV )(b4) 500kHz (scale: 200mV, 200mV )

(c1) 350kHz (scale: 1V, 1V ) (c2) 2MHz (zoom, 200mV, 50mV ) (c3) 5MHz (scale: 1V, 200mV ) (c4) 10MHz (scale: 2V, 500mV )

Figure 7. Oscilloscope screenshots. The resolution is indicated in parentheses. The resolutions have been chosen so as to be able to show interesting results at
different scales.

(a) Voltage responses on 2 different pins with input square wave at different frequencies.
(b) XY plots, X (OUT1) is plotted against Y (OUT2) at different frequencies.

(c) XY plots, X (IN) is plotted against Y (OUT1) at different frequencies.
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(a) Material B09S12 (0.53 wt% SWCNT)

0 2 4 6 8 10 12 14 16

Number of input frequencies

0

100

200

300

400

500

600

O
ut

pu
t

co
m

pl
ex

it
y

(b) Material B15S03 (1.25 wt% SWCNT)
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(c) Material B15S04 (1.50 wt% SWCNT)
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(d) Material B15S08 (5.00 wt% SWCNT)

Figure 8. Output complexity as the number of input frequencies are increased from 1 to 15 for four different material samples. The red scatter plot shows
individual measurements while the blue line indicates the mean values for each of the 100 data points.

A. Experimental Setup

For all the experiments, a set of input signals are sent
through the material and a single output signal is recorded.
The input signals are digital square waves in the range 400Hz
to 25kHz. The amplitude of the square waves is 0 − 3.3V ,
which means that the material is exposed to a sharp rise and
fall of the signal in this range. The duty cycle is held constant
at 50%.

The output signal is recorded as analog voltage over time
and sampled at a frequency of 500kHz for 10ms resulting in
an output buffer of 5000 samples.

In order to compare the analog output signal to the digital
input signal, we digitize the output signal by using the mean
voltage as digital threshold. In other words, samples above
the mean correspond to logical 1 and samples below the mean
correspond to logical 0. To reduce sensitivity to noise, we apply
hysteresis so that transitions between logic levels happen only
if the analog voltage crosses the mean by a noise margin.

Complexity is estimated by compressing the sample buffer
with zlib (zlib is based on LZ77 [36]) and calculating the
length of the compressed string. Input complexity Ci is cal-
culated based on a set of ideal square waves sampled at the
same frequency as the output signal (500kHz).

All the experiments are repeated for the different material
samples listed in Table I.

1) Complexity as number of input signals are increased:
In the first experiment, the number of input pins are increased
from 1 to 15. Input pins are selected at random and for
each input pin a random frequency is chosen in the range
of 400Hz − 25kHz. The output signal is recorded from pin
#0. The experiment is repeated 100 times for each number of
input pins resulting in 1500 output signals.

2) Complexity as function of one input frequency: The
second set of experiments provides a more detailed view of a
subset of the first experiment by traversing the input frequency
spectrum. Frequencies are increased from 400Hz−25kHz in
steps of 1000Hz resulting in 25 different input frequencies.
The number of input pins are again increased from 1 to 15
but the same frequency is now applied to all input pins.
In addition, both input pins and output pins are selected at
random. For each number of input pins and for each frequency,
the experiment is repeated 100 times resulting in 37500 output
signals.

3) Complexity as function of two input frequencies: In the
third experiment, we again traverse the same input frequency
spectrum (400Hz − 25kHz), but this time for two input
pins. In other words, the frequency spectrum is traversed in
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(a) Material B09S12 (0.53 wt% SWCNT)
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(b) Material B15S03 (1.25 wt% SWCNT)

0 200 400 600 800 1000 1200

Input complexity

0

100

200

300

400

500

600

O
ut

pu
t

co
m

pl
ex

it
y

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

N
um

be
r

of
in

pu
t

fr
eq

ue
nc

ie
s

(c) Material B15S04 (1.50 wt% SWCNT)
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(d) Material B15S08 (5.00 wt% SWCNT)

Figure 9. Input vs output complexity as number of input frequencies are increased from 1 to 15 for four different material samples. The dots are colored
according to the number of input frequencies used.
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(a) Material B15S04 (1.50 wt% SWCNT)
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(b) Material B15S08 (5.00 wt% SWCNT)

Figure 10. Input vs output complexity when the input signals are summed together before input complexity is estimated. Results from two material samples
with different SWCNT concentrations are shown. The dots are colored according to the number of input frequencies used.
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(a) Material B09S12 (0.53 wt% SWCNT)
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(b) Material B15S03 (1.25 wt% SWCNT)
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(c) Material B15S04 (1.50 wt% SWCNT)
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(d) Material B15S08 (5.00 wt% SWCNT)

Figure 11. Mean complexity ratio as function of input frequency for 1, 2, 4 and 8 input pins. The same frequency is applied to all input pins. Results from
four different material samples are shown.

two dimensions resulting in 252 pairs of input frequencies.
Both input pins and output pins are selected at random. The
experiment is repeated 10 times for each set of input/output
pins.

B. Results and discussion
1) Complexity as number of input signals are increased:

Figure 8 shows output complexity Co measured over the range
of 1-15 input frequencies. The blue line shows the mean output
complexity value for each of the 100 data points. As shown
in the plots, the output complexity increases with the number
of input signals. There appears to be a fairly sharp rise in
complexity as the number of square wave inputs are increased
from 1 to 4. After this point the output complexity appears to
saturate.

The scatter plot shows a fairly high variation in output
complexity when the number of input signals exceeds one.
This indicates that the materials exhibit a rich variety in output
depending on the frequency and/or the choice of input pins.

A more detailed view is obtained when output complexity
is plotted against input complexity (Figure 9). In these plots,
it becomes clear that the input complexity Ci increases almost
linearly with the number of input signals. Output complexity,
however, saturates quickly above 3-4 input signals. In other

words, above this level the added complexity from the input
signal is not observed at the output.

Again the richness of output complexity can be observed.
The output signal is generally less complex than the input
signal, which indicates that the material acts as a filter or stable
attractor. However, there are situations where the complexity
of the output signal exceeds that of the input signal. The input
complexity is estimated from ideal square waves, which are not
directly comparable to the signals generated by the hardware
platform. However, the estimate does give an indication that
the materials exhibit rich dynamics.

From Figures 8 and 9 it appears as if higher concentrations
of SWCNTs result in higher output complexity. Such a trend is
counter-intuitive, since as concentration increases the electrical
resistance of the material is reduced. As resistance goes
towards zero the material should act more like a wire, which
means that the input signals should pass through unaltered.
If multiple input signals are sent through a wire, the output
signal would simply be the sum of the input signals. Therefore,
it would be interesting to investigate how closely the output
signal resembles the sum of the input signals.

Figure 10 plots input vs output complexity when the input
signals are summed together before Ci is estimated. For the
material with high SWCNT concentration (B15S08, Figure
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Figure 12. Standard deviation of complexity ratio as function of input frequency for 1, 2, 4 and 8 input pins. The same frequency is applied to all input pins.
Results from four different material samples are shown.

10b) there is now a clear linear relationship between input
complexity and output complexity. In other words, this material
appears to behave much like a wire that simply sums the input
signals together in some way. Lower SWCNT concentrations,
however, display more diverse behavior as can be seen in
Figure 10a, where there is no clear linear relationship between
Ci and Co.

2) Complexity as function of one input frequency: Figure
11 shows the mean complexity ratio Cr over the range of
input frequencies applied to the four material samples. From
the plots it is evident that Cr is highly dependent on the
input frequency with spikes at certain frequencies. Complexity
appears to be fairly consistent across the four material samples,
i.e., the materials are sensitive to the same frequencies.

Applying the input frequency to more pins does not seem
to affect the mean complexity by much. However, there is a
clear reduction in complexity variation, as can be seen from
Figure 12, where standard deviation of the complexity ratio
is shown. One possible explanation is that the input signal is
effectively amplified as it is applied to more input pins.

Another trend that can be seen from the plots in Figure 12
is an inverse relationship between complexity variation and the
SWCNT concentration, i.e., more uniform output complexity
with increased SWCNT concentration. This may be due to

the fact that higher SWCNT concentration leads to a lower
electrical resistance in the material and thus more pathways
for the input signal to reach the output pin. However, one
exception can be observed for the B15S04 sample where a
higher variation is found when the frequency is applied to only
one input pin. This likely indicates that one electrode is only
partially connected to the material in this particular sample.

3) Complexity as function of two input frequencies: By
sweeping the two input frequencies applied to the material we
get a more detailed view of some of the results from the first
experiment. Figure 13 depicts complexity ratio as a heat map
where the two input frequencies are swept in the X and Y axes
and color represents complexity. The colors range from dark
purple (low complexity) to bright yellow (high complexity).
As with one input signal, the heat maps show clearly that the
complexity landscape is dependent on the selection of input
frequencies.

Figures 13a and 13b depict complexity for the same
material sample B09S12, but with different selection of input
and output pins. As can be seen, the two heat maps display
clear differences in complexity ratio, where the latter pin
configuration (13b) generally exhibits more complex output.
However, this is not always the case, as can be seen in Figures
13c and 13d, where different input locations result in quite
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(a) Material B09S12 (0.53 wt% SWCNT), input pins 3 and 8, output
pin 15
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(b) Material B09S12 (0.53 wt% SWCNT), input pins 7 and 0, output
pin 1
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(c) Material B15S08 (5.00 wt% SWCNT), input pins 12 and 11, output
pin 10
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(d) Material B15S08 (5.00 wt% SWCNT), input pins 10 and 0, output
pin 6

Figure 13. Complexity ratio as function of two input frequencies (X and Y axes). The heat maps shows complexity ratio Cr averaged over 10 runs. Colors
range from dark purple (low complexity) to bright yellow (high complexity). Four heat maps are shown for two material samples: B09S12 (13a-13b) and

B15S08 (13c-13d). Each heat map shows complexity when input is applied to different input/output pins.
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similar complexity landscapes.

VI. CONCLUSION

The general ideas, experiments, and results presented re-
lates to dynamics performed by SWCNT and PBMA nanocom-
posites, which may be exploited by EIM. The materials and
experimental system (as presented in Section II) has shown
promising computational behavior on a variety of problems.
In this work, the behaviors are related to measurable dynamic
behavior. That is, the experiments are designed to capture dy-
namic properties of the materials as to gain an understanding of
what inherent dynamics are observable in an EIM setting. The
approach taken is to view the material, i.e., physical system,
as a hierarchical information processing device (Figure 2). At
the bottom level the physical dynamics, i.e., quantum effects
due to mechanisms of electron transmission through carbon
nanotubes, are not observable within a reasonable resource
usage. As such, the lowest level is treated only at a conceptual
level. Dynamics at the bottom level are only observed as
resulting voltages in the analogue domain. The information
available at this level is exploited to gain insight into the
electrical properties of the material when exposed to dynamic
input stimuli. At the top level the material is interpreted as a
discrete dynamical system. However, the observable dynamics
at this discrete level is a result of all the underlying physics.

As stated by Miller et al. [3]: ”...exploit the intrinsic
properties of materials, or “computational mediums”, to do
computation, where neither the structure nor computational
properties of the material needs to be known in advance”.
The statement may indicate that any material can be looked
at as a black-box. However, insight into what properties are
available for evolution provides knowledge on how to construct
a successful EIM system. Our findings show that the materials
exhibit rich dynamical properties observable at the analogue
level. Figure 7 shows the behavior at an (close to) analogue
time and voltage scale. The properties of these behaviors are
available for exploitation by evolution, even if not explicitly
controllable from the top discrete digital domain.

At the top level, the abstract measurements of complexity
shows how such a measurement can indicate what computa-
tional problems the EIM system may handle. Especially, the
experimental results from Figure 13 show that the materials
tested include behavior found in classifier systems, such as
Thompson’s frequency discriminator [5] (generally a trend of
reduced complexity as illustrated in Figure 13d). From the
same experiment, Figure 13b shows an increase in complexity
generated by the dynamics of the material. A clear indication
of a system which has more internal (observable) states than
of the input data.

Our results also reveal several specific properties of the
SWCNT materials used. In particular, as the number of input
signals grows, a saturation of output complexity is reached.
From an EIM perspective this is interesting, since it im-
plies that information is filtered when many input signals
are applied. The results also show a wide variety in output
complexity depending on input frequency and selection of
input/output pins. An indication that the materials are capable
of many different modes of operation.
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Abstract— The present work reports an application of near-wall 

(on the order of 100 nm) thermometry utilizing Brownian 

motion of nano-particle image velocimetry (nPIV) tracer 

particles within a solid-fluid interface. Initially, a Monte Carlo 

simulation of Brownian particle movement in the evanescent 

wave region in the fluid-wall interface was employed to optimize 

the relevant measurement parameters. The results of the 

numerical simulation showed that the ratio of peak-width to 

peak-height of the nPIV correlation function could be 

successfully used as a temperature measurement index in the 

flow. Furthermore, the percentages of the particles remaining in 

the visible depth of the evanescent wave region may be 

considered as another thermometric parameter. Experimental 

studies using an objective-based evanescent wave technique 

were conducted to verify the results of the numerical 

simulations and to establish the experimental uncertainty of the 

temperature measurement. The experimental results verify the 

feasibility of temperature measurement   within ±2.5°C 

accuracy bond and an out-of-plane resolution of O (100 nm) 

within the wall region. Variations of the evanescent wave 

thickness, i.e., out-of-plane resolution of thermometry, did not 

affect the sensitivity of the temperature measurement. However, 

the temperature range measured using the objective-based total 

internal reflection technique was limited due to changes in the 

optical characteristics of the imaging setup at higher 

temperatures. 

Keywords- Evanescent wave; Near-wall thermometry; nano-PIV; 

PIV. 

I. INTRODUCTION 

 This paper is an extension of our previous work reported 
in ICQNM 2012 [1]. Temperature measurement, or 
thermometry, is of paramount significance in many industrial 
applications as well as in scientific research [2]. Recently, 
advancements in micro fabrication techniques have made it 
possible to miniaturize fluidic devices to the micro scale [3]. 
In this fluid transport regime, or microfluidics, fluid flows 
through small channels with overall dimensions on the order 
of 10 to 100 μm. Micro-heat exchangers, micro-mixers, 
polymerase chain reaction (PCR) microchips, microfluidic 
incubators, and Lab-on-a-chip devices are some examples of 
microfluidic applications. Microfluidic platforms are the main 
structure of the so-called Lab-on-a-chip systems that have 
helped to reduce not only the testing sample size but also the 
process time and component cost in biochemistry.  

 Thermometry at the microscale is an important 
requirement in the design and operation of micro-thermal 
devices for a wide range of applications, such as biological 
reactions, chemical processing fuel cells, and heat exchangers. 
[4]. Temperature-induced control of gene expressions and 
tumor metabolism, for example, requires accurate 
thermometry inside living cells for implementation [5]. 
Kucsko et al. [6] developed a nanometer-scale thermometry 
method in living cells utilizing the coherent manipulation of 
the electronic spin associated nitrogen-vacancy color centers 
in diamond. Temperature variations as small as 1.8 mK were 
detected using this technique. Chaudhari et al. [7] 
demonstrated the use of transient liquid crystal thermometry 
of micro fabricated PCR vessels for DNA replication. The 
reflected wavelengths of light from these excited liquid 
crystals are strongly dependent on the sample temperature. 
PCR processes require an accurate cycling of sample 
temperature, and the measurement of temperature uniformity 
in a micro-fabricated vessel array using encapsulated liquid 
crystal was demonstrated. Temperatures were measured with 
a resolution of ±0.5°C. Thermo-chromic liquid crystal–based 
slurries and paints have been reported to measure surface 
temperatures with a maximum spatial resolution of 1 µm [8].  
 Thermometry also plays a crucial role in electronic 
cooling inside miniaturized devices. In micro-electronic 
device systems, the exponential growth of component density 
has generated challenging thermal management issues for 
implementation. The present local chip heat fluxes are much 
higher for forced-air cooling techniques to effectively 
dissipate heat from the hotspots [9]. Single-phase forced-
liquid and two-phase evaporative cooling techniques are 
currently designed for the microprocessors for better 
efficiencies. These cooling devices consist of mini or micro 
channels for maintaining a coolant flow through the 
microprocessors. Accurate measurements of the wall surface 
and bulk fluid temperatures would help to better estimate the 
heat transfer coefficients. Measurements with micron-scale 
spatial resolution without disturbing the flow would further 
assist in the better design of these channels. 
 With the available measurement methodologies, micro-
scale thermometry techniques that can measure wall surface 
and bulk fluid temperatures can be broadly classified as 
invasive or non-invasive thermometry [2]. The invasive 
technique, for example, includes micro- or nano-
thermocouples, resistance temperature detectors (RTD), 
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scanning thermal probes, and atomic force microscope (AFM) 
temperature probes. Non-invasive thermometry includes 
optical thermometry, liquid crystal thermometry, infrared 
thermometry, and Raman thermometry [10] .  
 Invasive, or contact-based, methods use standard CMOS 
(complementary metal-oxide semiconductor) technologies in 
the installation of conventional temperature sensors inside 
micro- or mini-channels. In small-scale applications, an array 
of diode sensors was used for surface temperature 
measurement at small scale [11]. However, the spatial 
resolution was relatively low because it depended on the 
dimensions of the diodes used. Additionally, this technique 
required intricate fabrication procedures for both the sensor 
array and the control unit. Han and Kim measured the surface 
temperature of a square area using a 32x32-diode array with a 
spatial resolution on the order of one hundred microns. 
Watanabe et al. [12] investigated the use of micro 
thermocouple probes for measuring cellular thermal 
responses. Williams and Wickramasinghe [13] introduced the 
concept of scanning thermal microscopy (SThM) by 
fabricating a 1000nm nm thermocouple at the end of a 
scanning tunneling microscope tip. The AFM-based thermal 
probe also works under similar principles [14]. Kim et al [15] 
used the SThM technique to measure temperature fields in a 
vacuum with a spatial resolution of 10 nm and a temperature 
resolution of 15 mK. The above measurement methods were 
not suitable for whole-field temperature measurement. In 
addition, these methods required electrical connections that 
could produce electromagnetic noise along with possible 
sparks. These effects could deter their use in corrosive 
environments. However, these sensors are intrusive, and their 
application can affect the micro-scale flow structure. Because 
of this limitation, non-invasive methods are generally 
preferred. 
 For the past few decades, many attempts have been made 
to measure the temperature field at the microscale with non-
invasive or non-contact modes. Non-invasive thermometric 
methods such as molecular tagging thermometry (MTT), 
infrared thermometry (IRT), laser-induced fluorescence 
thermometry (LIFT) and particle image velocimetry (PIV)-
based thermometry are generally preferred for micro-scale 
flow investigations [16-18]. Infrared thermography has been 
used to measure the surface temperature of microchannel heat 
sinks [19]. However, the emissivity values of the tested 
medium need to be known to accurately predict the 
temperature in this technique. LIFT is based on the 
temperature dependence of fluorescent dye intensity dissolved 
in the fluid and has been widely used in micro-fluidics 
thermometry. Ross et al. [20] demonstrated an application of 
the LIF method using a single dye and measured temperatures 
with a maximum uncertainty of 3.5°C. A two-color LIF 
method was suggested to overcome the uncertainties caused 
by possibly non-uniform illumination [21]. Rayleigh-Bernard 
convection was investigated using two-color laser-induced 
fluorescence by Sakakibara and Adrian [22]. Kim and Yoda 
[23] used a dual-tracer fluorescence thermometry technique at 
the microscale and showed a measurement uncertainty of ± 
1.1°C at a spatial resolution of 3.7 µm in their work. 
Thompson and Maynes [24] utilized phosphorescence tracer 

dyes to simultaneously quantify fluid temperature and fluid 
velocity fields using MTT and molecular tagging velocimetry 
(MTV), respectively. Hu and Koochesfahani [25] conducted 
a simultaneous whole-field measurement of velocity and 
temperature using the MTT technique and were able to 
measure temperature with an uncertainty of 0.23°C. 
 Fluorescent particle tracers seeded in the fluid for micro- 
or nano-PIV are small and undergo Brownian motion [26] 
This motion can introduce a bias in PIV fluid velocity 
measurements at low velocity when using a cross-correlation 
method by increasing the width and reducing the height of the 
correlation peak. This is an undesirable effect in velocimetry 
as it reduces the signal-to-noise ratio of the results and 
increases the uncertainty of determining the average particle 
displacement. Olsen and Adrian [27] proposed that such 
spreading of the correlation peak width could be utilized for 
thermometry because the Brownian motion of the seeded 
particles has a direct dependence on the fluid temperature.  
Hohreiter et al. [28] demonstrated the use of a cross-
correlation-based micro-PIV (µPIV) technique utilizing the 
Brownian motion of seeded particles to determine the 
temperature. Their results showed temperature measurement 
with an experimental accuracy of ± 3°C inside a 
microchannel. In a separate study, Chamarthy et al. [29] noted 
that a low image density PIV tracking method to process 
particle images performed better than the cross-correlation 
method for thermometry. The average difference between the 
predicted and measured fluid temperature was recorded to be 
± 2.6°C with an out-of-plane resolution of approximately 20 
µm.  
 Park et al. [30] showed the potential application of optical 
serial sectioning microscopy method (OSSM) for temperature 
measurement utilizing Brownian motion of nanoparticles in a 
fluid away from the wall. OSSM uses diffraction patterns of 
particle images to track its full three-dimensional Brownian 
motion. They used a dry objective lens to detect the diffraction 
patterns of 500 nm polystyrene fluorescent nanoparticles 
suspended in water at a low volume concentration of 4 × 10-6. 
Their experiments for a fluid temperature range of 5 to 70°C 
showed a correlation between the Brownian diffusivity and 
the mean square displacement (MSN) of nanoparticles that 
could potentially be used in a non-intrusive and micro-scale 
thermometry for nanoparticle suspension fluids. However, in 
the near-wall region, the Brownian motion of nanoparticles is 
non-isotropic and hindered, and the estimated diffusion will 
not be same as that in the bulk flow. Moreover, in the micro-
scale measurements discussed above, volume illumination is 
commonly used, which makes the measurements more 
complicated. 
 nPIV is an extension of µPIV, where illumination is 
provided only in the region very close to the wall on the order 
of O (100 nm) [31-36]. nPIV is based on evanescent-wave 
illumination created by the total internal reflection (TIR) of a 
laser beam at the fluid-solid interface. At the sub-micron 
scale, Brownian displacement is of the same length scale as 
that of the fluid convection and can therefore greatly affect 
fluid velocimetry when using particle tracers. The effect of 
hindered Brownian motion in the near-wall region is 
prominently visible in nPIV measurements as particles move 
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in and out of visible depth during the nPIV imaging time 
interval [36-38]. This movement could cause the cross-
correlation peak-widths in nPIV measurements to behave in a 
different manner than that in µPIV measurements. We 
reported a simple numerical investigation of the effect of fluid 
temperature variation on the nPIV correlation function in the 
evanescent wave region in the near-wall region [1]. We 
showed that the PIV correlation function characteristics of the 
hindered Brownian motion of tracer particles in the near-wall 
region could be utilized for temperature measurements. 
However, the effect of the variation in fluorescence intensity 
of tracer particles and surface forces caused by the 
temperature change, which occurs in practical thermometry 
with fluorescence particles, were not considered.  
 The present work aims to extend and apply our earlier 
study [1] for near-wall temperature measurements, or nano-
particle image thermometry (nPIT), to a wider temperature 
range and implement it in a real experimental setup. Prior to 
actual nPIV experimentation, the feasibility of the technique 
for non-intrusive near-wall temperature measurement is 
initially investigated using a Monte Carlo simulation to study 
the effect of temperature on the cross-correlation function 
peak-width and peak-height in the near-wall hindered 
Brownian motion. Artificial nPIV images are generated for 
fluids at stationary conditions and varying temperatures to 
include experimental effects such as non-uniform 
illumination, hindered Brownian motion, particle-wall surface 
forces, and temperature dependence of particle fluorescent 
intensity. Experiments are then performed under similar 
conditions to verify the results of the simulations and establish 
the applicability of nPIT and its experimental uncertainties 
and to demonstrate the practicability of using an objective-
based nPIT setup for near-wall temperature measurement.   
 The remainder of this paper is organized as follows. In 
Section II the methods used in our analysis are described. 
Theoretical background for the thermometric method is also 
presented, and we describe our experimental setup and 
methodology used in the experimental measurements. The 
results are presented in Section III. Finally, we present our 
conclusions and ideas for future work in Section IV. 

 

II. METHOD 

A. Theoretical 

As mentioned earlier, the nPIV method makes use of the 

evanescent wave generated at the glass-water interface to 

illuminate particles only in the near-wall region. Fig. 1 shows 

a schematic of the experimental setup for the present study. 

Here, the light beam passes through a microscope objective 

and microscope slide, with refractive index n1 into the 

transparent fluid (water) with a lower refractive index, n2, at 

an angle exceeding the critical angle, causing total internal 

reflection at the interface. 

𝜃𝑐 = sin−1(𝑛2 𝑛1⁄ )                                  (1) 

The electromagnetic field enters into the lower refractive 

index region and propagates parallel to the interface, creating 

an evanescent wave close to the interface. This evanescent 

wave excites the fluorescent particles in this region, while the 

particles further away in the bulk liquid remain unexcited. 

Intensity of the evanescent wave decays exponentially with 

distance normal to the wall (z),  

𝐼 = 𝐼𝑜 𝑒
(−

𝑧
𝑧𝑝

)
   .                                 (2) 

I0 is the maximum intensity at the wall and zp is the 

penetration depth, given as: 

𝑧𝑝 =
𝜆0

4𝜋𝑛1

[𝑠𝑖𝑛2𝜃 − (
𝑛2

𝑛1

)
2

]

−
1
2

 .                    (3) 

Here λ0 is the wavelength of the light and  is the incident 

angle. For visible light at a glass-water interface, zp is on the 

order of O (100 nm). However, the effective depth of the 

visible region zv depends on the optical features of the 

imaging system: penetration depth, intensity of the incident 

laser beam, fluorescent particle properties, and characteristics 

of the imaging camera. In an actual experiment, zv typically 

ranges from 300 to 400 nm. In an nPIV setup, the objective 

lenses generally have a larger focal depth than the penetration 

depth of the evanescent wave, and all of the particles in the 

image are in focus [36].  

Figure 1: Schematic of nPIV measurement technique and the experimental 

setup used (not to scale) 

 For a stationary fluid, Brownian motion and surface 
forces govern the particle movement in the wall region. 
Brownian motion is usually characterized in terms of its 
diffusion coefficient. In an unconfined flow, the Stokes-
Einstein equation represents the Brownian diffusion 
coefficient in the form given below [34]. 

𝐷 =
𝑘𝑇

6𝜋𝜇𝑎
                                      (4) 

Here k is the Boltzmann constant and T, a and µ are the 
temperature, diameter of particle and viscosity of the fluid, 
respectively. In addition to the direct dependence of the 
diffusion coefficient on temperature, the absolute viscosity of 
liquids also decreases with temperature. In the region close to 
the wall where nPIT is performed, the diffusion coefficient is 
hindered due to the additional hydrodynamic effects at the 
wall. The diffusion coefficient in this region is different from 
the value in Equation (1) and is different in the directions 
parallel and normal to the wall [34]. In the near-wall region, 
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where nPIT is interrogating, the diffusion coefficient is 
hindered due to the additional hydrodynamic effects at the 

wall and the Brownian diffusion coefficient, , can be 
expressed in the tensor form as: 

𝐷 = [

𝐷𝑥 0 0
0 𝐷𝑦 0

0 0 𝐷𝑧

] = D [

𝛽∥ 0 0

0 𝛽∥ 0

0 0 𝛽⊥

] .               (5) 

  and || are the wall correction factors for movement 
perpendicular and parallel to the wall, respectively [11]:  

𝛽∥ = [1 −
9

16
(

𝑎

𝑧
) +

1

8
(

𝑎

𝑧
)

3

−
45

256
(

𝑎

𝑧
)

4

−
1

16
(

𝑎

𝑧
)

5

] (6) 

and

 

𝛽⊥ = [
2ℎ ∙ (3ℎ + 𝑎)

6ℎ2 + 9𝑎ℎ + 2𝑎2
] ,                       (7) 

where a is the particle radius and h=(z-a). As the particles 
move away from the wall, the correction factors tend to unity 
and the diffusion coefficient tends to that of the Stokes-
Einstein value. In the present simulation, this anisotropic 
nature of Brownian diffusion coefficient is considered. 
Quantifying the relative changes in particle movement due to 
Brownian motion is the key principle used in nPIT. In the 
present simulation, this anisotropic nature of the Brownian 
diffusion coefficient is considered. Quantifying the relative 
changes in particle movement due to Brownian motion is the 
key principle used in nPIT. Details of the numerical 
simulation are presented next. 
 In the numerical simulation, particle displacement 
over a time period Δt due to Brownian motion ∆𝑟 = ∆𝑥. 𝑖̂ +
∆𝑦. 𝑗̂ + ∆𝑧. 𝑘̂  (where i, j, k are unit vectors in Car 
tesian co-ordinate system) is obtained from the Langevin 
equation [31, 35]. For a stationary fluid with no external 
forces acting on the particle, the Langevin equation in the 
direction parallel to the wall reduces to 

Δ𝑥 = Δ𝑦 = ∑ {𝜒𝛿𝑟}                            (8)
𝑡=∆𝑡

𝑡=0
 

where  is white noise and 𝛿𝑟 = √2𝐷𝛿𝑡. Here, diffusion (D 
represents diffusion coefficient) is considered in the direction 
parallel to the wall. In the z direction perpendicular to the wall, 
the Langevin equation reduces to 

Δ𝑧 = ∑ {
𝐷𝑧

𝑘𝑇
𝐹𝑧𝛿𝑡 +

𝑑𝐷𝑧

𝑑𝑧
𝛿𝑡 + 𝜒𝛿𝑟}           (9)

𝑡=∆𝑡

𝑡=0
 

where Dz is the diffusion coefficient normal to the wall and t 
represents time. The presence of the wall has a significant 
effect on the distribution of particles in the near-wall region 
through surface-induced forces on the particles. The external 
forces (Fz) acting on the particles in the direction 
perpendicular to the wall include electrostatic (el) and van der 
Waals (vdw) forces caused by the presence of the wall as well 
as the buoyancy force (b). The sum of these forces results in a 
non-uniform particle distribution within the suspending 

medium in the wall region. The total force acting on a particle 
in the direction normal to the wall would be the summation of 
all of these forces, Fz= Fel + Fvdw + Fb, which generates a net 
repulsive force that pushes the tracers away from the wall.  

 From DLVO (Derjaguin, Landau, Vervey, and 
Overbeek) theory, the electrostatic repulsive force, Fel, is 
expressed as [39] 

𝐹𝑒𝑙 = 4𝜋𝜀0𝜀𝑎 (
𝑘𝑇

𝑒
)

2

(
𝜁𝑝 + 4𝛾𝑝Ψaκ

1 + Ψ𝑎𝜅
) (4𝛾𝑤)𝜅𝑒−𝜅(𝑧−𝑎)   (10) 

where 𝜅 = 1 𝜆,     𝜁𝑝 = 𝑒𝜁𝑝  𝑘𝑇⁄ ,       𝜁𝑤 = 𝑒𝜁𝑤  𝑘𝑇⁄  ,     ⁄  

𝛾𝑝 = tanh(𝜁𝑝 4⁄ ) , 𝛾𝑤 = tanh(𝜁𝑤 4⁄ ) , Ψ = (𝜁𝑝̂ − 4𝛾𝑝) 2𝛾𝑝
3⁄  

and ε0  is the vacuum electrostatic permeability. ε is the 

dielectric constant of the fluid, e is the elementary charge, λ is 

the wall’s Debye length, and ζ p and ζw are the zeta potentials 

of the particle and wall, respectively. 

The van der Waals forces, Fvdw, can be expressed as [39]: 

𝐹𝑣𝑑𝑤 =
𝐴

6
[

1

(𝑧 − 𝑎)
−

𝑎

(𝑧 − 𝑎)2
−

1

(𝑧 + 𝑎)
−

1

(𝑧 + 𝑎)2
] (11) 

where Hamaker’s constant, A, is of order O(10-20) for a 
spherical particle near a flat wall [33].  

 The buoyancy force acting on a particle suspended in 
a fluid is due to the difference in weight between the particle 
and the displaced fluid and is expressed as: 

𝐹𝑏 =
4𝜋

3
𝑎3𝑔(𝜌𝑝 − 𝜌𝑓)                     (12) 

where ρp and ρf are the particle and fluid densities, 
respectively, and g is the gravitational acceleration. This force 
is observed to be negligible when compared to the 
electrostatic and van der Waals forces. The effects of 
temperature on viscosity, Debye length, zeta potential [40], 
and the dielectric constant value of water [41] are also 
included in the simulation.  

 For Monte Carlo simulations, artificial images of tracer 
particles at time t = 0 and later at time t =∆t are generated. 
Particle Brownian displacements in the x, y, and z directions 
are calculated for different time steps of ∆t = ∑δt using 
Equations (2) and (3) by including all the above-mentioned 
forces. The time step used in this work, δt = 5 μs, is much 
smaller than ∆t and is orders of magnitude larger than the 
particle momentum relaxation time [36]. Particle–wall 
collisions are considered perfectly elastic, preventing any 
particles from going ‘through’ the wall.  

 Particles were assumed to be circular with intensity 
values following a Gaussian distribution profile. The peak 
intensity values were selected from the experimental 
observations. In the present work, an illumination with 
exponential decaying intensity was considered in artificial 
images. The level of decay intensity was similar to the 
evanescent wave illumination in the described experiments. 
For a given optical setup undergoing total internal reflection, 
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the brightness (or size) of a particle in the image is an inverse 
function of its distance from the wall, where particles near the 
wall look bigger and brighter than those farther away. This 
variation in particle sizes in the field is created by 
implementing the exponentially decaying intensity of 
illumination normal to the wall combined with a fixed image 
noise level. An effective particle image diameter of four pixels 
with an airy disk pattern was employed for the brightest 
particle in the simulation.  

 
Figure 2: Variation of mean intensity of particles with temperature in 

experimental images 
 

 The excitation intensity of most fluorescent dyes varies 
with temperature. Initial experimental observations revealed 
that the mean particle intensity of the tracer beads also 
decreased with increasing temperature. Such variations can 
affect the PIT processing results to obtain temperature 
information from the obtained experimental images. The 
seeded particles used in this experiment were 100 nm (±5%) 
diameter polystyrene fluorescent particles (F8803, 
Invitrogen). Experiments were performed to quantify this 
effect, and Fig. 2 shows the results of the mean intensity of 
particles averaged over 100 images and normalized by their 
intensity at 15°C. This figure shows that the tracer particle 
intensity drops approximately 1.2 percent/°C for the 
temperature range tested. This effect is considered in the 
simulation of the generated nPIT images. Electronic noise and 
shot noise were also added to images using a combination of 
white and Gaussian distribution noise, respectively, to mimic 
real image characteristics [31]. 

 A total of 1,200 particles with a radius of 50 nm were 
initially distributed over a distance of 875 nm normal to the 
wall in the fluid for the simulation. This resulted in a particle 
density of ~2.83 particles/µm3 and an image size of (200x180 
pixels (corresponding to 50µmx45µm), in the (x, y) directions, 
similar to the actual experimental images. Particles are 
initially uniformly distributed in the flow and then surface 
forces move the particles to their final steady state 
distribution. The final Probability Distribution Function 
(PDF) of the particles location throughout the visible region, 

zv, at this stage is shown in Fig. 3 for two cases: a) with no 
surfaces forces, and b) with surface forces for ζ-potentials of  
ζ particle = 100mV and ζ wall = 80mV, respectively [35, 42]. The 
surface forces and zeta potential of the particles and surface 
contribute significantly to the distribution of particles near the 
wall. As the figure shows, when the surface force effects are 
considered, the particles are pushed away from the wall 
region, creating a sparse particle density near the walls. The 
probability distribution function of the particles, for a given 
surface force, can adequately be modeled by a Boltzmann 
profile for the steady state condition [35] 

 

Figure 3: Probability distribution function of particle distribution 

throughout zv 

 
  The image pairs were then processed using a standard 

FFT-based cross-correlation program to determine the width 
and height of the correlation peaks [31]. This program used a 
3D Gaussian peak-finding algorithm based on a surface fit of 
13 points in the peak region,  

𝐺(𝑥, 𝑦) = 𝐴 ∙ 𝑒
−(𝑥−𝑥0)

2𝜎𝑥
2

× 𝑒

−(𝑦−𝑦0)

2𝜎𝑦
2

,                     (13) 
where A is the peak height , σx and σy  are representative peak 
widths in x and y directions, respectively. For a stationary 
fluid, the widths in both the x and y directions were similar in 
magnitude [29], therefore, the average peak-width value of x 
and y is presented. 

Figure 4: Typical experimental (left) and simulation (right) nPIT images 

B. Experimental setup 

 An objective-based nPIV experimental setup [43] shown 
in Fig. 1 was used to obtain experimental images at a constant 
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fluid temperature. A constant temperature condition was 
achieved by placing a small fluid cell made of aluminum, the 
measurement cell, on top of a temperature-controlled inverted 
microscope stage. The measurement cell was made of an 
aluminum substrate with a glass coverslip (0.13 mm thick) 
pasted below it to provide optical access for the total internal 
reflection and imaging of the surface of the coverslip in the 
confined fluid. The fluid cell and microscope stage was 
insulated on the top. The microscope stage temperature and 
that of the fluid cell on it were maintained at a constant value 
by circulating water through the microscope stage from a 
constant-temperature supply tank (F25-ED Julabo). Prior to 
each experiment, the fluid was preheated to the temperature of 
the microscope stage to achieve a faster steady state condition. 
The fluid temperature in the fluid cell and in contact with the 
glass cover slip was recorded using precision K-type 
thermocouples. Experiments were conducted at a steady state 
condition where the fluid temperature was measured with an 
accuracy of ±0.1°C during each experiment. 

 The near-wall region was illuminated using an Ar-Ion 
continuous wave laser beam to excite the fluorescent particles. 
An EMCCD camera (ProEM 512, Princeton) attached to the 
microscope (Leica DMI6000B) captured images via a 
63x1.47 NA oil immersion objective. The pixel resolution 
obtained from this imaging setup was 4,106 (pixels/meter). 
The seeded fluorescent particles had peak excitation and 
emission wavelengths of 505 nm and 515 nm, respectively. In 
all of experimental runs, the particle concentration was 
maintained at a constant volume fraction of 0.02%. 
Evanescent wave illumination was generated on the lower 
glass-water interface of the fluid cell with a laser beam 
incident angle of 63°. The depth of the visible region (zv) was 
estimated to be zv=350±25 nm based on the penetration depth 
(zp of approximately 150 nm) and the intensity value of 
background noise in the captured images. Fig. 4 shows a 
typical experiment and simulated nPIT images obtained at 
20°C. 

 For each experiment at varying fluid temperatures, 1,500 

image pairs of 200x170 pixels were acquired with an inter-

frame time delay of 1.6 ms. The interrogation window size 

was set to 180×150 pixels with a search radius of 20 pixels to 

ensure sufficient numbers of matched tracer particles in the 

interrogation windows. The images were then post-processed 

using the same cross-correlation program used in the 

simulation section to determine the correlation peak-widths 

and peak-heights.  

III. RESULTS AND DISCUSSION 

  Equation (3) shows that Brownian displacement for a 
given fluid and particle size depends on the temperature and 
the inter-frame time delay Δt. Monte Carlo simulation was 
used to establish the effect of inter-frame time delay on PIV 
cross-correlation peak characteristics for different fluid 
temperatures. Synthetic images at different inter-frame time 
delays matching those of a typical nPIT experiment (1, 2, and 
4 ms) were generated for the analysis. Image processing and 
analysis parameters were also kept equal to those used for 
experimental images.  

 
Figure 5: Peak-width variation with temperature (top) and peak-height 

variation (bottom) with temperature 
 
Fig. 5a shows the variation of the calculated cross-

correlation function peak-widths (W) for synthetic nPIT 
images for the three inter-frame time delays, with error bars 
representing 95% confidence intervals [44]. This figure shows 
a semi-linear increase in the width of the nPIT correlation 
function with temperature for all of the time delays 
considered. Fig. 5b shows the variation of the peak-height (H) 
with temperature for the same time delays given in Fig. 5a. 
The correlation peak value shows a decreasing trend with 
temperature due to the increase in Brownian motion of the 
particles. Fig. 5 shows that in addition to an increase in the 
magnitude of the error bars with temperature, the calculated 
uncertainty at a given temperature increases when the time 
delay increases from 1 ms to 4 ms. The increase in 
experimental uncertainty due to an increase in inter-frame 
time delay may be associated with levels of the tracer particle 

(a) 

(b) 
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mismatch caused by particle drop off due to Brownian motion 
[36]. 

Figure 6: Variation of peak-width-to-height ratio with temperature obtained 

from the numerical simulation 

 Because the peak-width and peak-height variations seem 
to have opposite trends, the ratio of peak-width to peak-height 
is proposed as a better parameter for thermometry that offers 
a higher level of sensitivity than temperature measurement. 
The peak-width to peak-height ratio variation for various 
temperatures is depicted in Fig. 6. The temperature 
measurement sensitivity increases with increasing time 
delays, which can be attributed to a stronger effect of 
temperature on Brownian displacement of particle-tracers for 
longer time delays. However, measurement uncertainty also 
increases as the inter-frame time delay increases due to the 
deterioration of cross-correlation estimates. Considering 
additional experimental uncertainties, a smaller inter-frame 
time delay is preferable for an experiment, even though it has 
a slightly lower sensitivity to temperature variations.  

 After verifying the feasibility of using the nPIT technique 
based on Monte Carlo simulations, experiments were 
conducted to validate the results of the simulation. The nPIT 
images of the stationary fluid sample at varying bulk 
temperatures were collected using the objective-based 
illumination technique discussed earlier. Due to the small 
thickness of illumination in the evanescence region, Brownian 
motion caused the tracer particles to drop in and out of the 
visible region during the PIV inter-frame time delay Δt [36]. 
Because Brownian motion is a function of temperature, the 
number of particles staying in the visible region is expected to 
decrease with increasing fluid temperature. 

 Experimental images were analyzed to quantify this 
effect by measuring the percentage of the particles remaining 

within the visible depth () of the image, or “matched” 
particle, after a specified time delay Δt=1.6 ms. Fig. 7 depicts 
the percentage of particles that stayed within the visible region 

of zv in an image pair, where error bars indicate a 95% 
confidence level of the presented data [44]. The experimental 
values are determined by searching for the particles in an 
image pair that stayed within a given observation window of 
five pixels. This figure shows that as the fluid temperature 
increased, the number of particles that stayed in the visible 
depth during the time interval decreased. This result is caused 
by an increase in Brownian motion at higher temperatures, 
pushing more particles out of the visible depth.  

Figure 7: Percentage of particles remaining in the visible depth during nPIT 
experimentation 

 The results of the numerical simulation for the calculated 

values of   are also presented in Fig. 7 for three different 
evanescent wave thicknesses. Num-zp in the figure represents 
the numerical prediction for the corresponding penetration 
depth. For these data, the number of the particles staying 
within the visible depth was determined based on the exact z 
position of the particles calculated from the numerical 
simulation. The numerical results also showed a systematic 
decreasing trend for the number of particles remaining in the 
visible region, confirming that this parameter could be used as 
an assessment tool in thermometry. This figure also shows 
that the percentage of particles remaining in the visible depth 
increases with increasing penetration depth of the evanescent 
wave, with similar decreasing trends with temperature 

increase. Fig. 7 shows that for a 30°C temperature increase,  
predicts a 23% and 8% reduction for experimental and 
numerically estimated values, respectively. This difference 
may be attributed to other experimental factors, such as 
variations of particle size, fluorescence, and image noise with 
temperature, which affect detection of particles in the image. 
Further detailed experimental data are required to quantify this 
parameter as a tool for direct temperature measurement. In the 
present work, focus is given only to characterizing the effects 
of this particle “mismatch” on the standard cross-correlation 
function obtained from nPIT images for fluid thermometry. In 
an additional note, the above method also serves as a 

44

International Journal on Advances in Systems and Measurements, vol 9 no 1 & 2, year 2016, http://www.iariajournals.org/systems_and_measurements/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



metrological self-check on the basis of functional redundancy 
[45].  

Figure 8: Correlation peak width-to-height ratio comparison for 
simulation and experiments at Δt=1.6 ms 

 
 Fig. 8 compares the peak-width to peak-height ratio 

obtained from the experiment for different temperatures at a 
Δt value of 1.6 ms and simulations performed at the same time 
delay on a semi-log plot. Numerical results are presented for 
three different penetration depths in the range of the estimated 
experimental depth. The temperature measurement sensitivity 
is not significantly influenced by the variation in penetration 
depth (or incident angle of TIR). The experimental data 
follows two trends: the initial slope of the data up to 35°C 
matches well with that of the simulations but deviates beyond 
35°C. One reason for this deviation could be the change in 
optical characteristics of the objective used in the 
measurement, which was factory-corrected for working up to 
a temperature limit of 35°C. In addition, the optical properties 
of the contact oil used with the objective may also have varied 
at higher temperatures. These parameters could adversely 
affect measurements at higher temperatures and be cited as 
major drawbacks to the measurement technique using an 
objective-based system. There is a good agreement the 
between experimental and numerical trends for the peak-
width to peak-height ratio for temperatures up to 35°C 
regardless of the assumed penetration depth. The ratio 
decreases with increasing penetration depth of the evanescent 
wave. At larger penetration depths, more particles remain in 
the visible region (imaged), resulting in higher correlation 
peak-height values. From the spread of uncertainty in the 
width-to-height ratio of the experimental data depicted in Fig. 
8, the maximum uncertainty in the temperature measurement 
was estimated to be ±2.5°C for the case with zv of 
approximately 350 nm.  
 The peak-width and peak-height values depend on the 

experimental and image processing parameters such as 

interrogation window size, number of particles, surface 

forces, and image noise level. Therefore, a calibration test to 

estimate the peak-width to peak-height ratio needs to be 

conducted prior to a practical near-wall temperature 

measurement.  

IV. CONCLUSION 

 The feasibility of near-wall thermometry using 
evanescent wave illumination, or nano-particle image 
thermometry (nPIT), was investigated. Monte Carlo 
simulation was used to generate artificial nPIT images of the 
Brownian motion of fluorescent particle tracers in a stationary 
fluid with exponentially decaying illumination intensity from 
the wall. The results of simulations show that the cross-
correlation peak-width increases while the peak-height 
decreases with increasing fluid temperature. The peak width-
to-height ratio is determined to be the parameter of choice for 
quantifying temperature using the nPIT technique. Although 
higher temperature sensitivity was observed with larger inter-
frame time delays, smaller time delays are preferred due to 
lower uncertainty values. Experiments were conducted, and 
the results were compared to the simulation results. The 
reduction in fluorescent intensity values with increasing 
temperature was observed to be significant and cannot be 
neglected in the Brownian-based thermometry using 
fluorescence particle tracers. The experimental results show a 
maximum uncertainty of ± 2.5°C in the temperature 
measurement with an out-of-plane measurement depth of 
approximately 350 nm from the wall. In addition, the 
objective-based near-wall thermometric method was 
imperfect at higher temperatures due to the changes in the 
optical characteristics of the imaging setup. 

 This work presents the application of Brownian motion 
analysis for near-wall thermometry in a stationary fluid. 
However, real applications often have fluid flow in the 
system. Detailed analysis for near-wall thermometry in the 
evanescent wave region together with velocimetry has not yet 
been reported. When there is no flow, the cross-correlation 
function (of image pairs) has similar widths in both the x and 
y directions. However, with the flow, the width in one 
direction of the flow will be different from the width 
perpendicular to it. The effect caused by the variation in 
temperature needs to be detected by further analyzing 
additional effects of the particle convection due to the fluid 
flow on the cross-correlation function [29]. In the future, we 
intend to conduct experimental studies on this aspect. In 
addition, in the present work fluorescent particles with a mean 
diameter of 100nm was only considered, as it was optimal for 
the measurement system. The effect of particle size 
distribution on near-wall thermometry was not investigated 
and would be an important factor to be considered for further 
studies.  
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Abstract—Collective operations strongly affect the performance
of many MPI applications, as they involve large numbers, or
frequently all, of the processes communicating with each other.
One critical issue for the performance of collective operations
is load imbalance, which causes processes to enter collective
operations at different times. The influence of such late-arrivals
is not well understood at the moment. Earlier work showed
that even small system noise can have a tremendous effect
on the collective performance. Thus, although algorithms are
optimized for large process counts, they do not seem to tolerate
noise or consider delay of involved processes and even a small
perturbation from a single process can already have a negative
effect on the overall collective execution. In this work, we show
a first detailed study about the effect of late arrivals onto
the collective performance in MPI. For the evaluation a new,
specialized benchmark was designed and a new metric, which
we call delay overlap benefit, was used. Our results show that
there is already some potential tolerance to late arrivals for the
most common collective operations - namely barrier, broadcast,
allreduce and alltoall - but there is also a lot of room for future
optimizations.

Keywords–collectives; late-arrivals; benchmarking; MPI collec-
tive operations

I. INTRODUCTION

Collective operations strongly affect the performance of
many Message Passing Interface (MPI) applications, as they
involve large number, usually all, of processes communicating
with each other. One critical issue for the performance of
collective operations is load imbalance, which causes processes
to enter collective operations at different times. The influence
of such delayed processes is not well understood at the
moment. The results in this paper extend our initial work [1] on
this topic. Earlier studies showed that even small system noise
can have a tremendous effect on the collective performance
[2] [3]. So, though algorithms are optimized for large process
counts [4], they do not seem to tolerate noise or consider delay
of involved processes and thus even a small perturbation from a
single process can already have a negative effect on the overall
collective execution.

The MPI 3.0 standard introduced non-blocking collective
operations, which give the opportunity to speed up applications
by allowing overlap of communication with computation [5],
reducing the synchronisation costs of delayed processes as well
as the effects of system noise. Many MPI programs are written

using non-blocking point-to-point communication operations
and application developers are familiar with managing this
process using request and status objects. Extending this to
include collectives allows programmers to straightforwardly
improve application scalability.

In contrast to the already existing blocking collectives, the
non-blocking counterparts require the MPI implementations to
progress the communication task in parallel to computations.
This is a non-trivial task, even if the network hardware
provides support for offloading network operations from the
CPU, e.g., message buffers may have to be refilled for large
messages or more complex collective operations need multiple
communication steps. The Cray XE6 and XC30 platforms
feature a special “asynchronous process engine” for this, which
uses spare hyperthreads (XC30) or dedicated CPU cores (XE6)
for the required operations [6].

This work analyses and emphasizes the effect of late arrivals
on collective operation in MPI for large number of processes.
Therefore, a benchmark and metric for evaluation and de-
tection of effects caused by late arrivals are introduced. The
obtained results show the tolerance of state of the arty MPI
collective operations used in the latests Cray XC30 and XC40
systems and may point to potential for improving performance
by solving the issue of late arrivals in the future.

This work is structured as follows. Section III describes the
testing methodology and the micro benchmark suite, which we
designed specifically to study the impact of late arrivals, i.e.,
delay on collective performance. At the begin of Section IV,
we define a metric to quantify the amount of tolerated delay.
Then, the results for different application relevant collective
operations are presented and evaluated on basis of absolute
times as well as the delay overlap metric.

II. BACKGROUND

Since long time, message passing is the standard when
it comes to the programming of high performance comput-
ing (HPC) applications on distributed memory systems. Since
its beginnings many different benchmarks have been developed
to measure the performance of the underlying hardware, or
to test the efficiency of the MPI library implementation. The
most well known of them are the OSU Micro-Benchmarks,
Ohio MicroBenchmark suite, Intel MPI Benchmarks and the
Effective Bandwidth (b eff) Benchmark [7]. All of these
benchmarks test bandwidth and latency of the various MPI
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communication functions for different number of processes
and data size. These benchmarks assume that communication
happens in a perfect environment and all operations are well
synchronized. While this allows to figure out the best per-
formance reachable with the various MPI calls for the used
hardware and MPI library, it does not represent the majority
of real world applications.

At first, real world applications are influenced by system
noise. So, compute nodes run services in parallel to the ap-
plication, as for instance, time synchronization or node health
checker, which interrupt the execution of the application. Also,
there are shared resources like I/O or the network itself, which
are used by other applications running at the same time.
This noise can have a tremendous effect on the collective
performance [2].

A second point, which is not taken into account by existing
benchmarks are load imbalances inside the application. These
load imbalances lead to different entering times of different
processes at communication points. So called late arrivals will
cause other processes to wait on them. The more processes
are involved in the communication the more this becomes a
problem, as equal load distribution becomes more complicated
and the number of processes, which may have to wait on a
single late arrival, increases.

Algorithms implementing collective operations use different
strategies to optimize the network use and achieve the best
possible performance [4]. Common technique here are tree
based communication structures and ring sends to match the
underlying network hardware on the one hand, as well as
to reduce the number of send messages or reduce the band-
width requirements on the other hand. Late arrivals in these
communication schemes will affect the performance badly at
this point due to the internal communication dependencies.
Though there is potential for optimizations, e.g., deferring the
dependence to communicate with a late arrival to the end
of the communication scheme inside the collective, can hide
some of the delay from this process. However, not much is
known about the effects of the entering time on MPI collective
performance at the moment; to our knowledge there is no
benchmark specific on this topic so far.

III. METHODOLOGY AND BENCHMARK DESCRIPTION

To study MPI collective operations with respect to late
arrivals, a micro benchmark suite was designed. The central
point for the analysis therein is a global clock. The global
clock is chosen to be the one of process with MPI rank 0. To
obtain this global clock the micro benchmark suite determines
the clock offsets between process zero and all other processes.
Based on the global time, the benchmark performs then the
following tasks for a collective benchmark:
• Measures start and end times of all involved MPI pro-

cesses.
• Determines earliest start and latest end time over all

involved MPI processes.
Each benchmark is run with different number of processes

and if the collective exchanges data, different data sizes.
Initially, a warm-up for the network, CPUs, etc. is performed

running the benchmark several times before the real measure-
ment is started. Then, the times for the real benchmark runs
are recorded.

The design of the benchmark suite allows for easy ex-
tendibility and addition of new benchmarks. Table III lists all
currently implemented MPI collective benchmarks. Within this
work, results for blocking and non-blocking barrier, allreduce
and alltoall operations are reported.

Table I. LIST OF CURRENTLY IMPLEMENTED MPI COLLECTIVE
BENCHMARKS.

benchmark blocking non-blocking

barrier x x
bcast x x
reduce x x
allreduce x x
alltoall x x

A. Clock offset determination

The local clocks of different processors across a distributed
system report different times as they are not perfectly syn-
chronized. They may even run at slightly different speeds [8]
[9], which is not taken into account by the benchmark suite
at the moment. This simplification is acceptable because the
benchmarks run only for a relatively short time. Nevertheless,
a verification step validating this assumption is performed at
the end of the benchmark. It shows that there is no significant
change in the time differences over the benchmark runs.

Hence, for the comparison of the times from the different
clocks in the benchmark, the error between the clocks has to
be taken into account. For this purpose, a simple linear ap-
proximation model is used [10]. Because of the short runtime
only the clock offset σ—defined as the constant difference
between the locally measured reference time t and the remote
time t′—is of interest:

t′ = t+ σ . (1)

The offset is determined at the start of the benchmark and
checked at its end.

A modified ping pong experiment is used to determine the
clock offset following Cristian’s algorithm [11]: A root process
sends a request to another process after determining his local
clock value t0. The other process answers with his current
local time t′r and the root process recognizes the time t1 after
receiving the response. We improve the accuracy by adding a
second timer t2 directly after taking t1 allowing to determine
the timer delay ∆, which is the time required to read out the
clock itself. From this experiment the ping pong latency λp
and timer delay ∆ are obtained, see Figure 1.

To obtain the clock offset σ between local clock t and
remote clock t′ defined in (1), both messages in the ping-pong
are assumed to have the same message latency. In this case,
the remote time t′r is at the mid of the ping pong. The clock
offset is then given by

σ = t′r − t0 − (λp + ∆)/2 , (2)
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∆ λp ∆ ∆

t0 t1 t2ping po
ng

∆ ∆ ∆ ∆

t′0 t′r t′1 t′2

Figure 1. Modified ping pong experiment to determine ping pong latency λp,
timer delay ∆ and clock offset on the basis of the remote time t′r , which is
assumed to be taken at the mid of the ping pong.

where the timer delay ∆ is obtained via

∆ = t2 − t1 . (3)

The accuracy of the obtained clock offset is increased by using
the statistical value over 100 measurements.

To verify the correctness and to obtain an estimate for the
error in the obtained clock offsets intra node times can be
compared, which should not vary much. As can be seen in
Table II, the clock offsets between rank 0 and all processes
residing on one node are the same with a standard deviation
of not more than ±2 µs. In contrast, the clocks of different
nodes vary by more than 10 ms between each other.

Table II. DETERMINED AVERAGE CLOCK OFFSET σ̄ AND STANDARD
DEVIATION σσ FOR A BENCHMARK RUN WITH 12 PROCESSES AND 4

PROCESSES PER NODE BASED ON A SET OF 100 MEASUREMENTS.
(RESULTS OBTAINED ON HERMIT SYSTEM AT HLRS, SEE SECTION IV)

rank σ̄ [s] σσ [s]

0 +0.000000 0.000000
1 +0.000000 0.000000
2 +0.000000 0.000000
3 +0.000000 0.000000
4 −0.017258 0.000002
5 −0.017258 0.000001
6 −0.017258 0.000001
7 −0.017258 0.000002
8 −0.011140 0.000002
9 −0.011140 0.000002
10 −0.011140 0.000002
11 −0.011140 0.000002

B. Initial synchronization
A synchronization of all processes is done at the beginning

of each benchmark run. Two different synchronization methods
are available: One using MPI barrier, and another using clock
based synchronization [12]. The interface and implementation
of the synchronization function already includes the applica-
tion of a delay time, which we will describe in more detail in
Section III-D.

a) Barrier based synchronization: The barrier based syn-
chronization makes use of the MPI_Barrier to synchronize
processes as shown in listing 1. The barrier based synchro-
nization may not be perfect as can be seen from the trace
in Figure 2 where the processes finish the barrier at slightly
different times. The time difference between the processes at

the exit of the barrier is there in the order of 4 µs for 32
processes over two nodes of hermit. The observed exit time
pattern there shows the behaviour of a tree algorithm [13].

One idea to improve the barrier based synchronization is
to measuring the time differences at its exit and to improve
the sync using delays to compensate them afterwards. This
succeeds only if the barrier algorithm works always in the
same way, producing the same exit time pattern. But, testing
the compensation approach with a delay granularity of 1 µs,
resulted in even worse synchronization.

double synchronizeViaBarrier(MPI_Comm comm,
double delaytime) {

MPI_Barrier(comm);
double r = delay(delaytime);
return r;

}

Listing 1: Implementation of barrier based synchronisation.

(a)

(b)

Figure 2. Time line trace images of synchronization barrier (red) before actual
benchmark (orange) separated by timer calls (blue). Traces were obtained with
Score-P and Vampir for (a) 32 PEs on 2 nodes of Hornet (Cray XE6) and (b)
48 PEs on 2 nodes of Hazel Hen (Cray XC40).

b) Clock based synchronisation: The clock based syn-
chronisation allows a very precise time synchronization of
events across processes [12]. It uses a global clock and local
busy waiting until a defined start time point. The start time
point is exchanged beforehand between all processes removing
the dependence on sending messages over the network for
the actual synchronisation step. Therefore, it is not affected
by interconnect latencies, which may vary due to network
contention. The accuracy of this method is limited by two
things:
• the frequency and duration of clock read outs, which are

required to monitor the current time
• the accuracy of the clock synchronisation, which is

essential to define the global synchronisation time point.
With the current implementation of the clock based

synchronisation in listing 2, using internally the POSIX
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gettimeofday for the timer(), the quality of the syn-
chronization is already much better as the latest Barrier based
synchronization front on Cray XC40 as can be seen in Figure 3.

double synchronizeViaClock(MPI_Comm comm,
double delaytime) {

int syncRoot = 0;
double synctime =

0.01 - clockOffsetsAvg[comm_rank];
double endtime =

synctime + delaytime + timer();
MPI_Bcast(&endtime, 1,

MPI_DOUBLE,
syncRoot,
comm);

double r = timer() - endtime;
while(r < 0) {

r = timer() - endtime;
}
return r;

}

Listing 2: Implementation of clock based synchronisation.

Figure 3. Time line trace image comparing the clock based (blue) with MPI
barrier (red) synchronization before actual benchmark (orange). Traces were
obtained with Score-P and Vampir for 24 PEs on 1 node of Hazel Hen (Cray
XC40).

C. Collected data
For each measurement the process id as well as its start

and end time are stored. The results can be output as ASCII
text or in binary format using exchangeable data representation
(XDR).

In the binary format time values are stored as double
precision floating point values, which has 53 significant bits,
corresponding to 15 decimal digits, which is more than suffi-
cient for our purpose, as we collect times with no more than
nano second resolution over a time frame of several minutes.
The stored times are times corrected on the basis of the initially
collected clock offsets.

If not mentioned otherwise explicitly, global times for the
collective operations are reported, which is the time between
the start time of the first process entering and the end time of
the last process finishing the collective.

D. Delaying of single process

Load imbalances in programs cause some processes to enter
collectives later than the rest. To study the influence of such
late-arrivals on the overall collective time, the benchmark suite
allows to delay processes by a given amount of time, see
Figure 4.

The delay is implemented differently for the different syn-
chronization methods:

For the barrier based synchronisation the delay is imple-
mented indirectly by a separate delay function. The delay
function busy loops for the specified time on the bases of the
POSIX gettimeofday function, providing a microsecond
accuracy.

The clock based synchronisation implements the delay di-
rectly shifting the internal start time point by the desired delay
time. Therefore, the accuracy of the delay is the same as he
the one for the synchronisation.

delay collective

ta tb
collective

collective

Figure 4. Processes are except one synchronized at time ta and enter the
collective. The one delayed process enters the collective at time tb = ta + δ.

IV. RESULTS

In the following, the influence of different delay times
and different number of processes on the collective execution
time is studied. Within the study blocking collectives and
their non-blocking counterparts are compared side by side as
they may be implemented in different ways. Here the call of
the non-blocking MPI collectives are directly followed by an
MPI_Waitall mimicing the blocking behaviour.

Two metrics are used within the examination of the results:
The global collective time tglobal and the overlap benefit b.

Global collective time: The global collective time is defined
as the time between the earliest start time and the latest end
time of the collective operation by any process:

tglobal = max(tend)−min(tstart) . (4)

Delay overlap benefit: The overlap benefit metric gives
a measure for the potential of internal overlap of the delay
with communication in the collectives itself. The delay overlap
benefit is defined as the fraction of overlapped execution time:

b =
t0 + δ − tδ

tδ
, (5)
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with t0 being the collective time when the collective is called
without any delayed processes and tδ being the collective time
when a process starts with delay δ.

A positive overlap benefit is found when there is overlap
potential within the collective operation. A value of 1 indicates
that the collective can hide a delay perfectly up to the time
required for the undelayed collective. A value of zero can be
observed when the delay just adds to the execution of a non
delayed collective call without positive or negative side effects.
A negative value means that the delay even results in additional
cost compared to a synchronized collective, which is started
after waiting delay time.

In the following, results for different collective operations
on the Hermit and Hazel Hen systems at HLRS are reported.
Hermit was a Cray XE6 system with 3552 dual-socket compute
nodes and a total of 113 664 cores, which were connected via
the Gemini 3D Torus network. Its successor Hazel Hen is a
Cray XC40 system with 7712 dual-socket compute nodes and
a total of 185 088 cores, which are connected in dragonfly
topology via the Aries interconnect. The native Cray MPI
implementations optimized for these system in combination
with the GNU compiler were used for all tests.

All benchmarks were run during normal operation mode of
the system so that other jobs on the system influenced the
process placement and network usage. Benchmark runs were
performed up to a maximum of 16 384 processes and were
grouped into jobs with the same processor count. We report
the found minimum values for the global times within 100
measurements. We use the minimum, as we are not interested
in the average behaviour of the collectives but in the best
we can get out of them on a system. This is responsible for
some outlying data points, as we cannot guarantee to catch the
best result even if multiple measurements were performed to
reduce this effect. Obtaining the accurate minimum time for an
operation under workload conditions is not always possible—
especially for the longer benchmark runs using more processes,
which get easily disturbed by other jobs.

For all measurements the MPI process with rank 0 was
delayed. Most tree based algorithms—usually using rank 0 as
tree root—should be badly affected by this choice, if they do
not switch over using another process as the tree root.

A. Barrier
The first collective studied is the barrier. As the barrier

is used for synchronization within the benchmark suite, the
understanding of this operation is essential. While the time
for MPI_Barrier is measured straightforward, the time
for MPI_Ibarrier includes the time for the corresponding
MPI_Wait.

A wide variety of different barrier algorithms exists [13].
Depending on the algorithm and the hardware support used
within the implementation, different algorithms may profit
differently. On the one hand, for example, the Central Counter
barrier may hide the delay of a late arrival easily by concept, or
the Binomial Spanning Tree Barrier could intelligently assign
the delayed process to a node, which is involved in later
communication steps. On the other hand, for example, the

Dissemination Barrier requires a ring like communication in
each step—which will not tolerate a late arrival.
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Figure 5. MPI Barrier and MPI Ibarrier global times for different delay
times on Hornet.

The results in Figure 5 show a nearly logarithmic scaling
of the blocking and non-blocking barrier operation up to
approximately 2048 processes. For higher process counts, the
behaviour seems to have a linear scaling. But we note here
that a single cabinet of the Hermit system has 96 nodes with a
total of 3072 cores. Jobs exceeding this number of processes
are more likely to be spread around the system and therefore
affected by network contention caused by other applications.
So, finding the minimum time for the barrier operation with
our benchmark may not have provided the correct result in this
case.

The delay benefit as defined in (5) of the MPI_Barrier
and MPI_Ibarrier for different delay times, where the
delayed rank was always rank 0, is shown in Figure 6. As
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Figure 6. Delay benefit of the MPI_Barrier and MPI_Ibarrier as
defined in (5) for different delay times on Hornet.

the benefit is mostly positive the implemented blocking and
non-blocking barrier algorithm already seem to tolerate smaller
delays. The non-blocking version MPI_Ibarrier seems to
perform slightly better than the blocking variant here. Figure 6
shows an change in behaviour at 1024 processes: While at the
beginning smaller delays have a higher overlap benefit, for
more processes a larger benefit can be seen for longer delays.
It is unclear if at this point an algorithm switch occurs within
the MPI implementation.

B. Allreduce

An important collective to aggregate data of multiple
processes into a single value is the allreduce operation. It
may be used to determine, e.g., global energies in molec-
ular simulations, time step lengths in finite element based
programs or residues in linear solvers. While the time for
MPI_Allreduce is measured straightforward, the time for
MPI_Iallreduce includes the time for the corresponding
MPI_Wait.

Again, the influence of delaying the process with rank 0
for different number of processes is studied. Results for 8 B
messages and a delay of 50 µs are presented in Figure 7 for
Hornet and in Figure 9 for Hazel Hen.

For Hornet, we see perfect logarithmic scaling up to
1024 processes, adding less than 5 µs when doubling the
number of processes. For larger process counts the scaling
is worse and adds up to 100 µs when doubling the number of
processes. The behaviour for larger message sizes is similar.
It is unclear how the synchronization barrier influences the
behaviour, as we showed earlier that the processes do not
exit from it perfectly at the same time. Also, the barrier itself
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Figure 7. Hornet: MPI_Allreduce (circles) and MPI_Iallreduce
(squares) global times for 8 B message size and a delay time of 50 µs (blue)
together with perfectly synchronized reference data (black).
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Figure 8. Hornet: Delay benefit of the allreduce collective for different
message sizes at a delay time of 50 µs).

does not scale well for larger process counts according to our
benchmark results, too, see Figures 2 and 5.

We have to mention a data outlier for the non-delayed
Allreduce/Iallreduce benchmark runs with 4096 processes—
which were grouped within one job. The job collecting these
data was likely disturbed by other jobs and seems not to have
been able to find an accurate value for the minimum collective
time.
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The delay benefit of the blocking and non-blocking allreduce
operations presented in Figure 8 shows slight overlap for
smaller number of processes. For more than 1024 processors
the delay has a negative effect onto the overall performance.
The message size does not have an influence on the delay
benefit for the chosen values. The peak for 4096 processes
is caused by too high values for the perfectly synchronized
collectives time t0.
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Figure 9. Hazel Hen: MPI_Allreduce (circles) and MPI_Iallreduce
(squares) global times for 8 B message size and a delay time of 50 µs (blue)
together with perfectly synchronized reference data (black).

The results for Hazel Hen shown good scaling up to over
1000 PEs in Figure 9. The delay benefit is positive in nearly
all cases as can be seen from Figure 10.

C. Alltoall

The alltoall operation is another important collective pattern
used in many parallel codes to distribute data in an application.
It is the most time consuming collective operation but it may
benefit a lot from intelligent algorithms, taking into account
delayed processes.

The same measurements as that for the allreduce operation
were performed. Results in Figure 11 show a nearly perfect
linear scaling for the alltoall algorithm up to the maximum of
16 384 processes used during the benchmarks on Hornet. The
message size has a strong influence on the execution time of
the alltoall collective but does not affect the overall scaling
behaviour.

The results for the delay benefit for the alltoall collective
on Hornet, presented in Figure 12, show zero effect for small
messages and an inconclusive behaviour for larger messages,
which may be caused by the fact, that our benchmark does not
find the minimum time as already mentioned before. So, we
find slight decreases as well as huge gains in performance.
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Figure 10. Hazel Hen: Delay benefit of the allreduce collective for different
message sizes at a delay time of 50 µs).
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Figure 11. Hornet: MPI_Alltoall (circles) and MPI_Ialltoall
(squares) global times for 8 B message size and a delay time of 50 µs (blue)
together with perfectly synchronized reference data (black).

The allreduce results on Hazel Hen show that the delay
benefit is nearly zero for small messages there as well. What
is interesting here, is the fact that the delay benefit for
the blocking versions is better than for their non blocking
counterparts, as well as the execution times.
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Figure 13. Hazel Hen: MPI_Alltoall (circles) and MPI_Ialltoall
(squares) global times for 8 B message size and a delay time of 50 µs (blue)
together with perfectly synchronized reference data (black).

D. Broadcast

The broadcast (bcast) operation is another collective pattern
found frequently for any kind of initial or intermediate data
distribution. For example, it is used to distribute configuration
parameters from an input file, which should be not opened
and read by all processes at the same time on today’s HPC file
systems. It is also an operation, which is used within optimized
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Figure 14. Hazel Hen: Delay benefit for the alltoall collective for different
message sizes at a delay time of 50 µs.

versions of more complicated collective operations as part of
the underlying communication patterns and algorithms.

The same measurements as before were performed. Results
from the Hazel Hen system are presented in Figure 15.

101 102 103
10−7

10−6

10−5

10−4

# processes

ti
m

e/
s

bcast time delay relation

Bcast 8 B, 50 µs Ibcast 8 B, 50 µs

Bcast 8 B, 0 µs Ibcast 8 B, 0 µs

Figure 15. Hazel Hen: MPI_Bcast (circles) and MPI_Ibcast (squares)
global times for 8 B message size and a delay time of 50 µs (blue) together
with perfectly synchronized reference data (black).

The results for the delay benefit for the bcast collective,
presented in Figure 16, show zero effect for small messages
and an inconclusive behaviour for larger messages, which may
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be caused by the fact that our benchmark does not find the
minimum time as already mentioned before. So we find slight
decreases as well as huge gains in performance.
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Figure 16. Hazel Hen: Delay benefit for the bcast collective for different
message sizes at a delay time of 50 µs.

V. CONCLUSION AND OUTLOOK

In this paper, we have evaluated the impact of late arrivals,
i.e., a delayed process, on the performance of the collective
operations MPI_(I)Barrier, MPI_(I)Allreduce and
MPI_(I)Alltoall on Cray XE6 and MPI_(I)Bcast on
Cray XC40.

For the detail study we introduce a new benchmark, which
allows to delay single MPI process out of a synchronized set.
For the process synchronisation we show the effectiveness of
a simple Barrier and compare it to the approach of a time
based synchronisation scheme. Our findings show that the time
based synchronization has better potential to achieve a flat
synchronization then a simple barrier, which we find to show
the structure of a tree based implementation.

For the evaluation of the results we make use of the global
time and the newly defined delay overlap benefit metric. The
first specifies the time span from the first process entering
the collective to the finishing time of the last process leaving
the collective. The overlap benefit metric is the fraction of
delay time, which can be overlapped by the collective when
comparing the collective times of a collective under a late
arrival process with a collective executed starting with well
synchronized processes.

The results show that blocking and non-blocking col-
lective barriers can tolerate small delays, i.e., hide a part
of the load imbalance within an application. The collec-
tives MPI_(I)Allreduce tolerate small delays for up to
1024 processes but is badly affected for larger processes

counts. The MPI_(I)Alltoall operations tolerate small
delays well for up to 1024 processes and the delays have
no negative effects for large processes counts. The alltoall
operation can profit a lot in some cases for larger message
sizes, while we see no negative effects for small messages. The
broadcast operation on the Cray XC40 scales well, but shows
an inconclusive behaviour when it comes to the tolerance of
late arrivals.

We have shown that the overlap availability of non-blocking
collectives and benefit of the overlapping depends on the type
of the collective operations, size of the communicator and the
amount of data to be communicated.

This work shows that the state of the art implementation of
the relatively new MPI 3.0 non-blocking collective specifica-
tion in Cray MPI is mostly head up or better than their blocking
counterparts. We expect new algorithms and hardware with
better overlapping capabilities and communication offloading
support in the future. Our preliminary work in this area shows
already some potential to hide small delays of single processes
for barrier, allreduce and alltoall operations. The techniques
for overlapping communication may also improve collective
operations in the case of system noise.

Future studies about other important collectives are planed
as well as detailed analysis of delaying other processes than
rank 0. Studies are planed to evaluate other MPI library im-
plementations. Here open source implementations can provide
insights into the algorithms as well as the cross over points
between them for different message sizes and process counts,
allowing better understanding of the results.
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Abstract—As the size and complexity of high-performance com-
puting hardware, as well as applications increase, the likelihood of
a hardware failure during the execution time of large distributed
applications is no longer negligible. On the other hand, frequent
checkpointing of full application state or even full compute node
memory is prohibitively expensive. Thus, application-level check-
pointing of only indispensable data and application state is the
only viable option to increase an application’s resiliency against
faults. Existing application-level checkpointing approaches, how-
ever, require the user to learn new programming interfaces, etc. In
this paper we present an approach to persist data and application
state, as for instance messages transfered between compute nodes,
which is seamlessly integrated into Message Passing Interface,
i.e., the de-facto standard for distributed parallel computing in
high-performance computing. The basic idea consists in allowing
the user to mark a given communicator as having special, i.e.,
persistent, meaning. All communication through this persistent
communicator is stored transparently by the system and available
for application restart even after a failure. The concept is
demonstrated by prototypical implementation of the proposed
interface.

Keywords–Message Passing Interface; MPI; fault-tolerance;
application-level checkpointing; data persistency

I. INTRODUCTION

This paper builds on top of work presented in [1].

Numerical simulation on high-performance computing
(HPC) systems is an established methodology in a wide
range of fields not only in traditional computational sciences
as physics, chemistry, astrophysics, but also becoming more
and more important in biology, economic sciences, and even
humanities. The total execution time of an application is
rapidly approaching the mean time between failures of large
HPC systems. Commonly, only a small part of the system
will be affected by the hardware fault, but usually all of the
application will crash. Application developers can therefore no
longer ignore system faults and need to take fault-tolerance and
application resiliency into account as part of the application
logic. A necessary step is to store intermediate result as well as
the current internal state of the application to allow restarting
the application at a later time, which is commonly referred to
as checkpointing.

In practice, however, the sheer size of simulation data and
the limited I/O bandwidth prohibit dumping checkpoints of the
full application state or even full compute node memory at high
frequency [2]. Checkpointing frequency is therefore chosen to
satisfy requirements of the scientific analysis of the simulation

data without any safety net for system failure. It is noted, how-
ever, that most computational experiments, i.e., simulations,
are by definition sufficiently robust to allow drawing similar
or equal scientific conclusions if initial or boundary conditions
– and by extension intermediate results – are changed slightly
within use-case specific limits. Application-level checkpointing
of suitably aggregated intermediate results is therefore being
considered as a promising technique to improve the resiliency
of scientific applications at relatively low cost of resources.
The application developer or end user, purposefully discards
most of the intermediate data and checkpoints only those
data which are absolutely essential for later reconstruction
of a sane simulation state. An example would be to store
mean values of given quantities, other suitable higher-order
moments of the distribution of the quantities, or leading terms
of a suitable expansions. Note however, that the nature of
the reconstruction data is fully application and even use-case
specific. The application at its restart will use this data to
reconstruct the state in the part of the application that was
lost to the failure, while keeping the full, precise data in the
reset of system which was not affected by the fault.

Previous work in [1] suggests a method for persisting
intermediate results and internal application state. The method
uses idioms and an interface borrowed from the Message
Passing Interface (MPI) [3], which is the most widely used
programming model for distributed parallel computing in HPC.
This allows users of MPI to integrate our method seamlessly
into existing applications at minimal development cost.

This paper is organised into a brief overview of related
work in Section II, followed by brief review of our approach
to data persistency through MPI semantics in Section III,
the demonstration and evaluation of the concepts through a
prototypical implementation in Section IV and Section V,
respectively, and finally, a short summary of this work in
Section VI.

II. RELATED WORK

SafetyNet [4] is an example of checkpointing at the hard-
ware level. It keeps multiple, globally consistent checkpoints
of the state of a shared memory multiprocessor. This approach
has the benefit of lower overhead of runtime but it as additional
power and monetary cost. Right now, this approach provides
checkpointing solution for a single node only.

In the kernel-level approach, the operating system is re-
sponsible for checkpointing, which is done in the kernel space
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context. It uses internal kernel information to capture the pro-
cess state and further important information required for a pro-
cess restart. Berkeley Lab Checkpoint/Restart (BLCR) [5][6]
and Checkpoint/Restore In Userspace (CRIU) [7] are two
examples of this class. This approach provides a transparent
solution for checkpointing but files generated by this approach
are large and moving checkpoint files to stable storage takes
more time. Another problem associated with this approach
is that it requires considerable maintenance and development
effort as internals of process state, etc. vary greatly from one
OS to another and are prone to change over time.

Checkpointing at the user-level solves the problem of
high maintenance effort due to kernel diversity. In this case,
checkpointing is done in user-space. All relevant system calls
are trapped to track the state of a given process. However, due
to the overhead of intercepting system calls it takes more time
to complete. Similar to kernel-level, user-level checkpointing
needs to save complete process state. So, this approach also
suffers from the problem of large file size.

In contrast to the schemes mentioned above, which are
transparent to user, application-level checkpointing requires
explicit user action. The application developer provides hints
to the checkpointing framework. By means of these hints,
additional checkpoint code is added to the application. This
additional code saves required information and restarts the
application in case of failure. Application level checkpoint-
ing normally creates smaller size checkpoints as they have
knowledge about program state.

One such application-level checkpointing scheme is the
library Scalable Checkpoint/Restart (SCR) [8][9]. SCR stores
checkpoints temporarily in the memory of neighboring com-
pute nodes before writing them to stable storage. It also
includes a kind of scheduler which determines the exact
checkpointing time according to system health, resource utili-
sation and contention, and external triggers. SCR is designed
to interoperate with MPI. The application developer uses
SCR functions to acquire a special file-like handle. Any data
written through this SCR handle is replicated in memory
across network neighbours for redundancy and checkpointed
to storage transparently in the background at a suitable point
in time. The drawback is that application developers have to
learn yet another programming interface and add additional,
possibly complex, code which is not related to their numerical
algorithm. Nonetheless, SCR is a powerful scalable check-
pointing tool and thus used in the backend of our prototypical
implementation as described in later sections of this work.

Previous extensions to MPI, such as FT-MPI [10] offered
the application programmer several possibilities to survive,
e.g., leave a hole in the communicator in case of process
failure. This particular MPI implementation has been adopted
in Open MPI [11]. The Message Passing Interface standard
in its current form, i.e., MPI-3 [3], does not provide fault-
tolerance. Typically, if a single process of a distributed appli-
cation fails due to, for instance, catastrophic failure of the given
compute node, all other processes involved will eventually
fail as well in an unrecoverable manner. Recently, several
proposals [12][13][14] have been put forward to mitigate the
issue by allowing an application to request notification about
process failures and by providing interfaces to repair vital
MPI communicators. The application, in principle, can use this

interface to return the MPI stack to a sane state and continue
operation. However, any data held by the failed process is lost.
Notably, this includes any messages that have been in flight at
the time of the failure.

III. PERSISTENT MPI COMMUNICATION

In this paper, we present an approach that allows applica-
tion developers to persist, both, essential locally held data and
the content of essential messages between processes. Unlike
other models, we use idioms that are familiar to any MPI
developer. In fact, we add a single function which returns
a MPI communicator with special semantic meaning. Then,
the programmer continues to use familiar send and receive
MPI calls or collective operations to store data and messages
persistently or to retrieve them during failure recovery.

A. Background

In MPI, any process is uniquely identified by its rank in
a given communicator. A communicator can be thought of a
ordered set of processes. At initialisation time, MPI creates the
default communicator, MPI_COMM_WORLD, which includes all
processes of the application. New communicators can created
as subset of existing ones to allow logically grouping processes
as required by the application. Collective MPI operations,
as for instance a broadcast or scatter, take a communicator
as argument and necessarily require the participation of all
the processes of the given communicator. In addition, some
collective operation single out one processes which is identified
by its rank in the respective communicator. Also, point-to-point
communication routines take a communicator as argument. In
send operations, the target of a message is passed as rank
relative to the given communicator argument. The destination
of receive operations is given analogously.

In addition, most MPI communication routines require the
specification of the so-called tag which allows the programmer
to classify different message contents. A tag may be thought of
as a P. O. Box or similar. Finally, MPI messages are delivered
in the same order they have been issued by the sender. Any
MPI message can thus be uniquely identified by the signature
tuple (comm, src, dst, tag) and a sequence number that
orders messages with the same signature. The signature is
composed of a communicator, comm, the rank of the message
source, src, the rank of the destination, dst, and the message
tag tag.

B. Persistent communicators and proposed idioms

The basic idea of our approach is very simple. The user
marks a communicator as having a special, i.e., persistent,
semantics. Any communication issued through a persistent
communicator is stored transparently by the MPI library and
is available for application restart even after failure (see
Figure 1). In contrast to no-persistent communicators, the
message is not immediately delivered. An MPI process may
thus persist any data and application state by sending it to
itself through a persistent communicator. In case of failure
the data is simply restored by posting a receive operation on
the persistent communicator. Moreover, a process may persist
data for any other process by sending a message targeted to
the other process through a persistent communicator.
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Figure 1. Illustration of communication between two processes, P0 and P1,
through regular communicators (top) versus through persisten communicators
(bottom).

1 #define VALUE_TAG
2 const char mykey[] = "Run A, June 6 2015";
3 MPI_Comm persistent;
4 int value = 3;
5
6 MPI_Comm_persist(MPI_COMM_SELF, info,
7 mykey, persistent);
8
9 if (failure())

10 MPI_Recv(&value, 1, MPI_INT, rank,
11 VALUE_TAG, persistent, &status);
12 else
13 MPI_Send(&value, 1, MPI_INT, rank,
14 VALUE_TAG, persistent);

Figure 2. Simple example of data persistency

A communicator is marked as persistent by calling the rou-
tine MPI_Comm_persist, which has the following signature

int MPI_Comm_persist(MPI_Comm comm, char *key,
MPI_Info info, MPI_Comm *persistentcomm)

Here, persistentcomm is a pointer to memory, which will
hold the newly created persistent communicator. It is derived
from the existing communicator comm and will consist of the
same processes, etc. A user-provided string key shall uniquely
identify this particular application run or instance in case part
of it needs to be restarted after a fault occurred. Essentially
this serves as a kind of session key. Finally, the info object
info may hold additional information for the MPI library, as
for instance hints where to store data temporarily, or the size
of the expected data volume.

A simple example how to persist data is shown in Figure 2.
On line 6, the persistent communicator persistent is derived
from MPI_COMM_SELF which is a pre-defined communicator
consisting of just the given process. The routine failure()
shall return TRUE if this process is being restarted after a fault.
If this is not the case, the application will persistently store the
content of the variable value by sending a message to itself on
line 13. If a fault occurred the application instead will restore
the content of the variable value by receiving it from itself
on line 10.

Our approach also allows to replay or log communication
between processes in the case of faults. The programmer
simply derives persistent communicators from all relevant
communicators and then mirrors every send operation done
on a non-persistent communicators with the persistent one.
Receive operations are posted on the persistent communicator
as necessary by the failed process only. The reduce the amount
of additional code one could also allow transparent persistency.
In this case a persistent communicator would persist data and
also actually deliver data as expected from a non-transparent
one. For simplicity, we will not use this facility for the rest of
the paper and use persistent communication explicitly.

The core of a somewhat more elaborated example is shown
in Figure 3. For the sake of simplicity, we assume that the
application is executed with only two processes. This fictitious
algorithm evolves for several iterations a very large array of
data through a complex calculation compute (line 35). At
any given point in time, one can however aggregate the
data into a single value seed (line 45). In turn, seed can be
used to reconstruct the data array with sufficient accuracy by
calling init_data(seed) (line 25). The algorithm requires
to exchange boundary conditions between processes. The first
element of the local array is send to the other process, where
it replaces the last element (line 38). The system shall provide
a function failure(), which notifies fault conditions.

The state of the application is given by the iteration counter
i of the for loop on line 34. This value is persisted by sending
a message to oneself (line 50) at the end of each iteration.
The algorithm requires the persistence of the seed, again by
a message to oneself on line 49. Finally, the exchange of
boundary conditions is logged on line 42.

In case of failure, the failed process is restarted and restores
its internal state (line 22) and the aggregate (line 21) that is
used to reconstruct the data array (line 25). The same initialisa-
tion operation had been executed by the surviving process with
initial values at the original start of the application. The failed
process also retrieves the last boundary value received from
the other process (line 29). Then it enters the main loop with
the correctly restored iteration counter and resumes normal
operation in parallel to the surviving process.

IV. PROTOTYPICAL IMPLEMENTATION

In this section, we briefly outline a prototypical implemen-
tation of the proposed interface.

A. Implementation concerns

Our proposed persistent communicator semantics is rela-
tively easy to implement. As explained in Section III-A, any
given MPI message is uniquely identified by its signature and
the sequential ordering. In addition, the user has specified a
unique session key at the time of creation of the persistent
communicator. Together these are used to store any persistent
message content in a suitable stable storage. This could be for
instance the memory of a neighbor MPI process (or several for
redundancy), remote network filesystems, or any data base.
After the failure, the application is restarted with the same
session key and thus able to map messages to the state before
the fault. In our prototype, we persist messages using the SCR
library and leave the details to its automatics.
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1#define SIZE VERY_LARGE
2#define SESSION 1001
3
4int rank, other;
5float data[SIZE], boundary, seed=321;
6int iter = 0;
7MPI_Comm persistent, world;
8
9MPI_Init();
10world = MPI_COMM_WORLD;
11MPI_Comm_rank(world, &rank);
12if (rank==0)
13other = 1;
14else
15other = 0;
16MPI_Comm_persist(world, &info, SESSION,
17&persistent)
18
19if (failure()) {
20// retrieve seed and iter
21MPI_Recv(&seed, rank, SEEDTAG, persistent);
22MPI_Recv(&iter, rank, ITERTAG, persistent);
23}
24
25init_data(data, seed);
26
27if (failure()) {
28// retrieve boundary conditions
29MPI_Recv(data[SIZE-1], other, BNDTAG,
30persistent);
31}
32
33
34for (int i = iter; i<10, i++) {
35compute(data);
36
37boundary = data[0];
38MPI_Sendrecv(&boundary, other, BNDTAG,
39data[SIZE-1], other, BNDTAG,
40MPI_COMM_WORLD);
41// store boundary for recovery
42MPI_Send(&boundary, other, BNDTAG,
43persistent);
44
45seed = aggregate(data);
46printf("%i %i %f\n", rank, i, seed);
47
48// store state and aggregate for recovery
49MPI_Send(&seed, rank, SEEDTAG, persistent);
50MPI_Send(&i, rank, ITERTAG, persistent);
51}
52
53printf("Final: %i %f", rank, seed);
54MPI_Finalize();

Figure 3. A simple MPI program with persistency for 2 processes

1#include "scr.h"
2
3int MPI_Init(int *argc, char ***argv) {
4int scr_rc;
5
6// Regular MPI_Init stuff.
7// Assumes success so far.
8
9scr_rc = SCR_Init();
10
11if (SCR_SUCCESS != scr_rc) {
12// and error occurred,
13// delegate to OpenMPI for abort.
14return MPI_ERROR_HANDLER();
15}
16return MPI_SUCCESS;
17}
18
19int MPI_Finalize() {
20int scr_rc;
21
22// shutdown SCR first
23scr_rc = SCR_Init();
24if (SCR_SUCCESS != scr_rc) {
25// and error occurred,
26// delegate to OpenMPI for abort
27return MPI_ERROR_HANDLER();
28}
29
30// Regular MPI_Finalize stuff.
31}

Figure 4. Illustrative code for initialisation and shutdown of SCR inside the
respective MPI methods

Incoming persistent messages with the same signature, and
thus different sequence number, shall overwrite the previously
stored one. However, one could also implement a stack of
user-defined depth and store a history of messages, which are
retrieved in order of storage or in reverse. Such schemes could
be facilitated by additional parameters provided in the info
object at the time of creation of the persistent communicator.
For the sake of simplicity of our prototypical implementation,
we have chosen the first approach: incoming messages on
a persistent communicator overwrite any received previously
message with same signature.

We have implemented our prototype on top of OpenMPI
v1.10.0. OpenMPI is a very modular implementation of the
MPI standard and thus very easy to extend. We have further
used the latest version of SCR.

B. Initialisation & shutdown

Users of our persistent message logging shall not
have to invoke any method for initialisation or shutdown
other than the usual MPI interfaces, i.e., MPI_Init() and
MPI_Finalize(), respectively.

However, any application wishing to use SCR needs to
invoke the method SCR_Init() to initialise the library before
invoking any other SCR method. Further, such initialisation
of SCR needs to happen after MPI initialisation. Similarly,
SCR expects to be shut down by invocation of the method
SCR_Finalize() before invocation of MPI_Finalize().
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1
2// extend communicator object
3struct ompi_communicator_t {
4// Regular OpenMPI code.
5int persistFlg; // >0 if persistent
6char *key; // session key
7ompi_info_t persistInfo; // arguments
8};
9
10int MPI_Comm_persist(MPI_Comm comm,
11char *key,
12MPI_Info info,
13MPI_Comm *newcomm) {
14
15int rc;
16
17// duplicate communicator
18rc = MPI_Comm_dup(comm, newcomm);
19
20// flag as persistent and attach info
21(*(*newcomm)).persistFlg = 1;
22(*(*newcomm)).key = key;
23(*(*newcomm)).persistInfo = info;
24
25if (MPI_SUCCESS != rc) {
26// and error occurred,
27// delegate to OpenMPI for abort
28return MPI_ERROR_HANDLER();
29}
30return MPI_SUCCESS;
31}

Figure 5. Illustrative code of the method to create a communicator with
persistency semantics.

In order to hide this from the user, we have modified the
respective MPI methods to take care of SCR initialisation
and shutdown as shown schematically in Figure 4. SCR
Initialisation is done at the very end of the MPI initialisation
method; similarly, SCR shutdown is done right at the beginning
of the MPI initialisation method.

An alternative initialisation scheme, is to delay SCR
initialisation up to the point where the first communicator
is marked for persistency, i.e., the first call to the method
MPI_Comm_persist(), or even delayed further to the point
where the persistent communicator is used for the first time for
sending or receiving a message. The advantage of both these
approaches is that SCR is only initialised if persistent message
logging is actually used in the application. On the other side,
the overhead of repeatedly checking if SCR has been initialised
already is presumably non-negligible. In any case, SCR needs
to be shutdown together with MPI, as there is no other way
to infer the last usage of any persistent communicator.

C. Setting up persistent communicators and passing additional
arguments

Our proposed scheme is based on using communicators
that have been marked by the user as being special. Setting
up such a special communicator with persistent semantics is
done through the method MPI_Comm_persist(). Figure 5
shows a sketch of our implementation of this routine. In
order to designate a given communicator as persistent we have

extended the definition of OpenMPI’s internal communicator
data-structure struct ompi_communicator_t and added
the flag persistFlg. We also added a further field key to
hold the user-specified session key. The meaning of the last
additional field persistInfo will be explained a little further
down this section.

Essentially, setting up a persistent communicator is
down by first duplicating the user-provided non-persistent
communicator comm using the standard MPI functionality
MPI_Comm_dup(). Then the communicator is marked as per-
sistent by setting the flag persistFlg and storing the session
key key in the communicator object. Finally, if any of the
previous steps produced an error, the implementation delegates
to OpenMPI’s error handler, otherwise it returns successfully.

In addition, the user shall be able to pass additional
arguments or hints during setup of persistent communicators.
We have decided to follow the same approach for user-hints
as in other parts of MPI and exploit the so-called MPI_Info
objects. Basically, these info objects are a set of user-defined,
arbitrary key-values pairs which have semantic significance
only in specific context and ignore otherwise. Note that this is
also intended as a way to introduce future extensions to our
proposal. To that end the method MPI_Comm_persist() also
takes an argument info of type MPI_Info. This argument is
stored in the corresponding field of the communicator object
for later use. In principle, an advanced implementation of our
proposal might check the contents of this object at setup time;
our prototype just ignores them at this point.

D. Message logging and retrieval

Most of the programme logic required for our scheme
sits in the actual communication primitives. As our prototype
is intended only as proof-of-concept, we have implemented
our proposal only for the two main communication routines
MPI_Send() and MPI_Recv(), as shown schematically in
Figure 6. It is trivial to extend the implementation to non-
blocking communication primitives or the other communica-
tion modes such as buffered and synchronous.

The first thing the communication routines do, is check
if the communicator for this messaging request is flagged as
persistent. If it is not, processing of the message is delegated
to the regular MPI routine. If the communication takes place
on a persistent communicator, though, we construct an un-
ambiguous envelope address from the MPI message signa-
ture (comm, src, dest, tag) (which uniquely identifies
a MPI message, see Section III-A), and the user specified
session key, which is retrieved from the communicator. The
envelope can be something like a string concatenation or a
hash function. The next step consists in calculating the total
message volume from size of the given MPI datatype dtype,
which is determined by calling internal MPI services, and the
number of such data items count. Finally, we pass control to
the method persist() and unpersist(), for MPI_Send()
and MPI_Recv(), respectively, which takes care of actually
persisting and retrieving data.

Figure 7 illustrates the implementation of the routines
which are used to persist and retrieve a given message
buffer through SCR, respectively. In order to persist mes-
sages! we register a checkpoint with SCR by calling
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1#include "scr.h"
2
3int MPI_Send(const void *buf, \
4int count, MPI_Datatype dtype, \
5int dest, int tag, MPI_Comm comm) {
6
7if (!comm->persistentFlg) {
8// normal send request
9return _MPI_Send(buf, count, \
10dtype, dest, tag, comm);
11}
12
13// persistent send request from here
14
15// construct envelope
16src = MPI_Rank(comm);
17key = comm->key;
18env = envelope(comm, src, dest, tag, key);
19
20// calculate message size
21msize = count * _OMPI_sizeof(dtype);
22
23// persist buffer
24scr_rc = persist(buf, msize, env);
25
26if (SCR_SUCCESS != scr_rc) {
27// and error occurred,
28// delegate to OpenMPI for abort.
29return MPI_ERROR_HANDLER();
30}
31return MPI_SUCCESS;
32}
33
34int MPI_Recv(void *buf, \
35int count, MPI_Datatype dtype, \
36int src, int tag, MPI_Comm comm, \
37MPI_Status *status) {
38
39if (!comm->persistentFlg) {
40// normal receive request
41return _MPI_Recv(buf, count, \
42dtype, src, tag, comm, \
43status);
44}
45
46// persistent recv request from here
47
48// construct envelope
49dest = MPI_Rank(comm);
50key = comm->key;
51env = envelope(comm, src, dest, tag, key);
52
53// calculate message size
54msize = count * _OMPI_sizeof(dtype);
55
56// unpersist buffer
57scr_rc = unpersist(buf, msize, env);
58
59if (SCR_SUCCESS != scr_rc) {
60// and error occurred,
61// delegate to OpenMPI for abort.
62return MPI_ERROR_HANDLER();
63}
64return MPI_SUCCESS;
65}

Figure 6. Illustrative code for dealing with persistent communicators inside
MPI communication methods.

1int persist(void *buf, int msize, \
2char *env) {
3char filename[SCR_MAX_FILENAME];
4FILE *fh;
5
6// register checkpoint with SCR
7SCR_Start_checkpoint();
8
9// ask SCR for full filename and open
10SCR_Route_file(env, filename);
11fh = open(filename, "w");
12
13// hand data over to SCR
14fwrite(buf, 1, msize, fh);
15
16// disengage from SCR
17fclose(fh);
18SCR_Complete_checkpoint();
19
20return success();
21}
22
23int unpersist(void *buf, int msize, \
24char *env) {
25char filename[SCR_MAX_FILENAME];
26FILE *fh;
27
28// ask SCR for full filename and open
29SCR_Route_file(env, filename);
30fh = open(filename, "r");
31
32// retrieve message buffer and disengage
33fread(buf, 1, msize, fh);
34fclose(fh);
35
36return success();
37}

Figure 7. Illustrative code to persist communication buffers through SCR.

SCR_Start_checkpoint() at the beginning of persist().
Next, we ask SCR for a full filename path, which is con-
structed from the unique envelope string described in the
previous paragraph. All (write) operations on this file are
routed through SCR and form part of the register checkpoint.
We use this facility to store the message buffer. The final
call to SCR_Complete_checkpoint() commits all data and
initiates replication across neighbour nodes as well as storage
to disk. The routine for retrieving messages from persistent
storage, i.e., unpersist,is a bit simpler. SCR is involved only
to get the SCR filename as above. The message buffer is than
read directly via POSIX file operations without intervention
by SCR.

V. EXPERIMENTAL EVALUATION

In this section, we present a demonstration that our pro-
posed idioms are sufficient to implement user-level fault-
tolerance in applications. To that end, we developed a small
scientific application, namely heat transfer, and implemented
that with Python on top of our MPI prototype. Further, we
use this demonstrator to show that the overheads incurred by
persisting data through MPI semantics behave as expected.
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1import mpi4py
2from heat import Heat2D
3
4comm = MPI.COMM_WORLD
5persist = MPI.Comm_persist(world)
6
7myself = persist.Get_rank()
8
9task = Heat2D()
10
11while time < end_time:
12# check for failure
13if task.failure():
14persist.Recv(state, myself, STATE_TAG)
15task.restore_local_state(state)
16
17# normal operation
18task.exchange_boundaries(comm)
19task.solver()
20
21# save state for fault-tolerance
22if time%interval == 0:
23state = task.get_local_state()
24persist.Send(state, myself, STATE_TAG)
25
26# progress time
27time += time_step_size

Figure 8. Illustration of the python implementation of the heat transfer
problem used for evaluation.

A. Experimental setup

We have tested our prototypical implementation on a Cray
XC40 supercomputing system running the Cray programming
environment CCE 8.4.3. The application code was imple-
mented with Python 2.7.8, and used NumPy 1.9.0 as well
as MPI4Py 2.0.0. The prototype was built on top of Open-
MPI 1.10.0 and the latest SCR commit 1e8358f from GitHub.
The nodes of the Cray XC40 consists of two Intel Haswell
E5-2680v3 sockets with 12 cores each. For the experiments
we ran OpenMPI over the TCP conduit, as stock OpenMPI
does not support the native Cray interconnect.

The application code solves the well known heat diffusion
equation. The schematic code in Figure 8 illustrates the parts
relevant to this paper only. Most of the programmes business
logic is encapsulated in the class Heat2D and instantiated
as object task. The application uses two distinct commu-
nicators: the regular communicator comm, and a persistent
communicator persist which is derived from comm on line
5. To complete the initialisation, each MPI process stores
its own rank in the variable myself. The main part of the
application consists of the time integration loop starting at line
11. In its original, i.e., non-persistent, version the time loop
would consist only of exchanging boundary conditions with
neighbour process through the communicator comm and the
actual solver step on lines 18–19, as well as increment of time
on line 27.

To achieve fault-tolerance, the local state is determined
and stored periodically through the persistent communicator as
illustrated on lines 21–24. Note that the definition of a local
state, which is suitable for application restart is completely
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Figure 9. Overhead of our implementation as a function of length of interval
between two data persist events.

up to the use case. Here, we have take a straightforward
average over the temperatur on the grid. Saving the state is
accomplished simply by sending a message to myself on the
persistent communicator. The user may choose to do this for
every times step or at intervals specified through the variable
interval. In case of failure, the application retrieves the
state by receiving a message from myself on the persistent
communicator. This message is used to restore the local state
as shown on lines 12–15.

Clearly, achieving fault-tolerance incurs a runtime overhead
for the application. Additional time is spent, in particular,
determining if the application state needs saving, aggregating
the application state, and the actual cost of persisting it.
Part of these overheads are beyond the responsibility of our
implementation. However, for the sake on simplicity, we have
benchmarked the fault-tolerant code against a version where
lines 5, 14–15, and 23–24 were commented out, essentially.
So, the measured overhead includes the calculation of the local
state, which however should be small.

The overhead should depend on the frequency of persisting
the local state, and on the duration of doing so. In our
experiment, we have varied the persistency interval, i.e., the
variable interval in the code above. As we cannot directly
control the duration of the persistency operation, we have
varied the time taken to calculate a single iteration of the time
loop by increasing the problem size. We have expressed the
problem size in such a way, that the execution time for a single
iteration depends linearly on it. All benchmark experiments
have been repeated at least 10 times. The values reported
correspond to the average over all runs. The error bars are
calculated from the sample variance; error propagation calculus
is used for all values calculated from the basic measurements.

B. Results and discussion

In order to study the overheads of our implementation, we
have varied the interval at which the local state is persisted.
Figure 9 shows the ratio of execution time of the code with
persist logic over the original non-fault-tolerant version as
a function of the interval. Note that larger interval values
correspond to less frequently saved states. As expected, the
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Figure 10. Overhead of our implementation as a function of the application’s
problem size.

overhead is largest for small intervals and decreases with
increasing interval length. We have fitted the experimental data
to the expected model curve T (i) = (i + ci)/i. Here, T is
the normalised execution time, i the interval length, and ci
a fit parameter. The experimental data is described very well
by model; the standard error on the fit parameter ci is less
than 5%. This shows that for large values of the interval the
overhead becomes negligible and vanishes asymptotically.

In a second series of experiments, we fixed the interval to
unity and varied the problem size as shown in Figure 10. At
small problem sizes, the overhead is large, as persisting data
takes more time compared to the calculation of an iteration of
the algorithm. With increasing problem size, the time taken to
persist the application state decreases in relation to the time
spent in calculations and the overhead decreases. Again, this
can be modelled with a function of the form T (s) = (s +
cs)/s. As shown in the figure, the model describes the data
very accurately. The error on the fit parameter cs is less than
3%. From this model, we can again expect that the overhead
becomes negligible at sufficiently large problem size.

VI. CONCLUSIONS

In this paper, we have presented work in progress on the
a method to allow persisting of application data and internal
state for fault recovery. Unlike other methods, our approach
uses well known MPI semantics. The only addition to MPI is
a routine that allows to mark a communicator as persistent. All
messages to such a communicator are stored on a stable storage
for later usage during failure recovery. We have shown basic
idioms of storing and retrieving not only application data, but
also internal state of the application and to use message logging
to recover messages that have been exchanged with other MPI
processes just prior to the fault. To verify that the proposed
idioms are sufficient to realise user-level data persistency for
fault-tolerance, we have done a prototypical implementation
of our interface and demonstrated the concept with a typical
scientific application. Finally, we have shown that the over-
heads of prototypical become negligible for sufficiently large
problem sizes or sufficiently large data persistency intervals.
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Abstract—We completed the numerical code CHIC (short for
Coupling Habitability, Interior, and Crust) for thermo-chemical
simulations of the evolution of both terrestrial and water-rich
planets and moons. The study focusses on the numerical aspects
of the code implementations and their validation. The thermal
evolution of the mantle is calculated either by solving the energy
conservation equation supplemented by boundary-layer theory
(1D parameterized thermal evolution model) or by solving the
energy, mass, and momentum conservation equations (2D/3D con-
vective thermal evolution). For the latter setting, the equations can
be solved in both incompressible and compressible formulations
and can include chemical buoyancy effects for an inhomogeneous
mantle by applying a particles-in-cell method. The code provides
a user updatable library of thermodynamic properties of core,
mantle and water/ice materials derived from the associated
equations of state. CHIC has been benchmarked with different
convection codes, and has been compared to published interior-
structure models and 1D parameterized models. CHIC is an
advanced simulation code that can be applied to a diverse range
of geodynamic problems and questions.

Keywords–fluid dynamics; convection; numerical modeling; ther-
mal evolution; planetology.

I. INTRODUCTION

To understand geophysical processes in a planet like Earth
including convection, surface processes as plate tectonics or
volcanism, and the evolution of mantle and atmosphere, nu-
merical models are essential tools [1] and have been applied in
the past decades to investigate various planets and moons. Nu-
merical simulations are especially needed for the investigation
of feedback cycles between the interior and the surface, as, for
example, the CO2-cycle (where subduction of carbonates helps
to regulate surface temperatures over geophysical timescales),
the subduction cycle (delivering volatiles to the mantle and
releasing volatiles by volcanic outgassing), the evolution of
continents (stabilizing plate tectonics) and the possible main-
tenance of a magnetic field by strong cooling of the core. These
processes are likely important for the habitability of Earth, i.e.,
for the ability to host life, and may also play an important role
for other planets [2], [3].

Different numerical models have been applied to study the
evolution of terrestrial planets or moons in the literature,
either focussing on the mantle convection pattern in 2D or
3D geometries, or investigating the general thermal evolution
with 1D parameterized models.

In this study, we couple both methods in one simulation code
CHIC together with a library of thermodynamic properties
that can be applied to self-consistently determine the interior
structure of a planet and its later evolution depending on key
factors as, for example, the planet mass, composition, and
initial temperature profile.

The paper is organized as follows: Section II gives an
overview of the state of the art and the progress in numerical
modelling via the CHIC code. In Section III, we describe the
different modules of CHIC, followed by the validation of the
correctness of the models in Section IV. Finally, in Section V,
we summarize the possibilities of a coupled 1D - 2D/3D code
and the planned future work.

II. STATE OF THE ART

Several 2D and 3D convection codes have been developed
over the past decades to investigate Earth-like planets. They
typically concentrate solely on either the thermal evolution
or do steady-state snapshots of the mantle and crust. Some
models include the simplified evolution of the core [4] or of
the atmosphere [5], [6] as boundary conditions to the mantle
convection simulation. In such a convection model, lateral
variations in the mantle can be investigated, including mantle
plumes, local melt regions, and plate motions.

On the other hand, a 1D model assumes a laterally averaged
profile for temperature and material properties. As a result,
simulations of, for example, the volcanic history of a terrestrial
planet may differ between 1D and 2D/3D models.

1D thermal evolution models also have several advantages
over 2D/3D convection models. Parameterization models [7]
are applicable over a large parameter space (applicable also
at high convection velocities, where convection models suffer
from numerical problems), and include the simulation of both
liquid and solid materials. Especially, strongly convecting
systems (e.g., liquid core or ocean) can be simulated, which
is generally infeasible for planetary convection codes, as
they will either produce numerical instabilities or require an
unacceptably large amount of computational power. 1D models
are very fast compared to convection models. Depending on
the specific application, a 1D thermal evolution model runs in
the order of seconds or minutes, whereas 2D/3D models (that
typically need a high resolution to avoid numerical errors) may
run for days or weeks.

To understand different geophysical processes and feedback
cycles on Earth-like or water-rich planets, a coupled model
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Figure 1. Possible configurations that are investigated with CHIC: a) mantle with variable CMB temperature, b) mantle with core evolution and inner core
freezing, c) mantle and core with an atmosphere, d) mantle and core with a deep ocean on top (we neglect here a possible atmosphere).

is needed that can combine 1D parameterized models (for
example for the treatment of the water-layer or the core) with
2D mantle convection models.

We therefore developed a new code CHIC at the Royal
Observatory of Belgium, that combines different numerical
models in one toolbox. The code is written in Fortran, which
allows for fast simulations (either running on one processor or
in parallel) on standard high-performance clusters.

The CHIC code is able to treat both 1D parameterized
models (using the thermal boundary layer theory to determine
the temperature evolution in a terrestrial planet [7], [8] or
ocean planet [9]) and 2D/3D models to investigate the detailed
convection pattern in a silicate mantle or ice layer over time.

In our implementation, the planets are assumed to consist of
several different spherical layers (shells). The lowermost shell
represents the core and is overlain by a silicate shell (mantle
and crust) and a potential water-ice layer. The uppermost shell
represents the planets atmosphere. All shells are thermally
coupled, i.e., the heat flux and temperature are continuous
at each interface between the different layers. The surface
temperature is allowed to vary with time depending on the
greenhouse gases in the atmosphere, or is taken constant if
changes in the atmosphere are neglected.

CHIC allows the user to apply different 1D or 2D/3D
modules as needed: for the core, either only changes in the
core-mantle boundary (CMB) temperature are investigated, or
a 1D parameterized model of the iron core including inner
core freezing is applied (Figures 1(a) and 1(b)); the thermal
state of the mantle and high-pressure ice layers are investigated
either via a convection model or a 1D parameterized model; the
atmosphere and a potential water ocean (Figures 1(c) and 1(d))
are investigated with a 1D module, whereas ice layers could be
investigated also with the 2D/3D convection module. CHIC is
therefore a powerful tool for the investigation of the evolution
of terrestrial or ocean planets - from interior to atmosphere -
and their possible habitability.

III. MODELS

CHIC uses various modules for modelling different shells
of a terrestrial or ocean planet. The basic modules provided
by CHIC are listed below. The density of the material and

other physical properties are determined as described in Sec-
tion III-A, and can be applied to both 1D and 2D/3D modules.
The input file used for the simulations is similar for all
modules, which simplifies comparison of the 1D model with
the 2D mantle model.

A. Interior structure model and material properties

Within CHIC, simple interior structure models can be gener-
ated to assess the radius of a terrestrial planet for given mass,
composition, and temperature profile. Those models assume a
spherical planet that is differentiated into an iron core, a silicate
shell, and an optional ocean layer. For the silicate mantle we
assume an Mg-end member olivine system. We neglect high
pressure olivine polymorphs but allow for the disassociation
of olivine to perovskite and Mg-wstite and the occurrence
of post-perovskite at high pressure and temperature. Material
properties (density %, thermal expansion coefficient α and heat
capacity cp) are computed from equations of state for variable
pressure and temperature [10], [11].

The gravitational acceleration g(r) as a function of radius
r is determined from the Poisson equation, it depends on the
gravity value at the surface of the planet,

dg/dr = 4πG%− 2g/r (1)

where G is the gravitational constant.
The pressure as a function of depth is calculated by assum-

ing hydrostatic equilibrium and depends on the atmospheric
pressure at the surface:

dp/dr = −g% (2)

The mass m(r) is

dm/dr = 4$r2% (3)

B. Core evolution model

The 1D core evolution module determines the variation of
upper core temperature with time via the energy conservation
equation

ρccp,cVcεcdTc/dt = −qcAc (4)
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where the index c denotes core values, Vc is the core volume
and Ac the core surface area, εc is a constant relating the
average core temperature to the CMB temperature, t is the
time and qc is the heat flux from the core into the mantle
(defined via the heat flux that the mantle can take up, e.g.,
[8]),

qc = −kmdT/dr|r=Rc (5)

where km is the mantle thermal conductivity. We neglect
radioactive heat sources in the core, as well as tidal heating
effects. If the freezing of an inner core is considered, additional
terms for latent heat and gravitational energy release have
to be added in Eq. (4) [12]. For 2D/3D convection models,
temperature is calculated at pre-defined grid points, and the
average temperature gradient at the CMB is calculated over the
two bottom shells of the mantle grid; in the 1D parameterized
model, the heat flux is computed from the boundary-layer
theory.

For the thermal evolution, either a pure iron core or an iron-
rich core containing lighter elements like sulfur is considered.
In the latter case, core freezing can be modelled if the core
temperature falls below the melting temperature. This model,
however, only works if the freezing of the core starts at the
core center (leading to a solid inner core as on Earth). This
may not be the case for Mercury or Ganymede, where iron
may solidify in the upper part of the core and sink down as
(so-called) iron snow.

We only model planets without the iron snow regime and
adopt the model of [4], which determines latent heat released
by iron solidification and gravitational energy produced by
differentiation of the core into an inner and outer core. Both
mechanisms have an influence on the thermal evolution of the
mantle. For super-Earths (i.e., planets up to 10 Earth masses),
we neglect lighter elements in the core, as material properties
for those are only known for a limited pressure range.

C. Mantle: 1D parameterized model

The 1D module assesses the thermal evolution of the mantle
based on [7], [8], [9]. We refer to these references for full
details. The model determines the evolution of the upper
mantle temperature Tm over time by considering that the loss
of energy due to mantle cooling and heat flux out of the mantle
is balanced by the heat flux from the core into the mantle and
the radioactive heat production in the mantle (we neglect heat
produced by tidal friction):

%mcp,mVlεmdTm/dt = −qlAl + qcAc +QmVl (6)

The index m denotes mantle values. Vl is the volume of the
mantle from core to the base of the lithosphere, and Al is
the area at the boundary between mantle and lithosphere. The
constant εm relates the average mantle temperature with Tm.
The mantle temperature decreases due to heat flux out of the
mantle into the lithosphere ql, increases due to inflowing heat
flux from the core qc and increases with heat released by
radioactive heat sources Qm.

CHIC also allows to model possible melting events and crust
formation over time. This leads to additional terms in (6). For
details on the crustal evolution, as well as the definition of the
thermal boundary layers and calculation of the temperature in
the lithosphere, we refer to [8]. Note that the 1D parameterized
model only considers the evolution of the temperature over
time, and assumes effective convection. To understand the
convection mechanism and its strength depending on mantle
parameters and planet size (possibly triggering plate tectonics
at the surface), a more sophisticated 2D/3D convection model
is needed.

D. Mantle: 2D / 3D convection model

The CHIC code uses a finite volume (FV) field approach
to solve the conservation equations of mass, momentum and
energy. A finite grid is placed in the mantle, with shells from
the CMB to the planet surface, and a predefined number of
grid points per shell. We then define Voronoi cell volumes
around each grid point and solve the system of equations on
each cell volume considering the flux in and out of the cell and
the energy production in the cell. We employ a staggered grid,
see Figure 2, where the scalar values like temperature (T ) and
pressure (p) are defined at the cell center (i,k), whereas the
lateral and radial velocities u,w are defined at the cell faces.
The viscosity η is calculated at the cell centers (CV) and is
interpolated at the cell nodes (N) and cell faces (A,B,C in x-,y-
and z-direction) with a geometric averaging scheme.

The grid is either defined in Cartesian coordinates in a
2D or 3D box or in polar coordinates for a 2D cylindrical
sphere (a cut through the planet at the equator representing
the temperature profile of a cylinder with the 2D plane as a
basis) or a 2D spherical annulus (an equatorial cut or polar
section that approximates the temperature profile of a sphere
in 3D, [13]), see Figure 3. For the 2D models with spherical
or cylindrical geometry, it is often useful to employ a regional
sector of the 2D spherical model (as shown in Figure 6). In
addition to the grid, randomly distributed particles (also called
tracers) are used to transport local information as for example
density variations or water content, see Section III-D3.

In CHIC, the thermal (or thermochemical, see Section
III-D3) evolution can be modelled either for an incompress-
ible medium with the Boussinesq approximation (BA) or the
Extended-Boussinesq approximation (EBA), or for a com-
pressible medium with the (truncated) anelastic liquid approx-
imation (TALA/ALA).

1) (Extended) Boussinesq approximation: We solve the
equation system for an incompressible medium either with the
Boussinesq approximation (BA), which neglects the influence
of compressibility on the mantle, or we apply the Extended-
Boussinesq approximation (EBA), which yields an adiabatic
temperature increase with depth depending on the dissipation
number Di = αgD/Cp, where D is the mantle thickness (see
[7] for details on the model). For a dissipation number Di of
zero, the formulation reduces to the Boussinesq approximation
(BA). We therefore concentrate on the EBA model below.
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Figure 2. The staggered grid enforces different local solver meshes for the
energy, mass and momentum conservation equations. The center of each

local mesh is highlighted with a red box.

Figure 3. Geometries implemented in CHIC. Top: 2D Cartesian box and 3D
Cartesian box. Bottom: 2D cylinder and 2D spherical annulus.

In the EBA approximation, the non-dimensional conser-
vation equations of energy, mass and momentum can be
expressed as (e.g., [14]):

∂T

∂t
+ ~v · ∇T +Di(T + T0)~vr = ∇2T +

Di

Ra
Φ +H (7)

∇ · ~v = 0 (8)

−∇p+∇ · σ = RaTer (9)

σ = η
(
∇~v +∇~vT

)
(10)

Here, T is temperature, T0 surface temperature, t time, and
Di the dissipation number. The convective pressure is denoted
by p; ~v is the velocity and ~vr the radial velocity, whereas er
is the radial unit vector. H is the heat source (e.g., radioactive
heat source). σ the convective stress tensor, η is the viscosity,
and T indicates a transposed matrix. The Rayleigh number Ra
is a measure for the convective vigour

Ra =
ρgαD3∆T

κηref
(11)

where ∆T is the mantle temperature contrast, κ = k/(ρCp) the
thermal diffusivity and ηref a reference viscosity defined at a
reference temperature, pressure and stress (for non-Newtonian
viscosity), see Section III-D5. Φ is the viscous dissipation [7],
[13], [14]

Φ =
1

2
σ : ε̇ = ηε̇ : ε̇ (12)

with strain rate tensor ε̇ = ∂vi/∂xj .

Equations (7)-(9) are written in a non-dimensional form
[15]. The non-dimensionalization is obtained by dividing the
dimensional value of each variable by a reference value as
given in [15]. The quantities given in Section IV are also non-
dimensional values.
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2) Anelastic liquid approximation: While the (Extended)
Boussinesq approximation models a constant density in the
mantle, in reality the density increases with depth due to
pressure-induced compression. In Mars’ and Mercury’s mantle
the compressiblity effect is small and is typically neglected.
For Earth-size and larger planets the density increases sig-
nificantly within the mantle and is typically addressed in
mantle convection codes via the (truncated) anelastic liquid
approximation (short TALA or ALA), see [7] and [14].

Reference profiles are employed for the pressure, density
and temperature (p̄, ρ̄, T̄ ), as well as lateral variation fields
due to convection (p′, ρ′, T ′):

T = T̄ + T ′

p = p̄+ p′

ρ = ρ̄+ ρ′

In addition, we apply reference profiles for the gravitational
acceleration, thermal expansion coefficient, heat capacity at
constant volume or pressure, bulk modulus and Grüneisen
parameter (ḡ,ᾱ,C̄v ,C̄p,K̄T ,γ̄).

The conservation equations of mass and momentum for the
ALA formulation are solved together in a coupled system and
read in non-dimensional quantities [7]

∇ · (ρ̄~v) = 0 (13)

−∇p′ +∇ · σ +Di
ρ̄ḡp′Cp
γ̄K̄TCv

~er = Raρ̄ḡᾱ(T − T̄ )~er (14)

σ = η

(
∇~v +∇~vT − 2

3
∇ · ~vI

)
(15)

I is the identity tensor. Cp and Cv are the specific heat
at constant pressure and volume, KT is the isothermal bulk
modulus.

In the truncated anelastic liquid approximation (TALA), the
third term in equation (14) is neglected

−∇p′ +∇ · σ = Raρ̄ḡᾱ(T − T̄ )~er (16)

The TALA formulation is a simplified compressible formu-
lation that is favoured by several codes to avoid numerical
problems due to the additional ALA term (third term in Eq.
(14)). Furthermore, this term is often neglected as it requires
knowledge of several material properties (as Gruneisen param-
eter or isothermal bulk modulus) depending on pressure, which
requires the usage of an equation of state.

The energy conservation equation for the composite temper-
ature field (T = T̄ + T ′) can be expressed as

ρ̄C̄p

(
∂T

∂t
+ ~v · ∇T

)
= ∇ ·

(
k̄∇T

)
+Diᾱρ̄ḡvr(T + T0)

+
Di

Ra
Φ + ρ̄H. (17)

3) Thermochemical formulation: Chemical inhomogeneities
influence the convective behaviour. Buoyancy results from both
thermal and compositional variations. The buoyancy term in
Equation (9) changes to

Ra
[
(T − T̄ )−B (1− d)

]
~er (18)

for the BA and EBA formulation, for the TALA and ALA
formulation it changes to

Raρ̄ḡ
[
ᾱ(T − T̄ )−B (1− d)

]
~er, (19)

where B is the buoyancy number defined here as 1/(Cp,0α0)
and d = Cref − C is the nondimensional density variation (a
value of 0 denotes reference mantle material density Cref and
a positive d value a decreased local density). Such a chemical
density variation can occur for example from partial melting
or subduction of crustal material. Note that the chemical
density variation is different from the compressible density
increase with depth. The conservation of the chemical field C
is modelled similarly to the energy conservation

∂C

∂t
+ ~v · ∇C =

1

Le
∇2C (20)

where Le is the Lewis number, which is a dimensional number
defined as the ratio of thermal diffusivity κ to chemical
diffusivity κc. For rocks, the chemical diffusivity is negligibly
small and often set to zero. However, solving Eq. (20) without
the diffusion term leads to numerical problems. In convection
codes therefore either large Lewis numbers are used, or the
particle are used instead of a chemical field to trace local
density variations. In that approach, the particles are advected
along the convective stream lines at the end of each time step
via a Runge-Kutta method of fourth order. Averaged cell values
are obtained by arithmetic averaging of particle values of all
particles in the cell weighted by the reciproce distance of the
particle to the cell centre.

4) Solver routines: The energy equation is solved with a
second-order implicit Euler method. To solve the conservation
equation of mass and momentum, we either use a direct solver
or a coupled mass and momentum solver. The direct solver
uses one solver matrix for (8) and (9) and applies a penalty for-
mulation following [16]. The iterative, coupled solver employs
a pressure correction algorithm called SIMPLER following
[16], [17]. In this paper, we apply the direct solver.

The resulting linear equations (for mass, momentum and
energy) are solved iteratively with either the Pardiso solver
[18] or a biconjugate gradient (BiCG) solver with an under-
relaxation scheme. The BiCG solver is slower compared to
the Pardiso solver, but is advantageous for parallelization in
combination with the SIMPLER pressure correction.

5) Viscosity formulations: The equations above depend on
the viscosity of the material η. The viscosity depends on
several factors including the temperature, pressure, grain size,
water content and strain rate of a material. In the mantle of the
Earth, creep is typically described by dislocation creep (motion
of dislocations through the crystal lattice) and diffusion creep
(deformation of crystalline solids by the diffusion of vacancies
through their crystal lattice). The latter is largely independent
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of the strain-rate, whereas dislocation creep does not depend
on the grain size. In CHIC, the user can choose between a
dislocation viscosity, a diffusion viscosity and a mix of both
formulations. The smaller viscosity is the dominant viscosity
for material motion.

The general equation used in CHIC for the viscosity follows
an Arrhenius law [19], [20]

η = Aε̇
1−n
n

II d
p
nC

−r
n

OH exp

(
E + pV

nRT

)
(21)

A is a material-dependent constant, n is the stress exponent,
d is the grain size, COH is the concentration of water (for dry
materials r=0), r is the water exponent, E the activation energy
and V the activation volume. p is the pressure and R the gas
constant. Note that the pressure p is the hydrostatic pressure
and not the convective pressure as in (9). The parameters for
both diffusion and dislocation creep are taken from [19], [20]
for both wet and dry materials. The concentration of water
COH is traced via particles and does not only influence the
viscosity, but also the local melt temperature, which is smaller
in the presence of water than for dry materials [21].

Even though the Arrhenius viscosity (21) is preferentially
used for simulations of terrestrial planets, for benchmarks and
basic convection simulations typically an approximated vis-
cosity is used, the so-called Frank-Kamenetskii approximation
(FKA), given by

η = A exp (−θTT + θpz) (22)

Here, θT and θp are either the logarithm of a pre-defined
viscosity contrast with respect to temperature or pressure,
respectively, or they are derived from the parameters in (21)
[22]. z is the non-dimensional depth (0 at the surface and 1
at the CMB). Note that for the application to plate tectonics
simulations, the FKA (22) may not be suitable as shown in
[22] and the Arrhenius viscosity (21) should be applied.

E. OpenMP and MPI parallelisation

The Pardiso solver [18], that can be used to solve the
linear equations for the mass-momentum and energy equa-
tions (see Section III-D4), can employ an automatic OpenMP
parallelization. In addition, we implemented an MPI domain
decomposition for the mesh. The domain is separated into
several subdomains, on which the conservation equations of
mass, momentum and energy are solved individually. However,
the solution on each subdomain depends on the neighbouring
domains. For this reason, additional boundary cells (ghost
cells) are added at the boundary between subdomains, which
contain the corresponding values (for example, temperature or
velocity) from the neighbour domain and serve as boundary
cells for their respective MPI domain. After the equation
system is solved, ghost cells are updated with the new values
from their neighbour domain and the conservation equations
are re-solved. This iteration continues until convergence occurs
for the root-mean-square velocity.

Figure 4 shows the domain decomposition for four CPUs
using either non-periodic or periodic boundary conditions

Figure 4. Schematic mesh decomposition for a 2D Cartesian box using four
CPUs. Additional cells at the domain boundaries are highlighted in the
respective domain color. The upper plot uses a free-slip, reflective side

boundary condition, the lower plot applies a periodic boundary condition.

at the left and right side of the box. The bottom and top
boundaries are free-slip boundaries (the temperature values
are either pre-set boundary values or evolve over time at the
1D model interface for core or ocean/atmosphere). Grey stars
denote boundary cells, boxes with coloured boundaries are
ghost cells, and black dots denote the cells, for which the
mass, momentum and energy equations are solved.

The MPI speed-up factor and simulation times are plotted
in Fig. 5 for different grid sizes (shells) and amounts of CPU
for a 2D Cartesian box and aspect ratio 1 (i.e., same number
of grid points in lateral directions as number of shells) for
the first 10 time steps, where the simulation parameters are
taken from the first benchmark case in Blankenbach et al. [23].
Here, the Pardiso solver is applied (see Section III-D4). The
high-performance SGI cluster, on which the simulations were
executed, contains nodes with 24 CPU cores and two Xeon
E5-2680V3 processors per node.

The speed-up factor is based on simulations with two CPUs
instead of one. The update of the ghost cells (boxes with
coloured boundary in Fig. 4) demands at least two iterations
to solve the coupled mass-momentum equation system. When
using only one CPU, no update of ghost cells and thus
no additional iteration is needed. The parallel version can
therefore never show a perfect speed-up behaviour when using
one CPU as reference. The effect of parallelization on the
simulation time can also be observed in the right plot in Fig.
5.

For small grid sizes with 20, 40 or 80 shells, the speed-up
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Figure 5. Left: scaling factor for MPI parallelization using different grid sizes (20sh stands for 20x20 grid points plus boundary cells) based on a reference
time obtained for 2CPUs. Right: simulation time in seconds for different amounts of CPU for the same simulations.

factor decreases to non-optimal behaviour (i.e., curve drops
below the black dotted line) when using more than 2, 4 and
8 CPUs, respectively. For larger grids the simulations show
an optimal speed-up behaviour up to approximately 24 CPUs,
which is the number of CPUs per node on the used HPC
architecture. The simulation time is still steadily reduced with
increasing number of CPUs.

When employing a larger 2D grid size with doubled resolu-
tion, the number of grid points is four times larger. The right
plot in Fig. 5 shows that the simulation time also increases by
a factor ∼4 for doubled resolution.

IV. CODE VALIDATION RESULTS

In this section, we present several benchmark tests that have
been applied to validate the code.

A. Incompressible model

To validate our 2D Cartesian box implementation of the ther-
mal convection simulation in the incompressible approxima-
tion we compare it to the standard benchmark by Blankenbach
[23]. The benchmark assumes either isoviscous convection or
temperature- and pressure-dependent viscosity in the Boussi-
nesq approximation. A free-slip boundary condition is applied
to the walls of the box. The non-dimensional temperature at
the surface of the box is set to 0 and at the bottom to 1. The
simulations are run until steady-state is reached (i.e., variations
of the non-dimensional temperature drop below a tolerance
value of 10−10).

In Table I, we compare our results (for a fixed resolution
of 80(200)x80 cells for aspect ratio 1 or 2.5) to the published

TABLE I. BENCHMARK COMPARISON OF CHIC (CH) TO [23] (BL).

RMS velocity Max temperature Nusselt number
CH BL CH BL CH BL

1a 42.92 42.74-42.87 0.425 0.421-0.427 4.920 4.864-4.896
1b 194.3 192.4-198.0 0.432 0.415-0.437 10.60 10.42-10.69
1c 835.1 823.7-842.5 0.440 0.431-0.446 21.81 21.08-22.07
2a 496.6 458.3-503.3 0.725 0.716-0.741 10.43 10.04-10.07
2b 183.1 166.7-193.1 0.390 0.385-0.403 7.271 6.806-7.409

Case 1: isoviscous material, `=1, a) Ra=1e4, b) Ra=1e5, c) Ra=1e6.
Case 2: FKA (11), a) Rasurf=1e4, θT =ln(1000), θp=0, `=1,

b) Rasurf=1e4, θT =ln(16384), θp=ln(64), `=2.5.

results. Note that in [23] different resolutions have been used,
therefore we give the min and max values for resolutions of
at least 33x33 cells. Here, we provide only the three most
important quantities: the root-mean-square (RMS) velocity, the
maximum of the upper mantle temperature profile at the middle
of the box (0.5`, where ` is the length divided by height,
i.e., the aspect ratio) and the surface Nusselt number, which
is a measure of the ratio of convective to conductive heat
transport at the surface of the box. For more information on
the benchmark setup we refer the reader to [23]. CHIC yields
results that are in good agreement with all cases published in
[23], see Table I. They are either within the range of published
results or differ by less than 4 %.

A comparison between different geometries (Cartesian box
in two or three dimensions, 2D cylindrical shell and 3D
sphere) for the Boussinesq approximation has been published
by Noack and Tosi [24] using the convection code GAIA [25].
To verify our implementation of the different geometries, we
compare the CHIC code to the published results with respect
to RMS velocity, average mantle temperature and surface
Nusselt number. For the 2D box, we apply a resolution of
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TABLE II. BENCHMARK COMPARISON OF CHIC (CH) TO [24] (NT)

Case RMS velocity Average temperature Surface Nusselt number
CH NT CH NT CH NT

2D box, `=1, RBC a 54.59 53.81 0.689 0.6872 1.987 1.956
2D box, `=2, RBC a 54.59 53.79 0.689 0.6871 1.987 1.956
2D box, `=1, PBC b 55.61 54.62 0.7016 0.6993 2.047 2.014
3D box, `=1, RBC 61.91 57.21 0.7092 0.6927 2.259 2.363
2D full cylinder c 35.93 35.25 0.5734 0.5711 1.444 1.439
2D half cylinder 35.30 34.84 0.574 0.5725 1.439 1.440
2D quarter cylinder 35.31 34.87 0.574 0.5725 1.439 1.440
2D cylinder, CV d 17.39 17.11 0.4394 0.4377 0.993 0.995
2D cylinder, CR e 14.62 14.51 0.4046 0.4039 0.909 0.914
3D sphere / 2D spherical annulus f 15.5 16.19 0.3635 0.3374 0.796 0.744

We apply a surface Rayleigh number of Ra=10 and a FKA (22) viscosity contrast of 1e5.
a RBC stands for reflective boundary condition at the side wall with free-slip boundary.

b PBC stands for periodic boundary conditions.
c The sphere uses a radius ratio of 2, i.e., the core radius is half the planet radius.

d CV means corr. volume: ratio of core area divided by mantle volume is as in 3D.
e CR means corr. radius: ratio of core area divided by surface area is as in 3D.

f We use a 2D spherical annulus for CHIC with 4 initial plumes; a 3D sphere was used for GAIA.

80(160 for `=2)x80 cells, for the 3D box 40x40x40 cells and
for the 2D shells we use 80 shells in radial direction with
754, 377, 189, 440, 419 and 754 points per shell for the six
considered cylindrical/spherical cases. Note that we compare
the 2D spherical annulus of CHIC to the case of 3D sphere of
GAIA.

The results obtained with CHIC are in good agreement with
those obtained with GAIA, with deviations below 2 % apart
from the 3D box (7.6 % deviation for the velocity) and the
spherical annulus (7.2 % deviation for the temperature), where
we compare to the 3D sphere in [24], see Table II. The plots
in Figure 6 show the steady-state for all cases.

Figure 6. Convection patterns obtained with CHIC for different available
geometries. See text and Table II for more details.

We do a further validation of our 2D spherical annulus
implementation for isoviscous material by comparing it to
the results in [13] for bottom-heated (i.e., constant bottom
temperature) and internally heated convection (i.e., zero heat
flux at bottom and internal heat sources), see Figure 7.

The non-dimensional radius of the core is 1.2222 and the
planet radius is 2.2222. We use a resolution of 32 shells
with 256 points on each shell. The CHIC results are in good
agreement with the published results. The differences are less
than 5 %, see Table III.

The largest deviations appear for time-dependent simula-
tions (indicated by ∼). For these cases averaged values depend

Figure 7. Temperature fields obtained for the isoviscous spherical annulus
models from [13].

TABLE III. BENCHMARK COMPARISON OF CHIC (CH) TO [13] (HT)

Ra Average RMS velocity Nusselt number
CH HT CH HT

1e4 38.22 37.7 4.13 4.18
1e5 157.2 ∼160 7.06 ∼7.39
1e6 ∼622 ∼640 ∼14.1 ∼14.4
Ra/H Average RMS velocity Average mantle temperature
1e4 / 3.4 24.3 23.5 0.3 0.308
1e5 / 6.6 ∼76.6 ∼78.5 ∼0.36 ∼0.349
1e6 / 14 ∼252.4 ∼265 ∼0.35 ∼0.35

Isoviscous material, case 1: bottom-heated convection,
case 2: internally-heated convection.

on the size of the averaging time domain (in this study an
interval of up to ∼0.2 diffusion times is applied). For this
reason, typically only steady-state simulations are used in
community benchmarks. Recently, an increasing attention has
been drawn to benchmarks for time-dependent simulations, for
example for plastic deformation and episodic overturn [26].

73

International Journal on Advances in Systems and Measurements, vol 9 no 1 & 2, year 2016, http://www.iariajournals.org/systems_and_measurements/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



B. 2D compressible model

The 2D compressible implementations TALA and ALA
(see Section III-D1) are compared to a benchmark published
by King et al. [14]. The benchmark includes compressible
simulations in a 2D Cartesian box using different dissipation
numbers and Rayleigh numbers. For the comparison we apply
a resolution of 80x80 cells and a dissipation number of Di = 1.
No viscosity variation is considered. The Rayleigh number is
varied between 104 and the maximal value that still leads to a
steady-state solution.

TABLE IV. BENCHMARK COMPARISON OF CHIC (CH) TO [14] (KI)

RMS velocity Average temperature Nusselt number
CH KI CH KI CH KI

EBA, Ra=1e4 24.2 23.9-24.2 0.47 0.47-0.47 2.19 2.15-2.19
EBA, Ra=2e4 39.4 39.1-39.5 0.47 0.47-0.47 2.65 2.60-2.65
EBA, Ra=5e4 71.5 70.8-71.7 0.47 0.47-0.47 3.36 3.30-3.36
EBA, Ra=1e5 107.9 107.1-108.2 0.48 0.48-0.48 3.95 3.89-3.97
EBA, Ra=2e5 146.7 147.0-148.0 0.49 0.49-0.49 4.42 4.40-4.44
TALA, Ra=1e4 26.0 26.0-26.1 0.51 0.51-0.51 2.56 2.51-2.57
TALA, Ra=2e4 40.2 40.2-40.5 0.51 0.51-0.52 3.01 2.96-3.02
TALA, Ra=5e4 66.9 66.8-68.7 0.52 0.52-0.52 3.63 3.61-3.64
TALA, Ra=1e5 84.6 84.9-91.1 0.53 0.52-0.53 3.91 3.89-3.98
ALA, Ra=1e4 24.3 24.7-25.0 0.51 0.51-0.51 2.42 2.44-2.47
ALA, Ra=2e4 37.9 38.5-39.0 0.52 0.52-0.52 2.86 2.88-2.92
ALA, Ra=5e4 64.1 64.9-65.9 0.52 0.52-0.52 3.50 3.51-3.55
ALA, Ra=1e5 84.0 84.6-85.6 0.53 0.53-0.53 3.86 3.86-3.88

We validate the accuracy of the simulations by comparing
the RMS velocity, the average mantle temperature and the
Nusselt number in Table IV to the value range listed in [14].
CHIC compares well with the published results with deviations
below two percent. Note that these small deviations appear
only for some of the TALA and ALA cases, where less codes
contributed to the original study, leading to a narrower value
range in [14].

C. Chemical buoyancy

Density variations in the mantle occur due to temperature
influences (the thermal buoyancy term in the momentum equa-
tion), chemical influences (inhomogeneous mantle due to crust
subduction, local melt depletion, etc.), and compressibility
effects. CHIC traces chemical density variations either via
particles or with a field approach, see Section III-D3.

We compare our implementation of the chemical advection
(i.e., buoyancy forces driven by chemical density variations)
to the benchmark by van Keken et al. [27]. Three cases
for chemical advection have been investigated in the study
modelling a light layer at the bottom of a Cartesian box below
a dense layer. In addition, a viscosity contrast between the two
layers of 1 (case a), 10 (b) and 100 (c) is applied. The density
field of all three cases is shown in Fig. 8 at a non-dimensional
time of 500. For the simulations we use a spatial resolution
of 200x200 grid points and 50 tracer per cell for the particle
approach and a Lewis number of 1010 for the field approach.

The benchmark study [27] calculates the following control
parameters: the growth rate of the interface at the beginning of
the simulation, the maximal rms velocity and the time when the

Figure 8. Chemical convection initiated by the chemical buoyancy of light
material (black) below a layer of dense material (red) from benchmark [27]

at non-dimensional time 500 for the particle approach (top) and the field
approach (bottom).

maximal value is reached. The growth rate is calculated from
the initial rms velocity increase via the following formula (we
use t=100):

Γ = ln (vrms(t)/vrms(0)) /∆t (23)

Table V lists the growth rate, maximal rms velocity and time
for both the particle (P) and the field (F) approach for the
three cases. Our results reproduce the benchmark case almost
exactly.

TABLE V. BENCHMARK COMPARISON OF CHIC (CH) TO [27] (VK)

Growth rate Γ Max RMS velocity Time (Max RMS v.)
CH VK CH VK CH VK

a 0.0117 (P) 0.011- 0.00303 (P) 0.00289- 213.3 (P) 206.4-
0.0115 (F) 0.0125 0.00308 (F) 0.0031 208.3 (F) 215.7

b 0.0472 (P) 0.0392- 0.00944 (P) 0.00908- 72.7 (P) 71.9-
0.0429 (F) 0.0482 0.00917 (F) 0.00959 72.6 (F) 77.1

c 0.1058 (P) 0.096- 0.01457 (P) 0.01385- 50.2 (P) 48.8-
0.099 (F) 0.1052 0.01371 (F) 0.01506 49.4 (F) 51.3

D. 1D parameterized model

To our knowledge, unlike for the mantle convection calcula-
tion, benchmark results for the 1D parameterized model have
not been published. Therefore, we have validated our code by
reproducing results of [8]. The results are very similar [28], but
differ in detail because not all parameters used in the studies
are known. The module has been integrated into the CHIC
code and has been extended to include a regolith layer and
compared to [29], yielding again comparable results.

We do a further validation of our 1D parameterized thermal
evolution implementation by comparing it to a 2D convection
calculation in a spherical annulus. The simulations are done
for a Mars-like planet. We assume a Newtonian viscosity law
and apply the Boussinesq approximation. The initial mantle
temperature is 2000 K and the CMB temperature is 2300
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Figure 9. Upper temperature, CMB temperature and lid thickness for a thermal evolution of Mars applying either the 2D spherical annulus (black curve) or the
1D parameterized model (red).

K, the surface temperature is set to 220 K. Heat sources are
homogeneously distributed in the mantle and are taken Earth-
like [7]. For the 2D model, we use a quarter sphere with a
radial resolution of 80 shells.

In the convection model, we define the lid over the depth
where the conductive heat transport is more efficient than the
convective heat transport. The lid thickness is then fitted by a
third-order polynomial since the lid is strongly time-dependent
and oscillations occur. The lid thickness is in the beginning
larger than that of the 1D model (where we plot the total
conductive layer thickness including both the lid and the upper
thermal boundary layer), but shows a similar increase with time
after 2 Gyr (see Figure 9). The different lid thicknesses at the
beginning of the evolution can be explained by a delayed on-set
of convection in the 2D model, which also leads to a slightly
weaker mantle cooling at the beginning and hence a shift in
the upper mantle temperature compared to the 1D model, see
see Figure 9.

Our results show that the 1D parameterized model leads to
a thermal evolution comparable to the results obtained with
convection models.

V. CONCLUSION

We developed a new, advanced numerical code that couples
different models that are needed for the investigation of
habitability-relevant processes and feedback mechanisms for
Earth-like or water-rich planets or moons. The code can be
used with 1D and 2D/3D geometries for the silicate mantle
or ice shells. The thermal state of the core, the ocean and
atmosphere layer are simulated with a parameterized approach.

We have extended our earlier study [1] by a compressible
formulation, which is especially of interest for planets of
Earth size or larger. Chemical convection has been included
to investigate buoyancy effects from density variations due
to for example partial melting or subducted crust. Particles
have been implemented to transport local information like the

water content through the mantle. Both OpenMP and MPI
parallelisation are available to allow the usage of CHIC on
standard high-performance clusters.

We have validated our implementations for the parame-
terized model and 2D/3D convection model by comparing
CHIC to published results and by running a set of standard
benchmarks. For all benchmarks, CHIC is in good agreement
with literature values.

The code can be applied to investigate the possible habitabil-
ity of terrestrial or water-rich planets [9] and moons, including
the simulation of feedbacks between the interior and surface
for stagnant-lid and plate tectonics planets.
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Abstract—In this paper, a set of micro-benchmarks is proposed
to determine basic performance parameters of single-node main-
stream hardware architectures for High Performance Computing.
Performance parameters of recent processors, including those
of accelerators, are determined. The investigated systems are
Intel server processor architectures and the two accelerator lines
Intel Xeon Phi and Nvidia graphic processors. Additionally, the
performance impact of thread mapping on multiprocessors and
Intel Xeon Phi is shown. The results show similarities for some
parameters between all architectures, but significant differences
for others.
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I. INTRODUCTION
For resource-intensive computations in High Performance

Computing (HPC) on a single node level, a good performance
can only be achieved if the performance characteristics of
the processor, memory and core-core/core-memory intercon-
nect architecture are understood. First investigations on that
have been published in [1]. Finding and quantififying such
characteristics for a certain system is motivated by the fact
that, for most of their runtime, HPC applications stress only
parts of the hardware in compute-intensive program kernels.
Examples are compute-bound problems – such as direct linear
solvers [2] that are bound by the floating point capability of
a system, and memory-bandwidth-bound problems – such as
the multiplication of a sparse matrix with a dense vector in
iterative solvers [3], [4], [5]. Other application kernels may be
bound differently.

This paper proposes a set of micro-benchmarks to char-
acterize HPC hardware on a single-node level. The results of
the micro-benchmarks are performance parameters related to
performance bounds found in many computational kernels (see
[6] for two such parameters). These parameters often allow
conclusions to be drawn on the (at least relative) performance
of real applications or performance critical application kernels
of certain classes that are bound by one or few of those parame-
ters. Additionally, if carefully chosen, architecture-bottlenecks
can be revealed. The micro-benchmarks were chosen to allow
conclusions on an application level rather than to evaluate deep
structures in a processor architecture with sophisticated low-
level programs, as for example in [7].

The proposed micro-benchmarks are applied to representa-
tives of different classes of current hardware architectures. Re-
sults show similarities in performance between all architectures
for some parameters (e.g., reaching near peak floating point

performance for dense matrix multiply), but also significant
differences between architectures (e.g., main memory latency
and bandwidth). Consequently, only certain application classes
are suitable for a specific architecture.

The paper is structured as follows. The following sec-
tion discusses related work. Then, current mainstream HPC
hardware architectures are briefly described, focusing on their
differences. Section IV contains a description of the proposed
micro-benchmarks. Section V describes our experimental setup
and finally, in Section VI and Section VII, detailed evaluation
results are presented and discussed, followed by a conclusion
in Section VIII.

II. RELATED WORK
Benchmarks are widely used to evaluate certain perfor-

mance properties of computer systems. A benchmark should
thus be usable as an indicator that can support a decision,
e.g., whether this system is feasible for a certain task or not.
A multitude of different benchmarks exist, dependent on the
question to be answered.

The Top500 list [8] uses the High Performance Linpack [2]
to rank (very) large parallel systems. This benchmark produces
only a single value, the Floating Point Operations per second
(FLOP/s) for just one specific task, the direct solution of a
very large dense linear system.

The widely used SPEC CPU benchmark [9] is a mix of
several real world application programs for integer-dominant
computations or floating point dominant applications. Running
the benchmark on a system produces one number for each
class, a performance factor. These two numbers then express a
relative performance improvement compared to an older base
system with respect to integer performance and floating point
performance.

Williams et al. introduced the roofline model [6] to de-
scribe the expectable performance space in a resource-bound
problem. The two resources in this model are computational
density (operations per transfered byte) and peak floating
point performance. This is an example where two limitating
parameters on a system are used to show eligible perfomance
values.

The NAS Parallel Benchmarks [10] are more application-
oriented benchmarks. These benchmarks consist of larger
compute-intensive kernels and were originally designed to test
large parallel computers. Each of these applications in this
benchmark represents a different computing aspect. The ap-
plications include, for example, Conjugate Gradient (irregular
memory access), Multi-Grid (long- and short-distance commu-
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nication), or fast Fourier Transform (all-to-all communication).
These benchmarks have been, amongst others, implemented in
OpenMP [11] and recently in OpenCL [12]. With the OpenCL
extension they can be used to measure recent accelerators, such
as Graphic Processor Units (GPUs).

While the Linpack and the NAS Parallel Benchmarks aim
for rather scientific and computing intense applications, the
Graph500 benchmark [13] aims for data intensive applications,
which can arise in other fields such as social networks or
cyber security. Here, graph operations such as parallel Breadth
First Search or Single Source Shortest Path problems are
considered. A sequential reference implementation and parallel
implementations with OpenMP, XMT and MPI are given
by the Graph500 committee [13]. Furthermore, various other
implementations, e.g., with PGAS [14] or hybrid approaches
[15], exist.

For a finer granularity, benchmarks that give individual
results for several operational classes can be used. An example
is the OpenMP micro-benchmark suite [16], [17] that gives a
developer a measure of how well basic constructs of OpenMP
[18] map to a given system. If a developer knows important
parameters that mainly determine the overall performance of an
application in this programming model, he is able to estimate
how well his own application will perform on the system using
these basic constructs.

In [19], Treibig et al. presented the likwid-bench micro-
benchmark tool as part of the performance monitoring and
benchmark suite likwid [20]. This benchmark tool works on an
assembler level measuring streaming loop kernels. It consists
of several default benchmarks and offers the possibility to add
custom bemchmarks. The default benchmarks cover memory
copy, load and memory bandwith. In [21], Hofmann et al. used
the likwid-bench tool along with the performance counter
tool of likwid, to give detailed insights on the current Intel
Haswell CPUs. For this purpose, micro-benchmarks for the
current instruction set of Haswell CPUs, e.g., fused multiply
add (FMA), where added.

Lemeire et al. used micro-benchmarks and a modified
roofline model to characterize current GPUs [22]. These bench-
marks were tailored to address the specific architecture of
GPUs. The benchmarks were implemented in OpenCL and
results of a AMD Cayman GPU and a Nvidia Maxwell GPU
where presented in the publication.

Other micro-benchmark suites, which aim for a finer granu-
larity are proposed in [23], [24], [25]. These benchmark suites
are based on OpenCL. Here, OpenCL is used to compare
memory-related issues, low level floating point operations
and real life applications on different hardware architectures,
including accelerators.

Directly related to the memory performance are the well-
known Stream benchmark for memory bandwidth [26] and
papers that work on an even finer granularity taking coherence
protocols in certain architectures into account [7], [27], [28].

III. CURRENT HARDWARE ARCHITECTURES
This section gives a very brief overview on current HPC

processor architectures and memory technology. It is parti-
tioned into sections on mainstream HPC processor architec-
tures, HPC accelerator architectures and memory technologies.

A. Processor Architectures
We concentrate on the Intel Xeon EP line of current HPC

relevant processors, as these processors are used in nearly all

new systems in the HPC computer Top500 list [8]. Intel’s
recent micro-architectures are Sandy Bridge EP (SB), and
its successor Ivy Bridge EP (IB). The lastest change in the
architecture appeared late 2014 in the Haswell EP processors
(HW). A detailed description of the architectures is given in
the manufacturer’s related literature [29].

Processors nowadays have several cores. In HPC clusters,
multiprocessor nodes with 2 processors are often used. Keep-
ing multiple core-private caches coherent is usually done in
the hardware by cache coherence protocols. Keeping caches
coherent costs latency, bandwidth and may also influence an
architecture’s scalability [7], [28].

B. Accelerator Architectures
Computations of certain application classes can be ac-

celerated using special attached processors. Nvidia graphic
processors (GPU) and Intel Many Integrated Core processors
(MIC) of the Xeon Phi family are currently predominant in
HPC [8].

A Nvidia GPU has a hierarchical design (CUDA archi-
tecture [30]) that differs from that of common CPUs. The
execution units (SE, Streaming Processors) are organized in
multiprocessors, called Streaming Multi-Processors (SM or
SMX), and a GPU has several such multiprocessors. For
example, the Kepler family of GPUs has up to 15 SMX and
192 SE per SMX, resulting in a total of 2880 SE in the largest
device configuration. These execution units are always used by
a group of 32 threads, called a warp. Such an architecture leads
to several aspects that have to be respected in performance
critical programs, e.g., coalesced memory access and thread
divergence [4], [31].

An Intel Xeon Phi coprocessor [32] consists of multiple
CPU-like cores. The current generation Xeon Phi Knights
Corner (KNC) has between 57 and 61 such cores, which are
connected via a bi-directional ring bus. To achieve good per-
formance on a Xeon Phi, the application must use parallelism
as well as vectorization. In [33], requirements for vectorization
are specified for the usage of the Intel compiler, e.g., no jumps
and branches in a loop.

Recent accelerators (i.e., GPU as well as Xeon Phi) are plu-
gin cards connected to the host through a PCI Express (PCIe)
adapter. This adapter is often a severe bottleneck, because the
transfer rate through a PCIe connection is significantly lower
(8 GB/s for PCIe 2.0 x16 and 16 GB/s for PCIe 3.0 x16) than,
for example, memory transfer rates in a host system.

C. Memory Technologies
Memory Technologies are optimized for different aspects.

DDR3 / DDR4 RAM, which is used in CPU-based systems, is
optimized for a short latency time. However, GDDR5 memory,
which is used in accelerators, is optimized for bandwidth.
This difference is important, as the performance of accelerators
mainly comes from Single Instruction Multiple Data (SIMD)
parallelism [34], where the same instruction is applied con-
currently to multiple data items. These data items have to be
fed to the functional units in parallel, asking for high main
memory bandwidth.

All processors discussed here, including recent GPUs, use
caches to speed up memory accesses. While GPUs currently
have at most a 2 level cache hierarchy, CPUs use 3 levels of
caches with increasing sizes and latencies per level. Caches
are only useful if data accesses initiated by the program
instructions obey spatial or temporal locality [34].
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TABLE I. OVERVIEW OF THE MICRO-BENCHMARKS.

Identifier Benchmark Category Application
B1 Memory read latency Memory access Single-thread latency to main memory
B2 Memory bandwidth Memory access Bandwidth to main memory
B3 Atomic update Synchronization Multi-threaded atomic update of a shared scalar variable
B4 Barrier Synchronization Barrier operation of n threads
B5 Reduction Synchronization Parallel reduction of n values to a single value
B6 Communication Communication Data transfer bandwidth to/from an accelerator through PCI Express
B7 DGEMM Computation Parallel dense matrix multiply (compute-bound)
B8 SPMV Computation Sparse matrix multiplied with a dense vector (memory-bound)

IV. PROPOSED MICRO-BENCHMARKS
We propose a set of 8 micro-benchmarks to determine

performance critical parameters in single-node parallel HPC
systems. Table I gives an overview of these benchmarks.
Each single benchmark tests one specific aspect of a hardware
architecture or parallel runtime system on that hardware. These
aspects are performance critical for certain application classes.
One or a combination of these parameters usually defines the
performance bounds of the compute-intensive parts of an appli-
cation. In real-life applications, it is possible that a combination
of these parameters occurs with different factors/weights. It is
up to the developer to use his knowledge of the application
to weight these factors correctly. If the application is truly
dominated by one of these parameters, the developers has an
indication whether an architecture would be suitable for this
application.

The presented set of micro-benchmarks were implemented
in C with OpenMP for the use with Intel processors (including
KNC). However, the OpenMP implementation could also be
used for other shared memory architectures as well, such as
Power 8, ARM, or AMD Processors. Moreover, widely used
C compilers such as the Intel icc or the GNU gcc support
this programming approach. Recently, the GNU gcc added
support for OpenMP 4.0 constructs, which makes it possible
to address future Intel Xeon Phi processors as well. For the
usage with Nvidia accelerators, the commonly used CUDA
programming approach was chosen, as this is the programming
model delivering the best performance on these GPUs. Porting
the CUDA implementation, for example, to OpenCL should
be straightforward, because both programming platforms have
similar concepts, although the syntax is quite different.

In the following, we describe the individual benchmarks
and our reasons for using them.

A. Memory Performance
Memory accesses are often the main performance bottle-

neck in applications, for example in an iterative solver working
on large sparse matrices [3] or graph processing [35]. The key
performance parameters for memory performance are memory
latency and memory bandwidth. An indicator of a latency-
bound application are many accesses to different small data
items (that are not cached). An indicator of a bandwidth-bound
application kernel is a program kernel with low computational
density, i.e., the ratio of the number of operations performed
on data compared to the number of bytes that need to be
transferred for that data is low.

1) Memory Read Latency (B1): Read latency can be deter-
mined by single threaded pointer chasing, i.e., a repeated read
operation of type ptr = *ptr with a properly setup pointer
table. If all accessed addresses are within an address space of
size S (without associativity collisions in the cache) and S is

smaller than the cache size, then all accesses can be stored in
this cache.

2) Memory Bandwidth (B2): The Stream benchmark [26]
is commonly used to measure main memory bandwidth. We
adapted this freely available benchmark for the Xeon Phi using
the OpenMP target construct [18] and for graphic processors
using CUDA programming constructs [36], i.e., both are used
in accerelator mode called from a host.

B. Synchronization Performance
Synchronization between execution units (threads, pro-

cesses, etc.) is necessary at certain points during the program
execution to ensure parallel program correctness. However,
synchronization is often a very performance critical operation
[37], because it requires serialization, e.g., atomic updates,
or overall agreement, e.g., a barrier between the execution
units. Moreover, reduction operations are another important
and performance critical type of synchronization in real life
parallel applications.

1) Atomic Updates (B3): In our atomic update benchmark,
all participating threads perform an atomic increment operation
on a single, scalar, shared, integer variable in parallel. As a side
note, this operation also modifies the variable. Consequently,
the coherence protocol initiates a cache line invalidation/update
in a cache coherent multi-cache based system. The atomic
increment operation is repeated by each thread many times
during the benchmark. The benchmark then gives the time of
one such operation performed by one thread. This operation is
realized by the OpenMP atomic construct on the CPU/Xeon
Phi and a Cuda atomic add operation on the GPU.

2) Barrier (B4): In the barrier benchmark, a barrier op-
eration is carried out repeatedly. For multiprocessors, the
benchmark uses an OpenMP barrier pragma inside a parallel
region. For the Xeon Phi, this program kernel is surrounded
by a target region. The CUDA execution model [36] does
not support a barrier synchronization between all threads as
such, because this would violate the basic concept of warp
independence. In CUDA, a program with global steps is im-
plemented using a sequence of multiple kernels. Therefore, the
closest adequate comparison to a barrier is the kernel launch
time (with an empty kernel), with the ensuing synchronization
waiting for the kernel finalization.

3) Reduction (B5): In the reduction benchmark, a vector
with n elements of type double is reduced to one double
value summing up all vector elements. For a reduction, partial
sums must be summed up in a synchronized way, which is
additional work compared to a sequential implementation and
needs some serialization between parallel entities. The program
for the multiprocessors uses the OpenMP reduction clause in
a parallel for-loop. On multiprocessor systems, the vector is
initialized in parallel, such that parts of the vector are split over
different Non-Uniform Memory Access [34] (NUMA) nodes
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TABLE II. SELECTED HARDWARE PARAMETERS OF THE SYSTEMS USED.

Parameter Processor Systems Accelerator Systems
Architecture SB IB HW KNC M2050 (Fermi) K20m (Kepler) K80 (2×Kepler)4

Clock [GHz] (with TurboBoost) 2.6 (3.3) 2.7 (3.5) 2.6 (3.6) 1.053 1.15 0.706 0.560 (0.875)
Peak double prec. perf.1[GFlops]; 1 proc. 20.8 21.6 33.17 16.8 - - -
Peak double prec. perf.1[GFlops]; all proc. 332.8 518.4 929 1010.8 515 1170 2× 935
Theor. memory bandwidth [GB/s]2 102.4 119.4 136 320 148 208 2×240
Main memory size [GB] 128 256 128 8 3 5 2×12
Degree of parallelism 3 32 48 56 240 448 2496 2×2496
1 In relation to baseclock
2 ECC off for accelerators
3 Including hyperthreads
4 We used only one of the two processors

in a NUMA system. Such a distribution is performed internally
by the operating system following the parallel memory access
pattern. As CUDA does not provide reduction operations itself,
the open source (CUDA-based) Thrust library [38] of Nvidia
is used for this benchmark on the GPU systems.

C. Communication Performance (B6)
In the communication benchmark, we measure the transfer

rate of a certain amount of data between a host and an
accelerator device over PCI Express. This measurement is
carried out for both directions (input data from the host to the
accelerator and result data from the accelerator to the host).

D. Programming Kernels
For many scientific application fields, linear algebra oper-

ations are building blocks and often belong to the most time-
consuming parts of a program. Depending on the problem
origin, dense or sparse matrices occur. Operations on dense
or sparse matrices stress different parts of a system. The
following two evaluation benchmarks cover both matrix types
and stress, therefore, different parts of a system. These are
both performance limiting for many applications, also outside
linear algebra.

1) Compute-bound application kernel – DGEMM (B7):
For dense matrix multiply with a high computational density,
many techniques are known (and applied inside optimized
library functions) that allow this operation to be run near the
peak floating point performance. Consequently, if implemented
adequatly, dense matrix multiply evaluates in essence the float-
ing point capability of a core/processor/multiprocessor system.
This operation has been well researched and is implemented
efficiently in the BLAS library [39] and vendor optimized
libraries such as the Intel MKL [40] and Nvidia cuBLAS [41].

2) Memory-bound application kernel – SPMV (B8): In
contrast, a sparse matrix multiplied with a dense vector
(SPMV) stresses almost only the memory system, as it has
a low computational density. The operation is available for
multiple storage formats [3] and is, at least for larger ma-
trices, memory bandwidth limited and not compute bound.
SPMV is also available in the vendor optimized libraries Intel
MKL [40] and Nvidia cuSPARSE [42], both with a small
selection of supported storage formats for the sparse matrix.
The CSR format [3] is a general format with good/reasonable
performance characteristics for many sparse matrices on CPU-
based systems. For appropriate matrices (that have a small
and ideally constant number of non-zero elements per row),
the ELL format is a favorable storage format on GPUs [43].
This difference is related to the different memory systems
of CPU-multiprocessors and GPU systems. Nevertheless, in
this benchmark we are not interested in the best possible

performance for a specific matrix. We are more interested in
relating the performance of different systems for this type of
operation in a more general way.

V. EXPERIMENTAL SETUP
In this section, we specify the parallel system test envi-

ronment where the benchmarks were applied. Additionally, we
discuss the bencmark parameter settings, because performance
can be a parameterized function, e.g., dependent on the number
of used threads or data items.

A. Test Environment
The used systems include the three latest generations of

Intel server processors: Sandy Bridge-EP (SB), Ivy Bridge-
EP (IB) and Haswell-EP (HW). All of the systems are 2-way
NUMA multiprocessor systems with 2-way hyperthreading
per processor. As representatives for accelerators the Intel
Xeon Phi Knights Corner (KNC), with 4-way hyperthreading,
as a many-core architecture and three most recent Nvidia
GPU architechtures (M2050, K20m, K80) were examined. The
tested accelerators use PCIe 2 x16 for KNC, M2050 and K20m
(both Nvidia GPUs) and PCIe 3 x16 for the Nvidia K80 GPU.
The new Nvidia K80 consists of two Kepler GPUs, which work
as two single devices and have to be programmed seperately.
Only one of the GPUs was used to perform the benchmarks.
Table II summarizes key hardware parameters of the systems
used.

B. Test Parameters
The benchmark tests were executed with the following

parameter settings:
• Memory latency (B1): Variable size of the pointer table

with a single threaded run.
• Memory bandwidth (B2): a) Fixed large vector size

of STREAM_ARRAY_SIZE=40000000 and a repeat factor
of NTIMES=1000 (all systems). b) Same, but different
thread mapping (CPUs, KNC).

• Atomic update (B3): a) Variable number of threads
according to the systems used (all systems). b) Same,
but different thread mapping (CPUs, KNC).

• Barrier (B4): a) Variable number of threads accord-
ing to the systems used (all systems). b) Same, but
different thread mapping (CPUs, KNC).

• Reduction (B5): a) Variable vector size with a full
parallel run. b) Variable thread number with fixed
vector size and different thread mappings (CPUs,
KNC).

• Communication (B6): a) Variable size of the trans-
ferred data (accelerators). b) Pinned and unpinned host
memory (GPUs).
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Figure 1. Strategies for thread mapping on CPUs. In this example 6 threads
are mapped onto 2 processors with 4 cores each. Numbers in boxes are the
thread numbers.

• DGEMM (B7): a) Variable matrix size with a full
parallel run (all systems). b) Fixed matrix size with
a variable number of threads (CPUs, KNC).

• SPMV (B8): Fixed test matrix according to the SPE10
problem [44]. a) SPMV implementation of MKL resp.
cuSPARSE of CSR (all systems). b) Own implementa-
tion of ELL kernel with different thread mapping, ELL
implementation of cuSPARSE (CPUs/KNC, GPUs).

C. Thread Mappings
Thread mapping/binding can be an important aspect achiev-

ing good performance. A thread mapping defines how appli-
cation threads are mapped to hardware units, e.g., processor
sockets, cores in a multi-core CPU, hardware threads in a
hyperthreaded core. On a GPU, the definition of a grid size and
block size defines a 1D-3D partitioning of the application data
space (e.g., a 2D picture) to the hardware units. Thread map-
ping influences load balance, coherence issues, data locality
and more.

Basic mapping strategies on a CPU-based system are (see
Figure 1 for an example):

• Compact: keep consecutive threads as close as pos-
sible in the hardware, e.g., to exploit data locality
between threads in a shared cache. Cores are filled
up one by one with software threads.

• Scattered: spread threads to as many processors as
possible in the hardware, e.g., to exploit as much
memory bandwidth as possible from different CPU
sockets in a NUMA system. If thread i was placed at
processor p, then thread i+ 1 is placed at processor
p+1 with a wrapping at the last processor. This means
that all processors and the corresponding memory
bandwidth is utilized if at least as many software
threads are available as processors.

• Balanced: similar to scattered. Utilize as much pro-
cessors as possible but fill nearby threads to the same
core. This is a combination of locality utilization
(nearby threads are mapped to the same processor
with a unified last level cache for all cores on that
processor) and memory bandwidth allocation (use as
many processors as possible).

OpenMP defines appropriate environment variables to in-
fluence thread mapping strategies [18]. With the Intel icc com-
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piler this can be accomplished by using the KMP AFFINITY
variable. This variable can be set to either compact or scattered
(or balanced for KNC only) [45]. The names of the strategies
are therefore different in OpenMP and the Intel specific
KMP AFFINITY variable, but the meaning is more or less
the same.

On GPUs the programming model is different to a CPU
programming model. A thread mapping is done by specify-
ing grid and block sizes. Different to a CPU-based system
where usually a 1:1 mapping of software to hardware threads
is established, on a GPU many more software threads are
generated than hardware parallelism is available, with the aim
to hide memory latency. If a hardware thread is blocked by a
memory read operation, another runnable thread gets scheduled
by the hardware scheduler to make the read latency tolerable.
Specifying grid and block sizes partitions the space of software
thread into up to 3 dimensions and these partition units get
scheduled by the hardware scheduler on a GPU. While the
thread mapping done by a programmer on CPU-based systems
is optional, the thread partitioning on a GPU is an important
part of GPU programming.

VI. RESULTS
In this section, we discuss the main results of applying our

proposed benchmarks to the different types of architectures
described in Section V. We concentrate on the interesting
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Figure 4. Memory bandwidth results.
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Figure 5. Memory bandwidth best results.

aspects of the results. When performance data is plotted as
a function of the number of threads, it is meant as number
of thread blocks for GPUs, because the usage model for
graphic processors differs from a multiprocessor system, as
explained before. On GPUs, usually all stream processors of
such a processor are used (with even more concurrency in the
application to hide latencies) instead of specifying the exact
number of threads, as it is usually done on a CPU.

A. Memory Read Latency (B1)
Figure 2 shows the results for the memory latency with

an access stride of 256 byte in absolute times. Figure 3
shows these results in cycles relative to the respective base
CPU/GPU clock. Clearly visible for all systems are the levels
of the same latency induced by cache sizes of the different
cache levels and the huge difference to a main memory
access (the last step to the right). If only absolute times
are considered, all accelerators have higher latencies than the
processor architectures and the GPU-based Nvidia accelerators
are slower than a CPU-based KNC. Moreover, there seems to
be hardly any improvement between GPU generations. But, if
relative latencies are considered, the GPUs improve over the
generations quite significantly, as the base clock is much lower
while the parallelism is higher. Related to relative cycles, the
newest K80 outperforms the KNC and even gets close to the
CPUs in access to the global/main memory.
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Figure 6. Memory bandwidth results on KNC, different thread mapping
(balanced is nearly the same as scattered).
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Figure 7. Memory bandwidth results on CPUs, different thread mapping.

The different cache levels show that the measurements on
the M2050 and K80 GPUs have three different levels in access
time, which can be explained by the L1/L2 caches and accesses
to the main memory. On the K20m, only two levels of similar
access times are visible. This is induced by different versions
of the Kepler architecture in the K20m and the K80. The K20m
does not cache global memory accesses in the L1 cache, but
the newer generation K80 does.

On the CPU-based systems, the curves show first the
smaller L1 and L2 caches, then the larger L3 cache and finally,
in a fourth step, the access to the main memory. Access to
the L1, L2, L3 caches is very fast, for L1 and L2 even
on KNC. Altogether the processor systems still outperform
the accelerators in latency time, although newer accelerator
generations have improved (relatively). Therefore, applications
that are already latency bound have a severe problem on
accelerator systems if they cannot hide this latency, e.g., by
allowing many read requests to be open at the same time.

B. Memory Bandwidth (B2)
The memory bandwidth performance is shown in Figure 4

as a function of used threads. For the processor systems, the de-
fault thread scheduling was used here. For graphic processors,
the usage model is different to that of a multiprocessor system,
because usually all stream processors of such a processor are
used instead of specifying the exact number of threads. The
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performance number(s) for GPUs are therefore given as a
dashed line with all stream processors used. In contrast to
the results on latency, the accelerators perform better than the
CPU systems. A summary and comparison to the theoretical
bandwidth is given in Figure 5. It is noteable that the KNC
performs relativly poorly here. Its measured bandwidth is
comparable to the Haswell CPUs and the older Nvidia Fermi
GPUs. Moreover, the KNC is not able to reach its theoretical
bandwidth at all, though it has by far the highest theoretical
bandwidth of all tested systems. For the CPUs, the efficiency
within one similar microarchitecture (Sandy Bridge and Ivy
Bridge) stays the same. A gain in performance is achieved
with the new Haswell microarchitecture.

Figure 6 shows the bandwidth test for the KNC with
different thread mapping in OpenMP. A significant difference
can be observed when different thread mappings are used.
If the compact thread mapping is used (same as in Figure
6), bandwith increases steadily with an increasing number of
threads. The performance drops with the last four threads,
because, at this point, the last core with its four hardware
threads is used in the application, but that core is busy
waiting for operating system tasks (communication with the
host system).

When a scattered or balanced thread mapping is used, the
impact of the four hardware threads per core can be seen. The
performance increases until all cores are evenly utilized (one
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Figure 10. Atomic results CPU, different thread mapping.
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Figure 11. Barrier results.

thread per core). Then, as soon as one core gets a second
thread, the performance drops and increases again steadily.
Again, the impact of the operating system core can be seen
when all available threads of the KNC are used.

In Figure 7, similar to the KNC, changing the thread
mapping for processor systems shows differences between
compact and scattered thread mapping. When using a compact
thread mapping on all three CPU architectures, the effect
when the second CPU socket gets populated with threads
is clearly visible. When only one socket is used, bandwith
increases slowly to a point of saturation. Then, when the
second socket is used, bandwith increases dramatically. This
behavior is different to the KNC compact thread mapping,
where a steady increase can be observed. This can be explained
by the different layout of the memory connection in KNC
(ring-bus) and the CPUs (cc-NUMA).

For the scattered thread mapping, the Ivy Bridge system
behaves differently to the other CPU systems, because this
node could not be used exclusively in our tests (some system
services were active). For the Sandy Bridge and Haswell,
results show similar behavior. First the bandwith increases
steadily but oscilates. With an odd number of threads, the
bandwith drops, and with an even number of threads, the
bandwith rises again, because here the memory channels of
both CPUs can be used evenly. Moreover, the overall bandwith
drops when hyperthreads get used. This effect can be clearly
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Figure 13. Barrier results on CPUs, different thread mapping.

seen for Sandy Bridge with the strong drop in the curve.
For the Haswell system, that drop is not as strong, but still
the bandwidth decreases steadily from the point hyperthreads
where are used. Furthermore, the bandwith drops even below
the level of compact thread mapping at a certain point.

C. Atomic Updates (B3)
Figure 8 shows the performance results of the atomic

operation on the different systems. On the multiprocessor
systems, time increases linearly, proportional to the number of
competing threads in use. Because the performance numbers
show the normalized time for one operation of one thread,
there is an increase in time per operation with the number of
threads. This increase can be explained by the coherence and
synchronization protocol, which is run by the processors/cores
to ensure coherence and atomicity of such an operation. With
more competing threads involved, the overhead increases [35].
For all three GPU systems, the time is constant, which can be
explained by the use of the single unified L2 cache and the
weak memory model without memory coherence. Moreover,
the performance improvement for atomic operations from
Fermi (M2050) to Kepler (K20m, K80) is clearly visible in
this figure. For the KNC with compact thread mapping, quite
large fluctuations can be observed (note the logscale of the
plot).

Figure 9 shows the atomic benchmark for KNC with
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Figure 15. Reduction results on CPUs, thread number variable.

different thread mappings. When scattered and balanced thread
mapping is used, the fluctuations become smaller, but the
performance change with an increasing number of threads is
still fairly unsteady. An explanation for this could be the ring
bus of the KNC. The cache of all cores in the KNC have to be
kept coherent via this ringbus. Moreover, from the time when
one core is populated with all four hardware threads, the time
for an atomic update increases significantly.

Figure 10 shows the results for changing the thread map-
ping for processor systems. The curves show the same linear
behavior for compact and for scattered thread mapping.

D. Barrier (B4)
Figure 11 illustrates performance results of the barrier test

with the default thread mapping. The barrier synchronization
on the KNC shows a similar behavior to that on the multipro-
cessor systems with a linear increase with the number of used
threads. Using the last core on KNC and on multiprocessors
shows a large performance degradation. Again this can be
explained by operating system tasks that perturb the (global)
barrier operation, if the last available hardware thread is used.

For the Nvidia accelerators, the number of threads in the
figure represents the number of used thread blocks (with 1024
threads per block used). The figure shows that the kernel
launch time is nearly constant and equal for M2050, K20m
and K80. Further, it does not depend on the number of blocks.
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Figure 17. Communication performance results, pinned memory.

The impact of different thread mappings for the KNC can
be seen in Figure 12. The compact strategy is faster compared
to scatter, because threads on the same core are synchronized
faster than between cores. Therefore, utilizing as few cores as
possible for a fixed thread count is the fastest strategy.

Figure 13 shows that, for the multiprocessor systems, the
barrier operation is faster with few threads if the compact
thread mapping is used (using less cores utilizing the hyper-
threads on these cores) compared to the scatter strategy. When
all threads are used, the performance is invariant of the thread
mapping strategy.

E. Reduction (B5)
For the reduction test, Figure 14 shows the parallel run

time using all available parallelism on each system with an
increasing vector size. The M2050 card was limited by the
available memory size, thus the largest vector size used on
other systems could not be used on this system. The GPUs
are slower than the multiprocessors for a smaller number of
elements, and they are faster than the multiprocessors for large
vectors, which corresponds to the usage model of GPUs.

In Figure 15, the results for the multiprocessors with
varying thread numbers and different thread mappings are
shown. Here, a sufficiently large vector with 109 elements was
chosen. The figure shows that scattered thread mapping has
a better overall performance than compact thread mapping.
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Figure 18. Communication performance results, unpinned memory.
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For a compact thread mapping, the time for the reduction
decreases faster when the second CPU socket is used and
both memory channels get used. However, times for compact
and scattered thread mapping are equal when all threads are
used. Furthermore, for scattered thread mapping, the effect of
hyperthreads can be seen in the jumps of the execution time.

Figure 16 shows the results for a variable number of
threads with a fixed vector size of 8×108 on KNC. Again the
compact thread mapping shows an overall weaker performance
than the scattered thread mapping due to memory bandwidth
requirements. For a scattered thread mapping, the effect of
the 4-way hyperthreading can be seen in the jumps of the
execution time, too. Similar to the multiprocessors, compact
and scattered thread mapping have equal results when all
threads are used.

F. Communication Host-Device (B6)
For the communication benchmark experiments, the data

transfer from the host to the device and back from the device
to the host was considered. Moreover, we differentiated on
the GPUs for the communication to/from a GPU between
pinned and unpinned host memory. For GPUs, it is explicitly
possible to allocate page-locked memory on the host using
CUDA functions [36].

Figures 17 and 18 show data transfer rates in GB/s from
the host to the attached accelerator and vice versa for pinned
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Figure 20. DGEMM results, single threaded.
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Figure 21. DGEMM results, full parallel.

and unppined memory. For KNC there is no such distinction.
The figures show that, for a reasonably large data size, the
communication links are used efficiently on the KNC, the
theoretical data transfer rate of 8 GB/s for PCIe 2.0 minus
protocol overhead can nearly be reached. Figure 17 shows that
this is also true for the K20m and M2020 GPUs, when pinned
memory is used. Here, the K20m and the M2050 perform
similarly in data transfer to the device. For the transfer back
from the accelerator to the host, there is a performance drop
on the M2050, which reaches only approx. 5 GB/s instead
of nearly 7 GB/s as on the other accelerators. The lower
bandwidth seems to be a problem with our combination of
host system and accelerator card.

On the K20m, the transfer from the device performs
slightly better than to the device. For the K80, the transfer
rate to and from the device is the same for larger data sizes,
but this value does not reach the theoretical limit for the PCIe
3. Perhaps this limit could be reached if both GPUs of the
K80 are utilized (as explained, we used only one of them).
Moreover, for smaller data sizes, again transfer rates from the
K80 are better than to the K80. The difference between host
to device and device to host bandwidth for the GPUs could be
due to the Direct Memory Access (DMA) initiator. When the
DMA is initiated from the CPU, it has a better performance.

Figure 18 shows that not using pinned memory for GPUs
deteriorates the transfer rate. The K20m and M2050 have
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Figure 22. DGEMM best results, full parallel.
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Figure 23. DGEMM results, thread number variable, n=5000.

almost completely lower transfer rates than the KNC and do
not reach the theoretical limit at all. Moreover, in contrast to
pinned memory, transfer rates from and to these GPUs show
nearly the same behavior. The K80 is able to reach the pinned
memory transfer rates only for larger data sizes.

Figure 19 summarizes the best communication results of
the acclerators. It clarifies that there is only a minor difference
between communication to or from the device. But there is
a quite large difference in transfer rates between pinned and
unpinned memory on GPUs.

G. DGEMM (B7)
In Figure 20, the results for a single threaded run with

variable matrix dimension of the DGEMM benchmark are dis-
played. Here the GPUs are omitted, because a single threaded
run does not correspond to the GPU usage model. It can be
seen that, for an increasing matrix size, the perfomance quickly
saturates.

The KNC has by far the weakest single thread performance
of all CPU-like systems, because the single CPUs in the
KNC have a rather limited performance compared to the other
multiprocessors used. Moreover, Sandy Bridge and Ivy Bridge
show nearly the same performance because they have more or
less the same microarchitecture. The Ivy Bridge performs only
a little bit better because of its higher clock. Finally, it can be
seen that the new Haswell shows the best performance, twice
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Figure 24. DGEMM on HW, thread number variable.
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Figure 25. SpMV results, CSR format.

the performance of the older systems.
Subsequently, Figure 21 displays the results of the

DGEMM benchmark for a full parallel run (now GPUs in-
cluded) with variable matrix size. Again, on all systems, the
perfomance rises quickly and reaches saturation for sufficently
large matices. As one would expect, the K80 shows the
highest performance, because it has the highest theoretical
performance.

Figure 22 summarizes the performance results for the
dense matrix multiply operation. Here, only the best perfor-
mance over all matrix sizes is given. Moreover, the theoretical
(base) performance and the efficiency (performance divided
by theoretical (base) performance) for each system are shown.
As expected, the operation has better performance on the
accelerators due to their better raw floating point performance,
which can be utilized in a DGEMM operation. It can be seen
that, on the majority of the processor systems, almost peak
performance is reached. The Haswell processor even shows
better performance than the given theoretical peak performance
in Table II (related to the base clock). This can be explained
by the intelligent turbo boost and temporal overclocking of
these processors. Moreover, the Haswell processors are the
first CPUs that reach (nearly) one Teraflop performance. That
makes them comparable to even recent accelerators. Haswell
outperforms the older Fermi architechture and the KNC, which
does not reach its theoretical performance at all. The Haswell
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Figure 26. SpMV results, ELL format.
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results for matrix multiply are on nearly the same level as the
recent Kepler K20m GPU and are only clearly beaten by the
new Kepler K80 (with one GPU used). The K80 also shows
better performance than its given theoretical peak performance
based on the base clock. Again, this can be explained by the
use of turboboost.

Furthermore, the number of threads on the CPU systems
and KNC were varied for a dense matrix with a fixed size
(n = 5,000) that is large enough to reach the compute perfor-
mance limit. The results for that configuration are shown in
Figure 23. For the KNC, the performance increases linearly
(logscale used) until all threads are used. However, for all
CPU systems, the performance increases linearly until a certain
point (hyperthreads come into use) and then remains at that
level. In Figure 24, this is shown for the Haswell architecture.
Here, without the logscale, one can clearly see the linear
increase in performance. Moreover, the figure clearly shows
that the stagnation begins when hyperthreads are used. For the
KNC this is different. Here, the hyperthreads have to be used
to achieve performance [32].

H. SPMV (B8)
Figures 25 and 26 show the results for the SPMV bench-

mark using the CSR format and the ELL format, respectively.
For the multiprocessors and the KNC, the number of threads
was varied. For the GPUs the cuSPARSE library was used,
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Figure 28. SpMV on KNC, CSR and ELL, different thread mapping.

consequently, the parallelism could not be explicitly controlled.
Hence, in all SPMV figures, the GPU results are presented as
a dashed line. In Figure 25, the results for the CSR format
using the MKL and the cuSPARSE library are shown, because
it is assumed that these highly optimized vendor libraries can
achieve the best performance for the particular architectures.
Overall, it can be seen that, for the test matrix in CSR format,
the KNC shows the weakest performance, the Haswell CPU
can compete with the older M2050 and K20m and the K80
shows the best performance. For the multiprocessors, it can
be seen that the execution time first declines, but then rises
again after a certain point (details see below). For the KNC,
the execution time decreases steadily until all cores are used,
again when the last core gets utilized there is a jump in the
execution time because of the operating system administration.

Figure 26 shows the results for the ELL matrix format that
is supposed to be a more suitable format for GPUs compared
to the CSR format [43]. For the test matrix, this can indeed be
verified, because here all GPU systems show relatively better
performance than the multiprocessor systems and the KNC,
which again has the weakest performance. Moreover, even the
absolute execution times show an improvement for the GPUs
and a degradation for the multiprocessors and the KNC. For the
multiprocessors and KNC, the results of the scattered thread
mapping are shown because this performed better on these
system (again, for details see below).

As a summary, in Figure 27 only the best results for a
system and a format are given. All GPU systems perform
well, compared to the multiprocessors and KNC. The K20m
performs around 26% faster than the M2050 using the ELL
format. The low performance improvement of the K20m can
be explained by the fact that the SPMV operation is memory
bound and the memory bandwidth of the K20m is only around
25% higher compared to the M2050. Similar relations apply
for K20m and K80. Surprisingly, the KNC shows the weakest
performance in this test although this card has the highest
nominal memory bandwidth of all used systems. The low
performance is related to the bandwidth results, where the
KNC reached only half of its peak memory bandwidth.

We investigated further the weak performance of the KNC.
Figure 28 shows results on the KNC for the CSR and ELL
format. Here a rather simple own OpenMP implementation
with different thread mappings was used and performance
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Figure 29. SpMV results on HW, CSR and ELL, different thread mapping.

compared to the Intel MKL version. The figure shows that our
own CSR version with all thread mappings performs better
than the Intel MKL version.

Figure 29 shows detailed results for the Haswell multipro-
cessor. Here the SPMV using CSR and ELL with different
thread mapping and the implementation of the MKL for the
CSR format are compared. The CSR format has an overall bet-
ter performance for this matrix on the Haswell multiprocessors
than the ELL format. Again, the curve for the execution time of
the scattered kernels has jumps due to the use of hyperthreads.

Once more it should be pointed out that, as a common
representative of memory bandwidth-bound application ker-
nels, the SPMV benchmark should give a rather general view
on these architectures. For detailed insights on computing
techniques and further formats for sparse matrices see, for
example, [3], [4], [43].

VII. DISCUSSION
Characteristics of the examined architectures could be

revealed using the proposed benchmarks. Additionally, the
effect of different thread mappings for CPU based architectures
was shown.

For memory latency, GPUs are still behind CPU-based
systems in absolute times, but newer GPUs gain performance
in terms of relative clock cycles, alleviating the effects of
latency. However, on GPUs, latency time (and clock rate) is
traded against parallelism, which follows the usage model of
GPUs.

For the memory bandwidth benchmark, GPUs outperform
multiprocessor systems and also the KNC. Moreover, the KNC
shows a fairly weak memory bandwidth in practice, although
it has the highest theoretical memory bandwidth. If on CPUs
and KNC not all available hardware threads are used, scattered
thread mapping should be used, to utilize as much bandwidth
as possible.

For the atomic operations, it was shown that the strong
cache coherence model in CPU based systems is disadvante-
geous for the performance of that operation. This is especially
true for the current MIC architechture of the KNC, where a lot
of caches have to be kept coherent. The weak cache coherence
of CUDA has clear performance advantages here.

Barrier operations are usually used to separate different
program stages. The kernel launch time on a GPU (comparable
to such a use) is independent of the number of used threads
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blocks. This is different on CPUs where the number threads
and thread mapping have an impact on the performance of a
barrier. The more threads, the longer the time for the barrier
operation. But here a compact thread mapping is better for
barrier operations if not all available hardware threads are used.

For the reduction operation, for a small amount of data,
CPU-based systems with fast L1/L2 caches and a low latency
have an advantage compared to GPUs. For a large amount of
data, GPUs with the higher bandwidth outperform the CPUs.

For the communication between a host and an accelerator,
it was shown that, for GPUs, pinned memory should be used to
achieve good transfer rates. The accelerators generally reached
their respective theoretical transfer rates via the PCI Bus for
sufficiently large data packages. However, these PCI transfer
rates of at most 8/16 GB/s (2nd/3rd generation PCIe) are still
far behind memory transfer times of approx. 100 GB/s on
two socket CPU systems. Therefore, the PCIe is still a severe
bottleneck for accelerators. Particularly, the transfer of a small
amount of data shows only low transfer rates. Consequently,
the number of transfer packages should be reduced. Instead of
many small transfers, a few large transfers should be preferred.
Additionally, an asynchronous transfer should be used to hide
the latency of such an operation. These aspects mean that
accelerators are not appropiate for kernels that depend a lot
on such a communication.

The DGEMM benchmark reached (near) peak floating
performance on all systems, when it was executed with enough
parallelism and sufficiently large matrices. For same gener-
ations, GPUs show a performance improvement compared
to CPUs based on their better raw performance. On CPUs,
DGEMM computations do not benefit from the use of hyper-
threads due to way hyperthreads work (see, for example, [46]).

Generally, memory bandwidth-bound kernels such as the
SPMV are far from reaching peak floating point performance
on a system. However, these operations can benefit from the
high memory bandwith of recent accelerators, especially on
GPUs. The KNC shows severe problems here. This result
reflects the result of the memory bandwith benchmark, where
the KNC showed a weak performance, too.

VIII. CONCLUSIONS
This paper introduced a set of benchmarks to determine

important performance parameters of single-node parallel sys-
tems. One or a combination of these parameters are often
performance limiting in parallel applications. The benchmarks
can easily be ported to other architectures.

The benchmarks were applied to systems of the same basic
architecture but different processor generations (Intel Haswell,
Ivy Brige, Sandy Bridge) as well as to different architectures
(CPU, two different accelerator architectures).

It was shown that some parameters (e.g., the memory-
related ones) show fairly different performance characteristics
between the systems, qualifying or disqualifying a system for
certain application classes. In contrast, all systems showed
similar behavior for compute-dense problems reaching near-
peak floating point performance, which is reasonably compara-
ble between accelerators and latest generation multiprocessors.
Due to design decisions in the processor architecture, graphic
processors show a remarkable performance on some synchro-
nization operations, operations that often limit the parallel
performance.

For certain application classes, additional performance pa-
rameters might be important where appropriate benchmarks
could be developed as well. This paper discussed only single-
node parameters. An extension of this work would be to
include cluster architectures, i.e., multiple-node architectures.
Further investigation could include also the impact of different
programming models such as OpenACC or OpenCL instead of
CUDA on a GPU.
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Abstract—This paper describes the concept and realization of an
architecture using cloud-based smart components to achieve a
more responsive production system that provides a modular and
re-configurable production framework. For each important part
of the plant and the manufactured product, digital virtual copies
are created and stored in active digital object memories, a unified
structured format for data access and further processing. Cyber-
Physical Systems act as intelligent nodes within the cloud-based
network and guarantee the function of technical communication
and data exchange. Moreover, these systems continuously perform
and execute almost autonomous simple state and feature checks,
up to a certain level of complexity. In various points of the
production process these simple checks can ensure or even
optimize the quality of the product. An assistance system makes
use of these technical solutions and manages and monitors
the distributed components and their responsibilities for quality
assurance during the whole production process. In compliance
with prescribed quality characteristics and the situational context
necessary processing steps are defined or rearranged.

Keywords–active digital object memory; cyber-physical systems;
cyber-physical production system.

I. INTRODUCTION

The present approach of intelligent manufacturing, called
cyber-physical Production Assistance System (cPAS), shows
the realization and implementation of a concept of networked
autonomous devices, sensors and machines that monitor them-
selves and perform condition-based, decentralized small tasks
for continuous monitoring and self-diagnosis by simple state
checks. The crosslinking is carried out by upstream Cyber-
Physical Systems (CPS) and the data storage and the extended
decentralized monitoring is realized by Active Digital Object
Memories (ADOMe) [1].

The industry is facing a change and needs improved
production system efficiency and robustness through more
flexible, automated production, because it will no longer be
sufficient to produce good products in high quality. The current
order of the market is shifting more and more towards the
idea of contemporary customer-specific individual production,
combined with the shortest possible cycles for development
and processing, different product variants need to be made in
almost no time [2]. However, this flexible approach also requires
that future factories must be easily adapted and converted
to the order situation, but this is time-consuming and costly.
To make such a complex task more manageable, parts of
the plant, e.g., sensors, machinery and products need to be
developed that will make a flexible and modular engineering
possible. Through the application of innovative self-monitoring
techniques for manufactured products and field devices the
efficiency in production will be increased [3]. Nowadays, as a

general trend, the focus shifts from pure engineering, which is
based on mechanical processes, to software-controlled processes
that offer potential for further optimization [4].

The evolution of the Internet to the Internet of Things
(IoT) corresponds to the fusion of the real and the virtual
world. When considering this trend, CPS play a main role by
coupling the different scientific worlds - mechanical engineer-
ing, electrical engineering and computer science. This trend
reveals the German industry that it stands on the threshold
of the fourth industrial revolution (Industrie 4.0) [3]. Future
production processes are characterized by specific requirements
to the individual manufacturing of products. This opens up
new requirements for highly flexible production systems, and
increasing efficiency in industrial production processes will
become a significant competitive factor. CPS form a solid basis
for Industrie 4.0 [5], and this approach shows the integration
of these systems in a real production environment. The vision
of Industrie 4.0 describes the digital transformation of industry
and the networking of production and products. With the
development of Industrie 4.0, machinery, equipment and sensors
are communicating with each other and exchange data. This
leads to a combination of the physical and the virtual world
[2], [3].

The development of component-based machine-to-machine
(M2M) communication technologies enable field devices to
exchange information with each other in an autonomous way
without human intervention. The concept of IoT extends this
M2M concept by the possibility to communicate and interact
with physical objects, which are represented by CPS. These
CPS provide the necessary computing power, storage, sensors
and ubiquitous access to the functionality of the instrumented
machines and field devices [6], [7]. In this approach, all
major field devices are equipped with CPS and installed
in spatially separated production lines. The idea goes here
towards the concept of “retrofitting” [8]. Retrofitting means the
advanced equipment of existing facilities through additional
hardware: function-enhancing modules for communication and
distributed processing. With this instrumentation, it is possible
that individual field devices and the manufactured products
communicate with each other, until the industrial plant meets
the standards and directives of future factories and principles
of Industrie 4.0 [9].

In Section II, this paper gives an overview of used
technologies and introduces the terms field devices, IoT, CPS,
automation pyramid, active digital object memories, smart
factories and smart products. It closes with a with a brief
summary that addresses the importance of networking in the
industry and manufacturing domain. Section III describes the
concept of cloud-based manufacturing, the modeling, and
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distributed decentralized CPS and corresponding locally and
globally stored data structures. Section IV describes the scenario
and application domain and shows how the approach and the
developed framework can be used in this industrial environment.
In the following Section V, the technical realization of an
infrastructure for distributed CPS-based product memories and
the upstream assistance system of the CPPS is shown. Section
VI gives a conclusion and an outlook on future work.

II. BACKGROUND

A. Field Devices

Field devices are electronic devices that are located at the
field level, the lowest level in the hierarchical level model for
automation. They are associated with sensors that, on one hand,
detect the data of the measuring points and on the other pass
the control data to the actuators. At certain time intervals, field
devices continuously supply measured data for process control
and receive control data for the actuators.

B. Internet of Things

The inexorable growth and innovation diversity of informa-
tion and communication technologies leads to a fundamental
change in daily life. Computers are becoming smaller and
can be used almost anywhere. They are built almost inside
of all of our technical equipment, e.g., smart watches that
track bio-physical data. These devices provide a wide range of
technical capabilities that can be used quite comfortable and
allow individual components to communicate and cooperate
by constantly exchanging sensor information. Following this
future trend it can be expected that all utensils of our daily life
are turning into smart nodes within a global communication
network: this is called the IoT [10], a trend that will also find
its way into domains such as consumer electronics and also
industrial production.

The term Internet of Things was coined and popularized by
the work of the Auto-ID Center at the Massachusetts Institute
of Technology (MIT), which in 1999 started to design and
propagate a cross-company RFID infrastructure. In 2002, its
co-founder and former head Kevin Ashton was quoted in
Forbes Magazine as saying, “We need an internet for things, a
standardized way for computers to understand the real world”
[11]. This article was entitled “The internet of things”, and was
the first documented use of the term in a literal sense [12].

C. Industrial Internet

The idea of the Industrial Internet, also known as the
Industrial Internet of Things (IIoT), is a network of physical
components, systems and applications that contain embedded
technology to communicate. The term is coined by the company
Frost & Sullivan and refers to the integration or union of phys-
ical machines with their networked sensors and actuators with
complex software technologies, like Machine Learning, Big
Data, IoT, and Machine-to-Machine communication. Machines
are talking to machines and analyze and optimize data to
perform better. Different components, like sensors or actuators,
share intelligence and solve complex problems in combination
with a CPS.

For a better coordination, acceleration, and development
of Industrial Internet technologies the Industrial Internet

Consortium (IIC) was founded by AT&T, Cisco, General
Electric, IBM, and Intel, in 2014. This consortium of industry
players from multinational corporations attempts to establish a
comprehensive application of the identified technologies.

The focus of the IIoT is on improving efficiency, safety,
productivity of processes in the field of production. Optimized
machine-to-machine communications, efficient parametrization,
easier monitoring, and a better planning of capacities leads to
a significant cost reduction in production and to a quick return
on invest [13].

D. Cyber-Physical Systems

In the fields of agriculture, health, transport, energy supply
and industry, we are facing a revolution, a new era, and the
IoT will open up new ways and possibilities in the upcoming
years. Modern information technologies connect data out of
different areas and bring them together. This works, if there
is a virtual counterpart for every physical product, that can
reproduce, by means of sensors and cameras, the environment
and the context to combine simulation models and predictive
models.

Therefore, the paradigm of the IoT describes distributed
networks, which in turn are composed of networks of smart
objects. As a technical term for such smart objects, the term
Cyber-Physical System (CPS) was coined [14]. The main
feature of a CPS is that the information and communication
technologies were developed and finely tuned to create virtual
counterparts to physical components. CPS link data of the
real world and this increases the effectiveness and does not
encapsulate computing power in an embedded system. Over the
communication channel available distributed computing power
can be used to solve problems within a network.

The IoT and CPS are not fundamentally new concepts.
Indeed, Simon [15] already identified the importance and
benefits of combining both, physical and virtual domains. His
approach was presented many years ago, when not all embedded
platforms and manufacturing techniques were developed as
today. In fact, the possibility to develop and use a mature
platform and techniques are nowadays widely accepted by the
industry. Production processes in the context of the initiative
“Industrie 4.0” of the federal German government can be fine-
grained equipped with sensors and deliver real-time internal
and external production parameters in an very high level of
detail [3], [16].

These following four features typically characterize CPS [17]:

• A physical part, e.g., sensors and actuators capture
physical data directly. This allows a direct influence
on physical processes.

• A communication part, e.g., connected to digital
networks: wireless, bound, local, global. This allows
the use of globally available data and services.

• A computation part, e.g., save and evaluate data and
interact on this basis, active or reactive with physical
and digital worlds.

• An interaction-layer for HMI, e.g., feature a range of
interfaces for multi-modal human-machine interaction.
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This provides dedicated facilities for communication
and control, like control by speech and gestures.

In this approach, CPS are embedded micro-controllers
installed either inside or outside of physical objects, responsible
for the connection and communication over a network, e.g.,
the Internet. The technical aspect of classical embedded
systems is extended by the idea of Real World Awareness
and tight integration in digital networks. In the context of this
implementation, CPS act as digital counterpart and couples the
real and the virtual worlds [5], [18]. Furthermore, the “Real
World Awareness” and dynamic integration of CPS is based on
three basic principles: self identification (Who am I?), service
exploration (What do I offer?) and active networking (Where
are my buddies?).

E. Cyber-Physical Production Systems

The application of CPS in production systems leads to the
Cyber Physical Production Systems (CPPS), in which products,
machines and other resources are represented by CPS sharing
information and services across the entire manufacturing and
value network. Future factories use CPPS, semantic machine
to machine communication (M2M) and semantic product
memories to create smart products [19]. These smart products
are the basis for smart services that use them as a physical
platform.

Overall, a CPPS, which is based on decentralized production
logic and networked principles, offers advantages in terms
of transparency, adaptivity, resource efficiency and versatility
over traditional production systems. In the context of CPPS,
CPS are fundamental units that have almost instant access
to relevant information and parametrization of machines,
production processes and the product itself. On the automation
level of a CPPS all these information out of the CPS-network
is needed to run the manufacturing process successfully and to
make strategic decisions. For decision making and control of the
manufacturing processes, consistent and coherent information
of the “real” world is needed [20].

F. Automation Pyramid

Today’s conventional automation pyramid consists of three
clearly separated levels, see Figure 1. The automation level,
where sensors, actuators and in general field devices are located,
the Manufacturing Execution System (MES) level, and the
Enterprise Resource Planning (ERP) level. In each of these
levels, different planning and construction processes take place.
A new control paradigm, based on CPS and Service-Oriented
Architectures (SOA) that interact in an automation network,
and the direct communication and administration of field
devices puts a question mark on the strict separation of the
automation pyramid. The digital transmission and permeability
of the engineering is in the focus of current factories of the
future and softenings up the concept of the strict separation
in encapsulated automation levels, where a strong vertical and
horizontal communication of field devices within automation
systems is not considered [3], [21].

Through the vision of networking of Industrie 4.0 this strict
separation of the levels and the top-down approach of the
information flow is mixed. Intelligent networked devices can
operate independently and communicate with each other via

Figure 1: Conventional automation pyramid.

services that in turn can be used flexibly to support value-added
processes [22].

G. Active Digital Object Memories

The development of the IoT makes it possible to assign a
digital identity to physical objects [23], [24]. Paradigms, such
as human-machine interaction and machine-to-machine com-
munications are implemented by the use of clearly identifiable
markers, so-called smart labels. However, the identification is
not only bound to those labels, it can be also achieved by
integrated sensors or by providing identification methods.

These developments pave the way for the concept of Active
Digital Object Memories (ADOMe), which extend the usage of
smart labels by additional memory and processing capabilities
[25]. By the use of the product memory concept all data in the
life cycle of a product (manufacturer information, suppliers,
dealers and users) can be added, and furthermore, the data
exchange can be made over this specific memory model. Also,
memory-related operations can be performed by small scripts
in a local runtime environment directly on the ADOMe [26].
According to the functionality of these scripts it is possible to
closely monitor decentralized production processes and resource
consumption, to impove the quality of the products [27].

These innovative technologies and techniques are crucial
parts and the further development is highly supported in national
research initiatives, such as Smart Manufacturing Leadership
Coalition in the US [28] and Industrie 4.0 in Germany [3].

The next step in the development and to establish new
technologies is to evaluate, process and merge data from
existing enterprise resource planning systems (ERP) [29] and
data from different ADOMes. Both sources, considered as a
single unit, offer comprehensive access to domain knowledge
and contextual information. A more concrete description of the
industrial environment and the running manufacturing processes
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enables a better user assistance to automatically recognize
intentions and activities of the worker. Recommendations for
improvements of the current activity of the worker can be
presented proactively by the system. The approach of Haupert
et al. [30] refers to a system for intention recognition and
recommendation that shows an example scenario also based
on ADOMes.

Furthermore, the concept of digital product memories still
has an active part. This activity is realized in the form of
small embedded scripts that can be run in a separate runtime
environment on the specific CPS. Thus, according to the
computing power and storage capacity autonomously simple
tasks can be executed independently in a decentralized way.
In a certain interval or linked to events, deployed scripts are
executed and perform small tasks such as storage cleaning,
threshold value monitoring or target/actual-value comparisons.

The present work uses the idea of the Object Memory
Modeling (OMM) [31] and implemented an Application
Programming Interface (API) on this basis. OMM is an XML-
based object memory format, which can be used for modelling
events and it also defines patterns, so called block structures, to
store information about individual physical objects. Moreover,
this format is designed to support the storage of additional
information of physical artifacts or objects.

H. Fields of Application - Smart Factories and Smart Products

Powerful computers are becoming smaller, inexpensive and
energy efficient and suitable for the integration in devices, the
instrumentation of everyday objects and integration in clothes -
smart products. Tiny CPS-adapted sensors and actuators are
able to perceive and respond to their environment and interact
with connected services in the network. These sensor networks
are an essential piece of the foundation for future factories -
smart factories. Software-defined platforms, like CPPS, make
sensor data available and processable, enriched with intelligence
by integrated analysis methods for monitoring and controlling.
CPS-enabled factory modules or factory parts and the produced
smart products communicate and interact with each other. In
this context, ADOMes provide a way to collect and analyze
structured data and gives an answer to the question in which
format the obtained data sets of all connected CPS could be
stored. A smart service uses a smart product of the smart factory,
to use smart data as an asset, linked via semantic technologies,
see Figure 2 [32].

Smart factories and smart products characterize a generation
change to new, highly flexible and adaptive manufacturing
technologies for the production.

• More computing power in many small devices - extend
functionality of existing industrial plants with several
CPS.

• Better networked via Cloud-services.

• Gathering and fusion of information - local and global
data processing (sensors, actuators).

• Create object memories, and store product/object-
specific data.

Figure 2: Customization based on semantic technologies [32].

I. Summary

Goal of research in this field is the virtualization of the
traditional automation pyramid from sensor control to the ERP
level to achieve the synchronization of the digital and the
real world, as well as the integration of novel distributed
architectures into existing production systems. Mechatronic and
logical hierarchies must be decoupled and the turn to service
orientation leads to an adjustment of the existing hierarchical
layer structure. In our point of view, a production line, of a
Smart- or Future Factory, consists of many autonomous CPS-
enabled modules, which in turn could be composed of several
CPS. Only with the appropriate infrastructure it is possible to
create hybrid products, combinations of goods and services.

The IIoT uses the embedded technology of CPS to com-
municate and share intelligence within a network of physical
objects. It connects platforms, applications sensors, and devices
and enables improved availability and affordability of sensors,
devices, processors and other infrastructure components that
facilitate and provide a stable access to real-time information.

Figure 3: Cloud infrastructure.

Figure 3 shows the cloud that connects and combines
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infrastructure components, like the assistance system and the
ADOMes, the interaction layer via mobile devices (from the
perspective of the worker), the manufactured products, and
the field device level, e.g., sensors and machines. Based on
a systematic monitoring of all components intelligent data
analysis (data mining) can help to detect early signs of problems
or uncover impending problems on device level. This saves
maintenance costs and avoids a system break down.

III. CONCEPT OF DISTRIBUTED MANUFACTURING DATA

This concept is based on the idea of distributed manufactur-
ing data across a network. This distributed functionality forms
the basis for the independent configuration of system compo-
nents and the context-specific consideration by analysis tools.
In the implementation, we use the vision of agile automation
systems that is based on distributed CPS and SOA. This vision
defines a new control paradigm to improve traditional control
structures in the domain of industrial automation [21], [33] and
puts focus on the four-stage concept of intelligent behavior of
production systems [5]:

1) Communication and distributed functionality
• Factory as a network of mechanical parts
• Resolution of the communication hierarchy
• Horizontal and vertical integration

2) Adaptivity and autonomy
• Independent configuration of the system control at

run-time
• Autonomous control of machining processes by

target
3) Context-sensitive cognitive machine systems

• Dynamic adjustment of production parameters is
determined by environmental influences

• Consideration of knowledge of products and sys-
tems to optimize production by target

4) Self-optimizing production systems
• Independent setting of production targets of the

individual process steps for the comprehensive
optimization of the value chain

Today’s efforts tackle the challenges, described at the first
stage communication and distributed functionality, with focus
on the horizontal and vertical integration and the communication
without hierarchical restrictions. This work exactly aims on this
aspect and considers a production line of a smart factory as a
sum of several autonomous CPS. In addition to these aforemen-
tioned smart products, there are also intelligent CPS-enabled
ADOMes that structure the accruing data of field devices
and produced objects and make them accessible. Accordingly,
each of these systems is able to act self-regulating and self-
monitoring as autonomous factory component, consequently
they are able to communicate with each other.

To get a higher impact and more context-sensitive adaption
of the production system, the heterogeneous environment of
a production line must be virtually mapped and formalized.
In this concept we use the ADOMe-approach in combination
with suitable models that describe resources and the situational
context. These models minimize the dependencies between
technologies providing flexibility and individual adaptability.
The creation, maintenance, evaluation and handling of the

models require a series of processing steps that have been
merged into one production system to achieve a combination
of decentralized control, data storage, and access.

A. Cloud-based Manufacturing

This approach makes use of the potential of a cloud-based
networked service platform to improve the manufacturing
process, information sharing, and quality management. The
advantages of the IoT and information technology, that ev-
erything is linked via network, promote the combination and
conversion of manufacturing and service, to integrate new
resources or orchestrate existing resources in the manufacturing
process in a new manner [34], [35]. Figure 4 shows the focus on
SOA and services, which means that the existing hierarchical
level structure needs to be adjusted. Tasks and functions of
individual systems will be divided and provided by services.
Functionalities of the MES level are split up and different
parts are assigned to the CPPS and the field device level. Basic
services describe field device functionality and each device also
addresses dedicated requirements and complex dependencies.
In addition, the services provide convenient access to their
knowledge sources and the parametrization of dedicated field
devices and sensors. Thus, it is possible to adjust a device for
the purposes of configuration or optimization within the cloud.

Figure 4: Cloud-based automation network.

Within the cloud network different resources, such as pro-
cessing power, memory or software, in the form of little scripts,
are provided dynamically and appropriately. In this approach,
small decentralized scripts perform simple comparison tasks,
like state monitoring and value checks, and the result is reported
to an upstream assistance system. In same cases a reaction,
like a rework task for drilling a whole again with another drill,
can be immediately triggered in the process.

The Object Memory Server (OMS), described in detail in
Section V-B, is a decisive infrastructure component that stores
ADOMes, according to the model of an application server to
serve a large number of users.
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B. Smart CPS-enabled Field Devices and Active Digital Object
Memories

In this approach, each field device has an upstream CPS,
described as CPS-enabled, but in the future existing micro
controllers and CPS merge to a smart system and take over
the tasks of networking and automation control. The specific
functionality of each the field device is offered by a service
description, e.g., Web Service Description Language (WSDL)
[36], in a SOA, shown in Figure 5. The networking of the
individual devices is carried out in accordance with an IP
network.

Figure 5: Smart CPS-enabled field devices.

From the user perspective it is absolutely essential to
save the production data both locally and globally in a
respective ADOMe. This is intended for safety reasons in
case of failure or network problems to provide additional
security and another possible way to access the production
data. Whereby both versions differ from each other, the local
memory represents only a subset of the global memory. Because
large amounts of data or storage-intensive data types (e.g.,
CAD drawings, manufacturer documentation and other internal
company documents, videos and examples, electrical wiring
diagrams, data history) must be stored in the global version
of the ADOMe, because the storage capacity of embedded
systems is usually tight. Taking into account these memory
restrictions, the local version is an adaptation or filtered version
of the global ADOMe, only the necessary information, required
for operation and production are stored here. But to accomplish
this and to create a special limited local version of an ADOMe,
there exist synchronization points and communication structures
to ensure the correct synchronization when modifying local
or global variables or parameters. Nevertheless, the specific
parametrization of field devices should be done first on the
unit’s local ADOMe and shall be directly accessible. For the
fine tuning of dedicated field devices, it is to complex and
not practicable to access the central CPPS or global ADOMe.
This decentralized parametrization can also be advantageous by
setting up a new plant whose infrastructure is also still under
construction, or when plant parts are reconstructed and quick
compatibility checks must be performed using local data access.

Moreover, by the idea that the data is available on the produced
object, the ability is given to access these information, just in
other factory halls or other companies without access to the
central network. Due to the possibility, to keep only certain
production data locally in the product’s object memory, no
sensible production data leaves the factory.

C. Data Modeling and Interpretation

Modeling is an aim to make a feature or part easier
to understand, define, monitor, and analyze by referencing
on common knowledge. Modelling processes using semantic
technologies provide machine- and as well as human-readable
descriptions. Such descriptions give more control on the defined
processes compared to syntactic technologies in terms of
meaningful relations, reusability, and interoperability.

Within complex processes of modern production facilities
information from different sources of knowledge are used to
monitor and analyze the expiring manufacturing processes.
A simplified representation of complex processes and data
structures by special classification structures or taxonomies of
categories and concepts can contribute added value, because
problems, e.g. of field devices or machines, can be detected in
an early stage of production. Figure 6 shows needed parts for
a uniform description of field device functionality.

Figure 6: Uniform description of field device functionality.

As a solution of this project, we created semantic models
of the different application domains that represents the proper-
ties and characteristics of the factory environment, sensors,
processes, products and field devices and describes them
formally and unambiguously. To bind all of these different
application models via one situational base model allows
drawing connections, so-called implicit dependencies, e.g., of
certain groups of devices or users and processes.

The situational model represents the data structures from
all connected application domains, see Figure 7. The user
model gives a personalized view on handling user roles and
skills. Whereas the device and resource model creates a
semantic description for the whole factory view. This includes
large amounts of sensor and field device data as well as the
functionality parametrization of these different devices. The
process and the product model handle large amounts on process
or product data. One goal of this approach is to examine
technical specifications and dependencies of products and their
quality characteristics and create a specific model, in order to
make a discovery or usage in the production process possible.

Through the use of such a device model, neighboring CPS-
enabled devices can communicate with each other. This allows
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Figure 7: Models of different application domains.

a better coordination of relevant dependencies of field devices
with encapsulated functionality, e.g., just to define the transfer
points of a workpiece or the conveyor belt height and speed.
Furthermore, this model also allows the aggregation of field
devices within a production line. Specific manufacturing steps
can be carried out in encapsulated manufacturing steps of a CPS-
enabled field device, but all processes are effectively planned,
managed, and overall controlled by inference mechanisms at
CPPS-level.

Involving semantic technologies in the industrial domain of
manufacturing requires a comprehensive analysis of existing
approaches, standards and guidelines. The examination, analysis
and evaluation of existing research approaches and standards,
currently used in the field of automation and process industry,
leads to the conclusion that there exists no model for the
description of field devices which could be taken without any
change or adaptation. To find or develop an existing approach,
an analysis and assessment has been carried out, describing how
semantic technologies in exactly this areas are used. Private
domain models, e.g., to describe field devices of specific plant
parts in detail with information classes and concepts have been
build on this consideration. Furthermore, this model formally
represents encapsulated specific control knowledge and concrete
parametrization of field devices in machine-readable structures.
This is also important for further processing of the data in
order to use background, environmental or implicit knowledge
by inference mechanisms.

IV. SCENARIO

In our scenario, depicted in detail in Figure 8, we take the
specific case of the production of a gearbox that should be
improved or modified during the manufacturing stage. The focus
is on the milling of the base plate and the subsequent process
of assembling the individual parts. First, the bottom plate is
milled and verified by camera, before in a second production
step, the product is assembled. These processes take place in
different production lines, which are coupled via a workpiece

carrier (WPC). The WPC accompanies the product through
the milling, assembling and processing cycle and carries the
product physically. The WPC is also equipped with a CPS-
enabled ADOMe, which couples the physical product part with
its virtual counterpart, which represents all product-specific
data. Within this interconnected infrastructure, the WPC has
access to all information of the product, to provide relevant
and necessary data at the respective part of the industrial plant.
The WPC communicates with the ADOMe of the respective
object, to provide information for the next production step.
Thus, produced objects can be registered early in the process
flow.

Figure 8: Production scenario.

Beside the idea to structure information in a unified struc-
tured format, another goal of this approach is the decentralized
autonomous processing of information and immediate derivation
of a solution on a CPS-enabled ADOMe. After milling a small
script, which has already be embedded to the local ADOMe of
the product, checks in a comparison task, whether the actual
values match to the specified target values, which are also stored
in the same ADOMe. This review will determine, whether the
product is fine and meets the quality requirements for the
production order, if rework is necessary or it is a faulty product.
If reworking is required for that workpiece, a note is stored
in the product’s memory and the product can be supplied to
the production cycle again, when a correctable deviation can
be solved directly in the production line. The delayed delivery
of produced products, because of reworking, can bring the
production process to a standstill. Such bottlenecks can be
identified and communicated early enough, so that the overall
system is able to reschedule the production workflow.

The smart product knows the sequence and which operations
a machine did during the production cycle. Each action is stored
by timestamp in an ADOMe. In this assembling scenario of
a gearbox, many parts exist that look very similar and have
to be prepared and assembled in a certain order. In many
cases, it is difficult or not possible to distinguish the material
characteristics and the suitability of the gear parts with the
naked eye, or depending on the order specification materials of
different quality, e.g., stainless steel, titanium or steel, are used
and incorporated in the gearbox. In this special case, every
produced part has its ADOMe that allows access to the data,
which are needed for the next processing or assembling step
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and for reasons of quality assurance. Furthermore, every single
processing step is registered and must be compared with the
desired processing steps, defined in the detailed construction
phase of the product. Furthermore, also the quality of products
varies depending on the customer different dimensions of the
gaps are tolerated.

In order to deploy and synchronize a global ADOMe, an
server platform was created, the Object Memory Server (OMS),
which provides service functionality in the cloud or the local
network. This component is described in detail in Section V-B,
cloud-based manufacturing.

V. TECHNICAL COMPONENTS OF THE FRAMEWORK

The approach can be subdivided into three processing areas
that need to interact with each other. Figure 9 shows the
actual products and field device level, represented by each
CPS and the associated ADOMe, furthermore, the supply level,
where services, snippets and ADOMes are hosted as cloud-
based networked solutions, and the assistance level for decision
support and knowledge acquisition of the CPPS. Decision
making is based on the dedicated processing steps and the
context-adaptive provision of information of field devices and
manufactured products stored in their ADOMes. Each product
or field device has both a local and a global ADOMe. The local
ADOMe is stored directly on the CPS with limited memory,
and the global ADOMe, for storage-intensive data types, is
stored by a central server, the OMS.

Figure 9: Interaction of the individual components of the
framework.

A. Production Assistance System

In a CPPS with many decentralized CPS-enabled modules,
condition reports to the overall system are very important. The
adopted assistance system for CPPS acts as logical parent
unit and is based on managed information out of individual
product ADOMes. As presented in Figure 10, the contextual
evaluation and context-specific management of processes and
procedures is based on facts about the manufactured products
(ADOMe), the factory parts (factory model) and the current
situation, influenced by the manufacturing process and the
skills and role of the user (user model, situational model).

The assistance system monitors and supervises the course
of production based on process data of the production cycle,
and it also monitors and supports the decisions taken by the
decentralized scripts. If an intervention in the workflow of
the current manufacturing process is needed, based on all
converging information here, it generates precise instructions for
handling and rescheduling of the production order, or triggers
actions, such as maintenance, alteration, or replacement of
system components. These reactions of the system are defined
in context-dependent rules based on described models, which
represents the domain knowledge and the special vocabulary
and terminology. The system decides, whether the manufactured
parts are ready for further processing, if they must be revised
or if it is rejected goods. These actions are transferred to
and processed by the module for output presentation and
communicated to the registered clients and subsequent actors.
[30]

Figure 10: Contextual management based on a situational
model.

However, the focus of this approach is not on the con-
sideration and evaluation of complex relationships, for which
this assistance system has been designed, but first on simple
evaluation purposes, such as self-monitoring and the self-check
of quality parameters of a manufactured object or a single field
device within its ADOMe and its aligned embedded system.
Each distributed ADOMe performs its individual quality checks
and returns the data to the assistance system. For example,
when a field device is re-parametrized, recommendations are
formulated that rely upon the data stored in the history of the
memories of this device.

Within the system infrastructure, the tiny scripts, we named
them snippets, will be hosted in a central cloud-based Snippet
Store, see Figure 9. Moreover, based on the task description
of the assistance system, e.g., “quality control by target value
comparison”, concrete recommendations for scripts are given
which adequately provide the required skills. An appropriate
matching script is installed in the local ADOMe, when it is
compatible with the existing combination of hardware and
software of the CPS. The assistance system administrates the
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runtime of the local ADOMe and sets the execution interval of
the script. This scheduling job of the script runs the small tasks,
like memory operations or maintenance procedures, based on
necessary boundary parameters made dynamically available
on the product memory. Moreover, the assistance system must
react according to the notification or event mechanism and
create a listener functionality for this device configuration.
This means that the overall CPPS must check within a time
interval, whether the message or event status of an ADOMe
has changed. In accordance to these message or event types a
recommendation is triggered of the CPPS, which may affect
the current production process.

The component is used for decision support and the
derivation of recommendations. The structure and the data flow
of the assistance system with its input and output channels is
shown in Figure 11. Several information sources, like products
and machine parts, and also the decentralized working small
scripts report data in certain time intervals. All these information
are classified and evaluated by the assistance system using the
situational model and the models of the different application
domains. To evaluate the inputs, a rule system is used that
operates on a set of predefined rules, adapted to the present
compilation of the plant. The results of the evaluation process
are delivered to the presentation manager, which prepares them
for the respective user and his device.

Figure 11: Assistance system and data flow.

B. Object Memory Server

OMM-based object memories can be created and stored as
XML-file or binary block, but this is no longer practical for a
large number of memories. For this reason, the OMS has been
implemented, which can be embedded as a service in the cloud
infrastructure and manages all ADOMes. Figure 12 shows the
architecture and dedicated modules of the OMS that can be
orchestrated on demand, depending on the intended application
scenario. This server component allows the deployment and
undeployment of ADOMes at runtime and uses for protection

of the stored contents a role based authentication module for
restricted access. Currently, three different modes are supported
for data access: passwords, certificates and electronic ID cards
[37].

Figure 12: Server-based OMM Architecture [37].

Via a RESTful Web service interface the OMS permits
access to process data of each manufacturer and provides
the functions to create, store, replace, and modify the data
structures in a uniform and consistent manner. Figure 13 shows
the interaction of the CPS’ client layer with the OMS. The OMS
uses an generic software library to handle XML-based OMM
representations to structure and represent the delivered data in
an appropriate format. This entails the creation of OMS-records,
all communicated data are checked and traceably documented
at the time the information was accepted and inserted in the
CPS’ ADOMe [25]. But upon closer examination of the data
structures from different manufacturers, it becomes evident that
no approach is suitable for all requirements, hence the OMS
will always be characterized by a certain heterogeneity.

Figure 13: OMS creates ADOMe in production.

C. Interaction and Output Presentation

A smart factory can never operate without human employees,
so one key issue is the human to machine interaction. In a
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production process, a lot of information passes from monitoring
and control, but the problem usually lies in the overview and
the appropriate visualization. When people work together with
self-learning and self-adapting systems like CPS-based systems,
they need to understand each other and which processes are
internally occurring. Therefore, the user interface for technical
experts or operators is dynamically adapted by a personal
assistance system and its module for situational management.
This system creates specific UI-layouts or templates for the
presentation of contents for diverse mobile devices of the
workers (notebooks, smartphones, tablets, smart watches).
Currently available monitoring data are presented in adaptable
views in form of a curve visualization as depicted in Figure 14.
This overview allows the trained experts to draw conclusions
about the manufacturing process and possible bottlenecks.

Figure 14: Worker performing a maintenance task with a mobile
device.

First, the situational management component selects the
appropriate visualization for a registered device. This selection
is based on the situational model, that provides all gathered
information about the present situational factors (e.g., user
model, parametric influences of the location, factory and
production process). According to specific predefined inference
rules, which are applied to this model, a visualization pattern
is determined and prepared for different devices. In this
consideration, the special privileges and responsibilities play
a major role for an adaptive intelligent visualization, because
a technician requires a different view in error or maintenance
purposes, as a machine operator who inspects the up and
running plant.

VI. CONCLUSION AND OUTLOOK

This article described the conceptualization and implemen-
tation of a cyber-physical industrial environment and the use
of virtual counterparts of real physical objects, whose data
is stored in active digital object memories (ADOMe), hosted
on a dedicated Object Memory Server. The described Cyber-
Physical Systems (CPS) enable these memories to communicate
over the network and to fulfill small tasks in a decentralized
autonomous way, which contribute to the production cycle, like
storage cleaning, threshold value monitoring or target/actual-
value comparisons. The expertise of a fully fitted and configured
production line is now available and formalized in the dedicated
ADOMes of each plant part. Based on this data an assistance
system can easily assist in the configuration or reconfiguration
of new devices, machine parts, and CPS. Furthermore, the

permanent monitoring of the data generates a large amount of
data that can be used to improve the early detection of errors
and feedback loops, as well as for functional testing. This could
even reach a stage, referred to the case of maintenance, in which
production systems autonomously order spare parts long before
a component fails. With these interconnected CPS, it will be
possible to implement further product requirements, such as
the efficient use of energy and raw materials in production.
Moreover, it will be possible to personalize products and adapt
product features in regards to local needs and their individual
manufacturing process. According to the product lifecycle
management (PLM) and the deposited history in the active
digital object memories, it is easily possible to draw conclusions
from the product to the plant parts, which has manufactured
the product. This could be advantageous in cases of warranty
claims.

A smart factory can never operate without human employees,
so one key issue is the visualization of the stored contents of a
dedicated ADOMe. Future work will cover this topic and will
further develop strategies that will help to identify and visualize
important key values and how these should be presented to the
worker (e.g., via tablets or smart watches).
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[26] A. Kröner, J. Haupert, C. Hauck, M. Deru, and S. Bergweiler, “Fostering
access to data collections in the internet of things,” in UBICOMM 2013,
The Seventh International Conference on Mobile Ubiquitous Computing,
Systems, Services and Technologies, W. Narzt and A. Gordon-Ross,
Eds. IARIA, 2013, pp. 65–68, best Paper Award.

[27] L. Abele, L. Ollinger, I. Dahmann, and M. Kleinsteuber, “A decentralized
resource monitoring system using structural, context and process informa-

tion,” in Trends in Intelligent Robotics, Automation and Manufacturing.
Intelligent Robotics, Automation and Manufacturing (IRAM-2012), vol.
330. Springer Berlin Heidelberg, 2012, pp. 371–378.

[28] “SMLC Forum: Priorities, Infrastructure, and Collaboration for
Implementation of Smart Manufacturing: Workshop Summary
Report,” Workshop Summary Report, 2015, [retrieved: March
2016]. [Online]. Available: https://smartmanufacturingcoalition.org/sites/
default/files/smlc forum report vf 0.pdf

[29] L. Wylie, “A Vision of Next Generation MRP II,” Gartner Group, 1990,
pp. 300–339.

[30] J. Haupert, S. Bergweiler, P. Poller, and C. Hauck, “IRAR: Smart
Intention Recognition and Action Recommendation for Cyber-Physical
Industry Environments,” in Intelligent Environments (IE), 2014 Interna-
tional Conference, 2014, pp. 124–131.
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Abstract—Person re-identification is a crucial step in an indoor
human localization system. It is a problem of person identity
association at different locations and times. This paper presents
a method for person re-identification in the context of multi-
modal person localization using WiFi and camera. From the
human region of interest determined by human detection, our
method builds a visual signature of the person based on kernel
descriptor and performs person re-identification by applying
ranking Support Vector Machine. The evaluation results on
several benchmark datasets as well as our dataset built in the
context of multimodal person localization confirm the robustness
of the proposed method.

Keywords–Multimodal person localization; Person re-
identification; Human detection.

I. INTRODUCTION

Person re-identification (Re-ID) and positioning are two
key problems in a typical human localization system. In case
of multi-object localization, we need to identify the person
who is localized, therefore, we know the determined positions
belong to which objects. Person Re-ID in camera network is a
hard problem and has increasingly attracted many researchers.
Three basic steps need to be done for vision-based person Re-
ID problem. Human detection in consecutive frames is firstly
executed, then feature extraction within the detected regions
and feature descriptor is generated, finally object matching
is done for Re-ID. Each step has its own challenges and
these strongly affect to the system performance. In general,
they include (1) illumination conditions that are different by
time and space; (2) pose, scale and appearance variation of
person at distinctive camera FOVs (Fields of View). This is
considered as the most challenging, because human appearance
features are mainly used in human re-identification systems;
(3) occlusions in which people are obscured by each other or
obstacles in the environment; (4) Re-ID scenarios involving
closed set Re-ID (the identified objects are included in both
gallery and probe sets) or open set Re-ID (the objects may not
be contained in the gallery set).

Many approaches are proposed for vision-based person Re-
ID problem, however, most of them are oriented to (1) build
a distinctive feature descriptor for each object and then apply
an effective object classifier for that or (2) design potential
distance metrics from data. In our previous work [1], we
concentrate on establishing a robust feature descriptor that
improves the original KDES (Kernel Descriptor) of [2], and
applying multi-class SVM as relative ranking for person Re-ID
in camera networks. The proposed method is evaluated on two
benchmark datasets (CAVIAR4REID and iLIDs) and our own
dataset named MICA1. With these datasets, the person ROI

(Region Of Interest) is manually determined. We extend our
previous work with two main contributions. First, in order to
make a fully-automated person Re-ID system, in the detection
step, we propose to use a fusion method based on GMM
(Gaussian Mixture Model) and HOG (Histogram of Oriented
Gradients) along with SVM (Support Vector Machine). Sec-
ond, we evaluate the proposed method on a dataset which
is built in the context of multi-modal person localization,
with both cases of automatic and manual person detection are
considered.

The rest of the paper is organized as follow. In Section II,
the related works on vision-based human Re-ID are presented.
Section III indicates a combined system of WiFi and visual
signals for human localization, in which appearance-based per-
son Re-ID problem in camera network is solved by improved
KDES. Some experimental results on benchmark datasets and
our dataset are shown in Section IV. Conclusion and future
directions will be finally denoted.

II. RELATED WORK

Design of a robust person descriptor is the most decisive
step for vision-based person Re-ID problem. Many kinds of
features are utilized for this, in which human body appearance
is the simplest and the most popular one. Color, texture, and
shape are features that can be extracted for human appearance.
In [3][4], color histogram is used for feature descriptor. There
are two ways to represent the image of detected people
with color histogram: global color histogram and local color
histogram. A single histogram is used in the first method
for the whole image, while in the second way, image is
divided into some parts and concatenating the part-based
color histograms is done to give a final result. Most reported
person Re-ID works pay attention on the second solution, such
as in [5], a weighted color histogram derived from MSCR
(Maximally Stable Colour Regions) and structured patches are
combined for visual description. In [6][7], color histogram on
different color models is calculated and syndicated with texture
features to make person descriptor more robust. Shape features
are also extracted for appearance model. However, they are
unstable because of non-rigid objects as people; so, in [8],
color and texture features are associated with shape feature to
enhance the effectiveness of person descriptor. Local region
descriptors, such as SIFT (Scale-Invariant Feature Transform),
SURF (Speeded Up Robust Features) and GLOH (Gradient
Location and Orientation Histogram) are evaluated in [9] for
person Re-ID in image sequences. The results show that GLOH
and SIFT outperform both shape context and SURF descriptor.
Additionally, a large number of visual features are exploited
for person Re-ID problem, such as Haar-like features, HOG
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(Histogram of Oriented Gradients), edges, covariance, interest
points, etc.

The next step in human Re-ID process is classification, with
two scenarios of single-shot and multi-shot being reported.
The first case is simpler with one-to-one matching between
a pair of probe and gallery image for each person, whereas in
the second scenario, each object has multiple images, either
in the gallery or the probe set. In general, the purpose of
classification in person Re-ID is finding out the most similar
candidate for a target or ranking the candidates based on
a standard distance minimization strategy, which is known
as distance metric. This metric can be chosen independently
(non-learning based method) [10] or learned from the data
(learning-based method) [11] in order to minimize intra-
class variation whilst maximize extra-class variation. They
typically include histogram-based Bhattacharyya distance, K
Nearest Neighbor classifiers, L1-Norm, diffusion distance [12].
Additionally, some later proposed methods, such as LMNN-R
(Large Margin Nearest Neighbor) distance metric in [13] or
PRDL (Probabilistic Relative Distance Learning) in [14] are
more robust.

To get an ID ranking list, distance scores between true and
wrong matches can be compared directly or relatively (ranking
the scores that show the correspondence of each likely match
to the probe image). The relative ranking treated by either
Boosting as RankBoost in [15] or kernel-based learning, such
as RankSVM [16], primal-based RankSVM [17] or Ensemble
RankSVM [7].

III. PROPOSED SYSTEM

In this section, we propose a fused system of WiFi and
camera for person localization. In this system, the important
role of person Re-ID based on the human appearance images
extracted from a combined detector of adaptive GMM and
HOG-SMV is analyzed. Thence, a new appearance-based
model based on KDES is build for each individual and based
on this, multi-class SVM is applied for person classification.

A. Overview of multimodal person localization system
Object localization is known as a problem of determining

the object position in the environment. For each user in multi-
user localization system, two problems of positioning (where
the user is) and identifying (who the user is) must be solved
simultaneously. A general diagram for object localization is
illustrated in Figure 1. In this figure, the input cues can come
from different sensors, such as optical, radio frequency, ultra
sound, inertia, DC Electromagnetic sensors, etc. From the input
cues, localization and Re-ID are executed simultaneously to
give the output for object position and ID. Multimodal object
localization is defined as a problem of multi-cue combination
for input or fusion of different positioning methods. As proven
by Vinyals et al. [18] and Dao et al. [19], compounding of
different models gives better positioning results than applying
a single model. Teixeira et al. [20] proposed to use the motion
signature taken from wearable accelerometer for identifying
people in camera network.

Our research aims at developing a multimodal person
localization system by using both WiFi and camera systems.
This offers some benefits in comparison with single-method
systems. (1) System setting cost is limited because of avail-
able WiFi infrastructure and uncrowded-deployed cameras. (2)

Localization

&

Re-Identification

Positions 

& 

IDs

Input cues

Figure 1. Flowchart of object localization system.

Positioning range is easily broaden by simply adding more APs
(Access Point) in the environment. (3) Computational expense
is much lower for WiFi-based than vision-based positioning
system. (4) The positioning accuracy is provided in accordance
with the application-specific demands. Although the camera-
based system brings more impressed positioning results, but
not every where in building needs high localizing accuracy. (5)
Sampling frequency is improved for the WiFi-based system,
because it has lower sampling rate (about one signal measure
per second) than vision-based system (approximately 15 fps).
(6) The information for person Re-ID becomes richer. One
object can be identified simultaneously by both WiFi and
camera systems. These ID cues can be used in the way
of supporting one another in multi-model object localization
system. For example, at a certain time, one object is localized
and identified by WiFi system, with the position of PWiFi and
the identity of IDWiFi (the MAC address of mobile device),
respectively. At the same time, this object is also determined
by Pcam and IDcam from camera system. However, PWiFi is
not as accurate as Pcam, whilst IDWiFi is clearer than IDcam.
Therefore, by using both of these systems, the object can be
localized by Pcam and identified by IDWiFi.

WiFi signals

& images
Positions 

& IDs

Multi-modal Localization

Check-in/Check-out 

Area

Surveillance 

Area

Learning IDs
Localization and 

Re-Identification

Figure 2. Multimodal localization system fusing WiFi signals and images.

Figure 2 shows a framework for our multi-model human
localization system using both WiFi signals and camera net-
work. The framework indicates that the proposed system is
implemented in two subregions of the whole positioning area:
check-in/check-out region and surveillance region. In the first
region, learning ID cues is executed. Person holding a WiFi-
integrated device will one by one come in and come out of
the first region. At the entrance of the first region, the person’s
ID will be learned individually by the images captured from
cameras and MAC address of WiFi-enable equipment held by
that person. One camera, which is in front door of check-in
gate, captures human face and then a face recognition program
is executed. Another camera acquires human body images at
different poses and learning phase of appearance-based ID is
done for each person. In short, in the first region, we get three
types of signature for each person (Ni): face-based ID (IDi

F ),
WiFi-based ID (IDi

WF ), and appearance-based ID (IDi
Apr).

Depending on different circumstances, we can map among
signatures of (IDi

F , IDi
WF ), (IDi

F , IDi
Apr), (IDi

Apr, IDi
WF )

and utilize them for person localization and identification in
the surveillance region. The user will end up his route at the
exit gate and he will be checked out by other camera. This

103

International Journal on Advances in Systems and Measurements, vol 9 no 1 & 2, year 2016, http://www.iariajournals.org/systems_and_measurements/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



camera acquires human face for person Re-ID, and based on
this, the user will be removed from the localization system.
By using check-in/check-out region, we can (1) control the
human appearance changes (the difference in cloth colors) at
each time people come in the positioning area, (2) decrease
the computing cost by eliminating the checked-out users from
the system, (3) map between different ID cues for the same
person.

In the surveillance region, two problems of person local-
ization and Re-ID will be solved concurrently by combining
visual and WiFi information. Figure 3 demonstrates a surveil-
lance region which contains WiFi range and camera FOVs.
In this region, the WiFi range covers some visual ranges (the
camera FOVs: FOV of C1, FOV of C2,.., FOV of Cn). This
means the user always move within WiFi range but switch
from one camera FOV to others.

WiFi range

FOV of C
1

FOV of C
2 FOV of C

n

���
�

  ����
�

����
�

 ����	
�

����
�

 ����	
�

����
�

 ����	
�

… . .

Figure 3. Surveillance region with WiFi range and disjoint cameras’ FOVs.

In each camera FOV and for an individual, we calcu-
late image-based and WiFi-based positions (P i

img , P i
WF ) and

IDi
Apr. From IDi

Apr, we know IDi
WF correspondingly by ID

mapping result taken from the first region. Outside the camera
FOV, there only exits the information of P i

WiFi, ID
i
WF , and

IDi
Apr, respectively. When people switch from one camera

FOV to others, their positions and IDs will be updated in the
WiFi-available region. The localization accuracy then be tuned
by combination of WiFi-based and vision-based systems.

From the above analysis, we see that finding IDi
Apr plays

a key role in the proposed multimodal person localization
system. It is used to link the object trajectories from one
camera range to others through the intermediate positioning
range of WiFi. Therefore, IDi

Apr must be shown at each
frame captured from different cameras in the surveillance area.
That means the appearance-based person Re-ID problem needs
to be solved. In this circumstance, it belongs to multi-shot
person Re-ID problem, with multiple images for each detected
person at different resolutions, lighting conditions, and poses
are processed.

B. Vision-based person re-identification
1) The system overview: The flowchart of vision-based

person Re-ID system is illustrated in Figure 4. It includes
three stages of (1) person detection, (2) feature extraction,
and (3) classification. Human ROIs (Region of Interest) are
extracted from the first stage and based on this, in the second
stage, feature extraction is done to build a feature descriptor
for each individual. A classifier is then applied to learn the
person model and predict the corresponding ID.

Person 

DetectionImage/video

ROI

Feature 

Extraction

Feature 

Descriptor
Assigned ID

Classification

Figure 4. A diagram of vision-based person Re-ID system.

In the first stage, a popular background subtraction tech-
nique of adaptive GMM [21] and HOG-SVM [22] are com-
bined for human detection. GMM is suitable method for real-
time applications, but in case people are in close proximity
or occlusion, it can not give the separated human ROIs for
each individual. This can be partially solved by applying a
HOG detector. However, the computation time for HOG-SVM
is higher than most other background subtraction methods. The
fusion of these two methods can help to achieve both accuracy
and real-time demands for human detection, as proved in [23].

In adaptive GMM method, K Gaussian distributions are
used to model the recent history {X1, .., Xt} of each pixel X .
The probability of the pixel value is then defined by a sum of
weighted Gaussian distributions as follows:

P (Xt) =

K∑
i=1

wi,t ∗ g(Xt|µi,t,Σi,t) (1)

where K is the number of distributions, wi,t are the mixture
weights, g(Xt|µi,t,Σi,t) are the component Gaussian densi-
ties, with mean vector µi,t and covariance matrix Σi,t of the
ith Gaussian component in the mixture at time t. When the
new pixels are matched with the model, the mean and the
variance values are updated using:

σ2
t = (1− η)σ2

t−1 + η(Xt − µt)
T (Xt − µt) (2)

µt = (1− η)µt−1 + ηXt (3)

where σt−1, µt−1 are the previous mean and variance of the
matched Gaussian, Xt is new pixel value and η is a learning
rate. Conversely, when no ones are matched, the least probable
component of the mixture is replaced by a new one modeling
the incoming pixel.

In the proposed fusion method of human detection, from
an input frame, if the human region is extracted by HOG-
SVM, this region will be taken for final human detection result,
otherwise the result of adaptive GMM is used. In case of
having the human detection results from both methods, the
area of the detected overlapping region between them will be
checked. If it is bigger than a threshold τ , then the matching
region is found and HOG-based result will be chosen as the
final one for human detection, whilst a false positive of HOG-
SVM or adaptive GMM is detected.

The second stage is done based on the results of human
detection in the first stage. In the second stage, the features
are extracted from the human ROIs and feature descriptors
are created for each individual. The details of a new person
appearance representation model based on KDES of [2] will
be shown in the next subsection.
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2) KDES-based person representation: The basic idea of
the representation based on kernel methods is to compute the
approximate explicit feature map for kernel match function
(see Figure 5). In other words, the kernel match functions are
approximated by explicit feature maps. This enables efficient
learning methods for linear kernels to be applied to the non-
linear kernels. This approach was introduced in [2]. Given a
match kernel function k(x, y), the feature map ϕ(.) for the
kernel k(x, y) is a function mapping a vector x into a feature
space so that k(x, y) = ϕ(x)>ϕ(y). Given a set of basis
vectors B = {ϕ(vi)}Di=1, the approximation of feature map
ϕ(x) can be:

φ(x) = GkB(x) (4)

where G is defined by: G>G = K−1BB and KBB is a D ×D
matrix with {KBB}ij = k(vi, vj), and kB is a D × 1 vector
with {kB}i = k(x, vi).

Kernel Trick

KDES

),( yxk

)()(),( yxyxk T φφ≈)()( yx φϕ ≈

)( xx ϕ→

Figure 5. The basic idea of representation based on kernel methods.

Like in [2], in this work, three match kernel functions
of gradient, color and shape are built from different pixel
attributes of gradient, color and local binary pattern (LBP). For
each match kernel, feature extraction is done at three levels:
pixel, patch and whole detected human region.

First, gradient match kernel Kg is computed from three ker-
nels of normalized gradient magnitude kernel km̃, normalized
orientation kernel ko, and position kernel kp. At pixel level,
a normalized gradient vector is constructed for each pixel z.
It is defined by magnitude m(z) and normalized orientation
ω(z) = θ(z) − θ(P ), where θ(z) is orientation of gradient
vector at the pixel z, and θ(P ) is the dominant orientation of
the patch P that is the vector sum of all the gradient vectors
in the patch. This normalization is unlike the approach in [2]
which presents θ(z) as orientation of gradient vector, and it
will make patch-level features invariant to rotation. In practice,
the normalized orientation of a gradient vector is:

ω̃(z) = [sin(ω(z)) cos(ω(z))] (5)

At patch level, the image with different resolutions will be
divided into a grid of a fix number of cells, instead of size-
fixed cells as in [2]. A patch is then set by 2 × 2 cells and
two adjacent patches along x axis or y axis are overlapped at
two cells. This division results in size-adaptive patches to the
different image resolutions, and nearly the same feature vectors
for the scale-varied images of intraclass are created (see Figure
6). In this work, this technique is utilized for KDES extraction

because of a large variation in human size caused by different
distances from pedestrian to the stationary camera. From this
remark, the gradient match kernel Kg is constructed as follows:

Kg(P,Q) =
∑
z∈P

∑
z′∈Q

km̃(z, z′)ko(ω̃(z), ω̃(z′))kp(z, z′) (6)

where P and Q are the patches of two different images needed
to measure the similarity, z and z′ denote the 2D positions of a
pixel in the image patches P and Q, respectively, km̃(z, z′) =
m̃(z)m̃(z′) is a positive definite kernel with the normalized
gradient magnitude m̃(z) = m(z)/

√∑
z∈P m(z)2 + εg , εg is

a small constant, ko(ω̃(z), ω̃(z′)) = exp(−γo‖ω̃(z)−ω̃(z′)‖2)
is Gaussian kernel over normalized orientation, kp(z, z′) =
exp(−γp‖z − z′‖2) is a Gaussian position kernel.

The approximate feature F̃g(P ) over the image patch P
is constructed in Eq. (7) with normalized gradient magnitude
m̃(z) and the feature maps of ϕo(.) and ϕp(.) for the gradient
orientation kernel ko and position kernel kp, respectively.

F̃g(P ) =
∑
z∈P

m̃(z)φo(ω̃(z))⊗ φp(z) (7)

where ⊗ is the Kronecker product, φo(ω̃(z)) and φp(z) are
approximate feature maps (Eq. (4)) for the kernel ko and kp,
respectively.

cell

Patch

Adjacent 

Patches

(a) (b) (c)

Figure 6. Illustration of size-adaptive patches (a, c) and size-fixed patches (a,
b) which is mentioned in [2].

Second, the color match kernel Kc is computed over color
pixels (RGB values) at position z as in [2] as follows:

Kc(P,Q) =
∑
z∈P

∑
z′∈Q

kc(c(z), c(z
′))kp(z, z′) (8)
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Figure 7. Image-level feature vector concatenated by feature vectors of blocks in the pyramid layers.

where c(z) is the color value at pixel z, and the Gaussian color
kernel kc(c(z), c(z′)) = exp(−γc‖c(z) − c(z′)‖2) shows the
similarity between two color pixels z and z′.

Similar to the calculation of F̃g(P ), the approximate color
feature over patch P is defined by:

F̃c(P ) =
∑
z∈P

φc(c(z))⊗ φp(z) (9)

Finally, the shape match descriptor Ks is built from local
binary pattern (LBP) attributes.

Ks(P,Q) =
∑
z∈P

∑
z′∈Q

ks̃(z, z
′)kb(b(z), b(z

′))kp(z, z′) (10)

where ks̃(z, z
′) = s̃(z)s̃(z′), and the standard deviation of

pixel values in the 3 × 3 pixel block around z is s̃(z) =
s(z)/

√∑
z∈P s(z)

2 + εs, and b(z) is a vector of binary codes
which label the pixel value differences in a local window
around z. The similarity of LBP features is measured by the
Gaussian kernel kb(b(z), b(z′)) = exp(−γb‖b(z)− b(z′)‖2.

The shape feature over image patch P is then derived as
follows:

F̃s(P ) =
∑
z∈P

s̃(z)φb(b(z))⊗ φp(z) (11)

The last level is achieved by creating a complete descriptor
for the whole image. As in [24], a pyramid structure is used
to combine patch features. Given an image, the final represen-
tation is built on the basis of features extracted from lower
levels using EMK (Efficient Match Kernels) proposed in [2].
First, the feature vector for each cell of the pyramid structure
is computed. The final descriptor is then the concatenation of
feature vectors of all cells.

Let B be a block that has a set of patch-level features
X = {x1, ..., xp}, then the feature map on this set of vectors
is defined as:

φS(X) =
1

|X|
∑
x∈X

φ(x) (12)

where φ(x) is the approximate feature map defined in Eq. (4)
for the kernel k(x, y). The feature vector φS(X) on the set
of patches is extracted explicitly. Given an image, let L be
the number of spatial layers to be considered. In this case,
L = 3 (see Figure 7). The number of blocks in the lth layer
is nl, X(l, t) is a set of patch-level features that fall within
the spatial block (l, t) (the tth block in the lth layer). A patch
falls in a block when its centroid belongs to the block. The
feature map on the pyramid structure is:

φP (X) = [w(1)φS(X(1,1)); ...;w(l)φS(X(l,t));
...;w(L)φS(X(L,nL))]

(13)

In Eq. (13), w(l) =
1
nl∑L

l=1
1
nl

is the weight associated with level

l.

The final feature vector is then concatenated from three
image-level feature vectors of gradient, color and shape.

Once KDES descriptor is computed, a multi-class SVM is
applied to train the model for each person. For each detected
instance, a list of ranked objects will be generated on the basis
of the class probabilities returned by SVM classification.

IV. EXPERIMENTAL RESULTS

This section presents the testing datasets and the compar-
ative results of person Re-ID obtained by using the proposed
method and some other state-of-the-art methods. The CMC
(Cumulative Match Curve) is employed as the performance
evaluation method for person Re-ID problem. The CMC curve
represents the expectation of finding correct match in the top
n matches.
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A. Testing datasets

In our experiments, two multi-shot benchmark datasets
of CAVIAR4REID and i-LIDS for person Re-ID are chosen
for evaluating the proposed KDES descriptor. These datasets
contain the manually-extracted human ROIs and most of the
state-of-the-art methods for person Re-ID are evaluated on
these. In order to evaluate the person Re-ID performance in
real scenarios of vision-based human localization system, the
automatically-detected human ROIs should be considered. A
new dataset with the human ROIs resulted from auto human
detector (as mentioned in Section III-B1) and manual cropping
is built for the person Re-ID evaluation.

The CAVIAR4REID dataset includes 72 pedestrians, in
which 50 of them are captured from two camera views and the
remaining 22 from one camera view. i-LIDS dataset contains
119 individuals, with the images captured from multi-camera
network. In ETH dataset, multiple images of diverse human
appearances are captured by a moving camera.

Concerning to our dataset, we build it for multimodal per-
son localization evaluation. A database for testing appearance-
base person Re-ID is also established in this. Figure 8 shows
a floor plan of the office building. It is set as the testing
environment for our combined person localization system. At
the entrance, people hold smart phones or tablets go one by one
through the check-in gate, then move inside the surveillance
area, and finish their routes by going out check-out gate.

Figure 8. Testing environment.

In the check-in and check-out area, we set three cameras.
Two of them are used at the entrance. One camera captures
human face in order to check-in user by face recognition. The
remaining camera acquires human body images at different
poses. This will help the system learn appearance-based signa-
ture of the checked-in user. The third camera is used to capture
human face at the exit, and based on this, the system will check
out or release the user from its process. In the surveillance
area, four cameras with non-overlapping FOVs are deployed
along the hallway and in a room. People are detected, localized,

and re-identified at each frame captured from these cameras.
Besides this, 11 APs are established throughout the testing
environment. RSSIs (Received Signal Strength Indicators) and
the MAC address are consecutively scanned and sent from
mobile device to the server to calculate the position and ID of
the device holder.

In short, a total of seven AXIS IP cameras and eleven
APs are deployed throughout the testing environment. These
cameras and APs are fixed at certain distances from the floor
ground (about 1.6 m - 2.2 m for cameras and 2 m - 2.8 m for
APs). They are configured with static IP addresses. The camera
frame rate is set to 20 fps and image resolution is 640x480.

Two scripts are proposed for building the human Re-ID
datasets. The first script, namely MICA1 [25], includes 25
people and the second script called MICA2 [25] contains 40
people moving in different routes in the testing environment.
Each person spends from 3 to 5 minutes for his route. An
approximation of 800 values of RSSIs are scanned, about 3000
frames are captured for each camera in the surveillance area.
All acquired frames are processed as real Re-ID scenario of
multimodal pedestrian localization system.

In the MICA1 dataset, the human ROIs are manually
extracted from video sequences acquired by the cameras. The
training images are captured from the entrance camera so that
they present the variety of human poses at different viewpoints.
The images captured from four cameras (Cam1, Cam2, Cam3,
Cam4 in Figure 8) in the surveillance area are processed for
testing phase of person Re-ID. Examples in the MICA1 dataset
are shown in Figure 9, with the images on the top are used for
the training phase of the appearance-based human descriptor
and the images for the testing phase are shown at the bottom.

In the MICA2 dataset, the training images are captured
from Cam2 and the testing images are acquired from Cam1,
Cam3, Cam4. Unlike the MICA1, the training images in
the MICA2 dataset are nearly taken from two viewpoints of
front and back (see the images on the top of Figure 10).
The testing phase is done with the human ROIs extracted
both manually and automatically from the images captured
by Cam1 and Cam4. The examples of manually-cropped and
automatically-detected human ROIs used for testing phase are
shown respectively in the middle and at the bottom of Figure
10.

In comparison with other person Re-ID datasets, such as
iLIDS, CAVIAR4REID, our datasets have more variations for
intra-class images in terms of resolution, illumination, pose,
scale, and occlusion. In our datasets, the human ROIs are
not only extracted manually, but also automatically from the
frames captured by many cameras at distinctive FOVs. Table
I shows the summary of these datasets.

B. Person re-identification results
The person Re-ID performance of the proposed descrip-

tor is compared with some other state-of-the-art methods
in two situations of human detection: manually-cropped and
automatically-detected human ROIs.

In the first situation, the benchmark datasets of
CAVIAR4REID and i-LIDS are used. These datasets contain
the human ROIs extracted manually from the captured frames.
In addition, the manually-cropped images in the MICA1 and
MICA2 datasets are also utilized in this evaluation. The
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Images for training in check-in region 

Images  for testing in surveillance region

Camera 1 Camera 2 Camera 3 Camera 4

Figure 9. Examples in the MICA1 dataset. The images on the top are captured from a camera at check-in region and used for training phase. The images at
the bottom are the testing images which acquired from 4 other cameras (Cam1, Cam2, Cam3, Cam4) in surveillance region.

Figure 10. Examples in the MICA2 dataset. The images on the top are captured from Cam2 and used for training phase. Images of human ROI with manual
and automatic detection are shown on the left and right groups, respectively.

TABLE I. Datasets for person re-identification testing. In the last column, the number of sign (
√
) shows the ranking for intra-class variation of the datasets.

Dataset Release
time # identities # cameras Label method Crop size Multi-shot Tracking

sequences
Intra-class
Variation

iLIDS 2009 69 1 Hand Vary Yes Yes
√

CAVIAR4ReID 2011 72 2 Hand Vary Yes No
√√√

MICA 1, 2 2015 25, 40 5, 3 Hand, Auto Vary Yes Yes
√√√√
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Figure 11. The results of proposed method against AHPE [26], SDALF [27] and KDES [2] on (a) CAVIAR4REID dataset and (b) iLIDS dataset.

automatically-detected human ROIs in the MICA2 dataset are
used in the evaluations of the second situation to give the
comparative results for person Re-ID in real scenarios of
human detection and localization.

The person Re-ID results of the proposed method are
compared with the original KDES [2] and other state-of-the-
art approaches reported in [26]. In [26], multi-shot datasets
of CAVIAR4REID and a modified version of iLIDS are used.
The same experimental settings as in [26] are used in this
paper for evaluation the performance of person Re-ID. The
outperforming results of the proposed method are shown
in Figure 11. For CAVIAR4REID dataset, the recognition
rate of Rank 1 for AHPE (Asymmetry-based Histogram Plus
Epitome) in [26] is much lower than the proposed method.
It is only about 8 % compared with 67.76 % of the original
KDES in [2] and 73.81 % of the proposed method. However,
both KDES and the proposed methods gain nearly the same
figures from Rank 13 and backward.

For iLIDS dataset, the gap of Rank 1 between the proposed
method with AHPE in [26] or SDALF (Symmetry-Driven
Accumulation of Local Features) in [27] is approximately 20
%, and about 7 % with the original KDES in [2]. This gap
is slightly decreased for KDES but significantly reduced for
AHPE and SDALF after Rank 15.

Other experiments with iLIDs dataset are presented in
Figure 12-a in comparison with other methods reported in
[28]. In [28], the highest result for Rank 1 belongs to RDC
(Relational Divergence Classification), but it is roughly 14%
lower than the proposed method with 66.18%. The method of
KDES in [2] is tested on this dataset with 61.76% for Rank 1,
which is approximately 5% smaller than the proposed method
at the first 7 ranks.

The state-of-the-art SDALF reported in [26] and the pro-
posed method for person Re-ID are also tested on MICA1
dataset. Figure 12-b shows the testing results, with 73.13% at
Rank 1 for the proposed method compared with the original
KDES of 67.16% and 30% of SDALF. The deviation between
two recognition rates of the proposed method and the original

KDES gradually declines and almost reaches to the same value
as SDALF after Rank 21.

All of the above person Re-ID evaluations are done on the
manually-cropped human ROIs, with the outperforming results
obtained from the proposed KDES descriptor in comparison
with the original KDES and some other state-of-the-art meth-
ods.

In order to show the comparative results between the
manually-cropped and automatically-detected human ROIs,
an experiment on MICA2 dataset is done. As indicated in
Figure 13, when the human ROI images are gained by manual
cropping, the recognition rate of Rank 1 is 33.25% by applying
the proposed KDES descriptor. However, this figure falls
sharply to 18.47% when the human ROIs are detected auto-
matically. Clearly, the person Re-ID performance based on the
proposed descriptor depends strongly on the human detection
results. The well-aligned bounding boxes of the manually-
extracted human ROIs give the better person Re-ID results than
the automatically-detected ones because of occlusion, shadow
phenomenon or background clutter appeared in the phase of
human detection.

Some examples of automatic human detection results are
shown in Fig. 14. We can see that the human detection is far
from perfect. The human ROIs are sometimes false positive,
mis-aligned or contain multiple persons. These can strongly
affect the results of human re-identification.

V. CONCLUSION AND FUTURE WORK

In this paper, person Re-ID problem in camera net-
work achieves state-of-the-art performance on the benchmark
datasets and our dataset by applying a robust person ap-
pearance representation based on KDES. Unlike some other
state-of-the-art methods which are tested on the benchmark
datasets with the manually-cropped human ROIs, in this paper,
the person Re-ID performance is evaluated on the results of
automatic human detector. Our experiments show that the
proposed method gives an acceptable result for person re-
identification in case of perfect human detection (74% for
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Figure 12. The comparative results with (a) reported methods in [28] with iLIDs dataset and (b) the results are tested on our MICA1 dataset.
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Figure 13. The recognition rates of the proposed KDES on the MICA2 dataset with manually-cropped and automatically-detected human ROIs.

CAVIAR4REID dataset). However, with the automatic human
detection, it needs more works in order to reach the require-
ment. The vision-based person ID can be used in connective
and complementing manner of different types of information
in the proposed multimodal pedestrian localization system.
The experimental results are promising, and based on this, a
multimodal method, which uses particle filter and integrated
data association algorithm, will be promoted in the future work
to increase the performance of the combined person Re-ID and
localization system.
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Abstract—Software-based fault simulation can support all 
abstraction levels, is flexible and allows reliability assessment at 
different stages in the design process. Fault diagnosis and relia-
bility analysis are increasingly important in circuit design and 
determine the product’s time-to-market. In this paper, we pro-
vide a new efficient method and systematic scheme for reducing 
the time for simulation of multiple simultaneous faults and/or 
multiple failure modes per element in an analogue circuit. By 
arranging similar multiple faults in groups, some so-called 
failure classes can be interpolated with an adequate precision 
rather than being evaluated by time-consuming simulation. The 
technique can be used to perform efficient multiple fault diag-
nosis based on multiple fault injection. Finally, the implemented 
procedure is validated with some simulation results. 

Keywords—Fault simulation; fault modeling; multiple fault 
injection; fault diagnosis; reliability prediction 

I.  INTRODUCTION  

Fault diagnosis of circuits is a well-developed research 
field with a long tradition. The first scientific publications are 
from early 1960s. Circuit simulation is nowadays an accepted 
standard in the development of electronic circuits. Small to 
complex analogue, digital and mixed-signal circuits can be 
tested and verified with appropriate simulation software. A 
lot of progress has been made in the development of software 
tools for the design and verification of analogue and/or 
mixed-signal circuits, both in the open-source and in the 
commercial sector. Already two decades ago the method of 
analogue fault modelling has been suggested to enable both 
fault diagnosis and reliability evaluation. Different appro-
aches have been developed for fault simulation of analogue 
and mixed-signal circuits. Previous work on analogue fault 
modelling focuses on parametric defects (soft faults) and 
catastrophic defects (hard faults). Parametric faults are 
typically simulated with parameter modifications, while open 
and short defects are dealt with via injecting a high or low 
resistance on transistor level, respectively.  

Fault simulation is generally done by injecting a fault on 
transistor level and analysing the circuit’s behaviour by 
applying single DC, transient or AC simulation for linear or 
nonlinear circuit models. Also, software tools for automatic 
fault injection and efficient test generation have been 
developed. However, mostly single faults have been con-
sidered in the past. 

Test cases for fault injection have been generated often by 
hand from an understanding of the design and fault expecta-
tions of major circuit elements (components). Most of the 
fault simulators for analogue circuits presented in the litera-
ture cover only parameter or catastrophic faults. Some tools 
have attempted to automate test generation and the fault 
simulation process for analogue circuits. The runtime prob-
lem of analogue circuit simulation also needs to be addressed, 
and advanced simulation techniques are required to accele-
rate the simulation to an acceptable proportion [1].  

Most existing fault simulators use the Simulation 
Program with Integrated Circuits Emphasis (SPICE), and 
modify SPICE net lists to represent faults [2] - [3]. The fault 
simulation software [4] used for the work presented in this 
paper defines circuit faults in Visual Basic (VB-Script) 
language and allows flexible and very accurate fault 
modelling. The main goal of this paper is to speed up the 
simulation for multiple faults. 

II. DIAGNOSIS OF ANALOGUE CIRCUITS 

Test and fault diagnosis of analogue circuits are necessary 
despite the ongoing digitalization. Analogue circuits are 
always required to form the interface to the physical environ-
ment. Analogue signals do not consist of just "low" or "high" 
values like in the digital field. In principle, infinite numbers 
of signal values are conceivable. The time and frequency 
characteristics of analogue signals bring another dimension, 
and are an additional issue within circuit assessment. The 
propagation of faults is more difficult than in the digital field. 
Typically, it does not occur in just one direction, but could be 
from any element in all directions towards neighbour ele-
ments within the circuit. A particular fault in an element (like 
resistor, capacitor, transistor, etc.) does not provide explicit 
information about the resulting signal values. Therefore, a 
calculation of signal values (done by circuit simulation) is 
always necessary. 

Nonlinear models, parasitic elements, charges between 
elements or energy-storing elements make diagnosis and 
reliability analysis more complex [5]. Because of these 
reasons, the automation level of fault diagnosis procedures 
for analogue circuits has not yet achieved the development 
level realized in the digital field. The reason for the limited 
automation is simply due to the nature of analogue circuits. 
The predominant design methodology for analogue circuits is 
still the individual design based on the designer’s experience.  
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The simulation of multiple simultaneous faults is even 
more complex. The consideration of multiple faults is im-
portant for the following reasons. Different fault modes can 
be present in the elements of complex circuits. Their occur-
rence increases even more in rough environments. Also, 
multiple parametric faults can be present in the field as a 
result of ageing, environmental stress and design errors. 
Moreover, multiple fault diagnosis is relevant when a new 
circuit design is introduced and a high failure density exists. 
The restriction to single fault simulation only can lead to 
incorrect evaluation results. 

One of the main issues in software-based fault simulation 
is the relatively long runtime in case of complex analogue 
circuits. In general, the runtime increases rapidly with the 
simulated circuit size, the number of faulty elements (fault 
depth or multiple fault simulation) and the failure modes per 
element. When performing fault simulation, the runtime is 
mostly determined by the number of fault injections. Each 
injection of a multiple fault has to be simulated separately. 
Usually, the simulation time for single faults (at transistor 
level) is tractable because of available computer perfor-
mance. Also, the performance of Electronic Design Auto-
mation (EDA) tools has been increased during the last 
decade. However, multiple fault injection is a challenge with 
respect to runtime. 

The fault simulation framework [4] used for the work 
presented in this paper can deal with several fault modes 
injected simultaneously into elements of a circuit. We con-
sider permanent hard (open and short circuit) and soft faults 
(parametric faults). Please note, that even shorts and opens 
are dealt with as analogue (not digital) faults, because the 
simulator generates the analogue signal throughout the 
complete circuit in the case of these faults.  

Figure 1 shows how the total simulation time (here 
number of simulation runs) is influenced by the number of 
multiple faults and the failure modes per element. The 
diagram shows a medium-sized circuit example composed of 
20 elements where faults are injected, each of which leads to 
two different failure modes. The solid line represents the 
number of simulation runs for all necessary test cases. This 
quantity increases rapidly with the number of multiple faults.  

 
Figure 1. Complexity of fault simulation for an example medium-sized 

circuit (20 elements with two fault modes per element). 

III. FAULT SIMULATION FRAMEWORK 

The starting point of EDA-based fault simulation is the 
circuit’s schematic model. The designer can construct a cir-
cuit with all available elements by using some circuit design 
tool. A wide variety of measurements and graphical data 
representation (also denoted graphs) can be utilized. NI AWR 
Microwave Office® (National Instruments) [6] features 
broad post-simulation capabilities, allowing displaying of 
computed data (measurements, such as gain, noise, power, or 
voltage) on rectangular graphs, polar grids, Smith Charts, 
histograms, tabular graphs, and 3D graphs, etc. Every defined 
measurement point is associated with a particular graph. 

The fault simulator [4] uses the graphs to check the 
circuit’s behaviour after fault injection by defining tolerance 
bands and success areas. The defined tolerance bands and 
success areas are stored as parts of so-called goals. The circuit 
under diagnosis (CUD) and its success can be measured in 
detail by inspection of multiple graphs. After each simulation 
run the deviation between the fault-free and faulty response 
is computed for preselected measurements. If the difference 
exceeds the tolerance band, the injected fault is declared as 
not being tolerated by the circuit.  

The general process of fault simulation is depicted in  
Figure 2. In the first step the fault-free circuit is simulated. 
Fault modes for circuit elements are defined within the GUI 
of the implemented fault simulator (implemented on top of 
the NI AWR Microwave Office simulator [6]). Usually, 
several fault modes are possible for each element. Faults are 
injected into the user-defined circuit via predefined fault 
modes. The fault injection is done automatically and is 
undone after every fault simulation run. This means a direct 
fault modification inside the original circuit within the EDA 
environment. In addition to the hard faults (open or short 
circuit) also soft faults (mostly parameter faults that provide 
a flexible parameter variation of the models of circuit 
elements) are possible. Faults may change the electrical 
values (increase or decrease) permanently or for a short time 
(e.g., temperature), and modify the behaviour of the 
individual elements which can also lead to a global 
malfunction of the circuit. After each simulation, 
measurement data are compared with user-defined goals 
specified by the tolerance bands. Multiple faults are 
considered to increase testing quality and enable better 
reliability analysis. Obviously, the quality of fault simulation 
highly depends on a realistic set of faults. The fault simulator 
can automatically generate hard faults (open-circuit, short-
circuit) depending on the elements utilized in the circuit. 
Additionally, parameter faults can be generated 
automatically or specified by the user. 
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Figure 2. General process of fault simulation. 

IV. DEFECTS AND ANALOGUE FAULT MODELING 

Fault simulation can only work effectively when the fault 
model corresponds as closely as possible to the real physical 
defects. One common approach is the usage of inductive fault 
analysis (IFA) [7]. The circuit layout and statistical selection 
among production errors form the basis for IFA. Physical 
defects of the circuit can be modelled by fault models at the 
transistor level or at higher abstraction levels. Finally, the 
fault list will be developed and adapted by the probability of 
occurrence. Due to the characteristics of analogue circuits, 
infinitely interim parameter values are possible, so there are 
an infinite number of analogue errors and, therefore, indeter-
minable fault models. Therefore, an optimal subset of faults 
must be selected to do fault simulation with realistic simu-
lation duration and sufficient accuracy. The defined fault list 
at the transistor level serves as input for the sequential or 
concurrent fault simulation. The generation of the fault list is 
therefore a very important step of fault simulation, since it 
directly determines the quality of the simulation results and 
time of the analysis. The modelled defects or error types are 
simulated with test stimuli according to the profile of circuit’s 
application. The results of fault simulation are used to 
validate its fault tolerance, fault detection and the circuit’s 
quality in general. In other words, Fault simulation reveals 
the redundancy of a circuit (whether implemented in the 
circuit intentionally or just by chance). 

The physical types of defects can be distinguished into 
two basic classes. Either a fault has arisen from neighbour-
ship according to the layout, or from an element itself. 

Layout-based faults include defects that are only possible 
in special layout configurations (e.g., placement of elements). 
In particular, shorts are only possible between neighbouring 
elements (with very few exceptions). Shorts between distant 
elements need not be considered in the fault model. 
Accordingly, parasitic capacitances arise when two electrical 
connection lines are close enough to each other and the 
frequency is in the respective range. Trivially, open faults can 
only occur where a connecting line exists in the layout. 

Element-based fault types are defects, which arise within 
an element. Typically, the model of these faults expresses the 
element’s behaviour between its terminals (e.g., emitter, base 
and collector of a bipolar transistor, connection pins of 
resistors, capacitors, diodes, etc.). Six primary error types 
(three shorts and three opens) can be defined for elements 
having three terminals and at least two types for passive 
elements with two pins. Traditionally, opens and shorts are 
modelled in form of resistors with high or low resistance, 
respectively. Open defects have a value greater than 1 G 
and shorts between 0 and a few ohms, within chips up to 500 
ohms [8]. If the resistance of a short is relative small, we 
speak of a strong short, otherwise of a weak short. 
Analogously, we define a strong open by an almost infinite 
resistance, and a weak open by a resistance of some 100 M 
or G. Real analogue circuit’s faults have ideal shorts and 
opens only in rare cases. Therefore, a set of appropriate para-
meter values must be chosen. 

TABLE I.  PHYSICAL DEFECTS AND ELECTRONIC FAULT MODELS FOR 
OPEN ERRORS. 

Physical defect 
open defect 

Open circuit [9] 

Electronic fault model 
 

 

 
The resistance value (R) has a 
high value (> 100MΩ). 
 
An open defect can have 
multiple subtypes: 
 Complete (strong) open, 

without any electrical 
connection  

 Partial (weak) open, 
variates the line resistance
 

 

114

International Journal on Advances in Systems and Measurements, vol 9 no 1 & 2, year 2016, http://www.iariajournals.org/systems_and_measurements/

2016, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



TABLE II.  PHYSICAL DEFECTS AND ELECTRONIC FAULT MODELS FOR 
SHORT ERRORS.  

Physikal defect 
bridging defect / short 

 

 
Short circuit with low 

resistance [9] 
 

 
Short circuit with high 

resistance [9] 

Electronic fault model 
 

 
 

The resistance value (R) has 
a low value (< 500Ω). 
 
A short circuit can at least be 
assumed between the pins of 
elements or generally bet-
ween each connection line. 
Real shorts have rarely a 
resistance value of exactly 0 
ohms, most shorts are in the 
range between 0 and 500 
ohms.  

 
To describe fault models precisely, the cause and the 

appearance of errors must be understood. Especially for 
analogue circuits, the circuit layout and the element’s para-
meters influence the possible errors and the effect on the 
circuit’s performance. Defects or undesirable characteristics 
can sneak up not only during manufacturing, but can also 
arise at the utilization phase. In Table I and Table II the reader 
will find general physical defects and the equivalent electro-
nic fault models. 

The following Tables III, IV, and V provide an overview 
of the basic types of analogue elements and error models. We 
show the simplest errors at first, i.e., shorts by lines and, 
therefore, without a resistance value or a capacitance. 
Complete interruptions (i.e., opens) of elements are modelled 
by disabling the elements (i.e., switching the respective 
element OFF). Parameter errors, interruptions and weak 
shorts can be expressed by variation of the respective 
parameter values. Basically, the implemented fault simulator 
can be applied to all assigned elements and circuit models in 
the EDA environment. All types of faults are described by a 
script language (VBScript) and applied directly to the circuit 
schematics before each fault simulation. 

 
 
 
 
 
 
 

TABLE III.  SELECTION OF FAULT MODELS FOR A RESISTOR  

Element with fault injection 

 
Resistor 

                
Strong short                         Strong short   

 
 

            
              Parameter fault                     Strong open                
        (Depending on model) 
 
 

 

TABLE IV.  SELECTION OF FAULT MODELS FOR A TRANSISTOR.  

Element with fault injection 

 
Transistor 

                      
                 Strong short             BS short (S = substrate)  

    
    

      
BC short             BE short             CE short   

 
Faults of any combination of the ports are possible. 
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TABLE V.  SELECTION OF FAULT MODELS FOR A DIODE AND 
CAPACITOR.  

Element with fault injection 

Diode 

               
              Strong short                      Strong short 

              
             Strong open                    Parameter fault 

                                      (Depending on the model) 

Capacitor 

                 
            Strong short                         Strong short  

 

 
Parameter fault  

(Depending on model) 

V. STRATEGIES FOR REDUCING SIMULATION TIME 

One of the main problems in analogue fault simulation is 
the relatively long simulation time. Acceleration of fault si-
mulation / reducing the simulation duration is an important 
goal. To reduce the runtime of simulation with fault injection 
the following two general approaches are feasible: reduce the 
amount of fault injections (simulation runs) or speed up the 
simulation procedure for every fault injection. Several appro-
aches are described in the literature to speed-up the simula-
tion process, including fault or test case ordering [10–13] and 
distributed fault simulation [14][15]. Several approaches for 
multiple fault generation [16][17] and simulation [18][19] for 
reliability analysis are described in the literature as well. In 
the following, the reader can find an overview of several tech-
niques on how the simulation duration can be reduced. 

A. Concurrent or parallel fault simulation 

Simulation by using multiple physical or logical CPU 
cores can accelerate the circuit or fault simulation, respec-
tively. Multiple CPU cores can simulate parts of a single 
circuit, and collect the results at the end. Then the faster 
simulating cores wait for the final part of the simulation and 
can then move on to the next fault simulation. In the general 
case of fault simulation, the different injected faults can be 

simulated independently. For this reason, the fault simulation 
can be performed very efficiently because each CPU core 
simulates a different fault. If one CPU core finishes earlier, it 
starts immediately with the next fault simulation. Parallel 
fault simulation can also be processed on independent work-
stations that are connected over a network, see [20].  

B. Random fault simulation 

Simple random sampling is a widely known test method 
for selecting errors in digital systems. It is a classic approach, 
where a small subset of errors out of the large set of errors is 
selected to determine certain characteristics of the system. 
The achieved accuracy depends on the size of the selected 
subset. For example, if the number of potential or possible 
errors is 5,000 and 500 errors have been selected and simula-
ted, then the reduction in simulation time is a factor of 10. 

C. Fault models on higher level of abstraction (e.g., for ele-
ments not being subject to fault injection) 

A widely known method to speed up the fault simulation 
is partial simulation on a higher level of abstraction. Parts of 
the circuit can be simulated, for example, in the form of an 
analogue description language (Verilog-AMS or VHDL-
AMS) or by simplified SPICE models. The fault simulator 
can thereby accelerate simulation runs by replacing all ele-
ments without fault injection through behavioural models 
which are on a higher level and more efficient to simulate. In 
most cases, this reduces the simulation time significantly. 

 
TABLE VI.  IMPORTANT PARAMETERS THAT INFLUENCING ELEMENT 

FAILURE RATE. BASED ON [21].  

D is a symbol for dominant parameter and x for important parameter. 
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Ambient temp. D    D D D D D 

Junction temp. D D D D      

Power stress D D D x D  x   

Voltage stress D x x x  D x x  

Current stress D   x    x x 

Breakdown voltage x x x x      

Technology x x x x x x x x x 

Complexity x       x  

Package x x x x  x  x x 

Application x x x x  D  x x 

Contact construction x x x x    D D 

Range x x  x x x   x 

Production maturity x x x x x x x x x 

Environment x x x x x x x x x 

Quality x x x x x x x x x 

DIODE1
ID=D2
Nu=1.2
T=21.85 * (1 + K) DegC
Io=1e-6 * (1 + K) mA

CAP
ID=CAP1
C=Cx pF

CAP
ID=CAP1
C=Cx pF

CAP
ID=CAP1
C=Cx * (1 + K) pF
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D. Probability of occurrence of element defects 

Some studies have examined the probability of occur-
rence of individual element fault types. In Table VI, the 
reader will find the most relevant stress parameter types that 
influence the failure rate of analogue electronic elements. 
Table VII provides an overview of statistical distributions of 
faults for different electronic elements. It can be noted that 
60% to 100% of analogue element’s defects are some kind of 
shorts and opens. The remaining faults are mainly drifts of 
parameter values. The fault simulation can be performed only 
on the most likely types of element faults (e.g., 70%). The 
less likely faults can be omitted. 
 

TABLE VII.  STATISTICAL INDICATOR VALUE FOR FAILURE MODES 
BASED ON [21]. 

Element Shorts Opens Drift 

Bipolar transistors 80 20  

Field effect transistors (FET) 80 10 10 

Diodes (Si)          general purpose 80 20  

            Zener 70 20 10 

Resistor,                     fixed (film)  60 40 

Capacitors                      foil 15 80 5 

                                   ceramic 70 10 20 

                                     Ta (solid) 80 15 5 

                                   AI (wet) 30 30 40 

Coils 20 80  

Quartz crystals  80 20 

E. Early abortion of a simulation run 

The values of element parameters and the tolerance bands 
are specified before fault simulation starts. This can be done 
by simulating the fault-free circuit and determining the 
allowed deviations of the measures values. During the fault 
simulation procedure, the measured values can be compared 
with the predetermined tolerance range. If some value is 
above or below the specified limits of fault-free circuit, then 
it is immediately clear that the injected fault has not been 
tolerated. Consequently, further simulation of this injected 
fault can be skipped. The reduction in simulation time de-
pends on the amount of faults that allow early abortion of 
simulation and, moreover, the point in time when the to-
lerance band is violated. This method has already been used 
in transient analogue fault simulation, see [10, 22] for 
example. 

F. Leave out elements outside the test object 

Circuit may include some “additional elements” that are 
not of interest because they are outside the test object. They 
should be excluded from simulation.  

G. Leave out unrecognizable defects 

In special cases, it may be clear that some faults of an 
element do not cause an effect that can be recognized. 
Examples are unconnected elements, special types of 
elements, or elements that fulfil some protection 
functionality. Since the simulator would not notice any effect 
of an injected fault, the respective fault case can be omitted.  

H. Monotonicity assumption 

A basic rule (if applicable) is the assumption of mono-
tonic behaviour. Two joint faults will not be tolerated, if at 
least one of them is not tolerated when injected as single fault. 
By “tolerated” we mean that the circuit under diagnosis 
(CUD) is still providing its function according to a given 
maximum deviation from the expected behaviour. The 
monotonicity assumption has the advantage that many 
irrelevant multiple fault combinations can be discarded 
before being simulated. The effect to the number of test cases 
(= simulation runs) is quite substantial. Discarding dual faults 
will also result in a smaller number of considered triple faults, 
and so on. The simulation time is reduced for all multiple 
fault combinations (see Figure 3). The dashed line shows that 
the quantity of simulation runs can be reduced significantly 
by assuming monotonic behaviour as follows: When a set F 
of multiple simultaneous faults is not tolerated, then also a 
superset of F will not be tolerated. Consequently, the superset 
needs not be simulated. The assumption of monotonic 
behaviour is slightly pessimistic. In practice there are rare 
exceptions. Think of two resistors in series, each of 1 k. If 
both of them are parametrically faulty and half their 
resistance down to 500 ohms, then the voltage at the point 
between them does not necessarily change. It may still be 
correct. Monotonicity does not always exist. However, we 
have observed that it exists in an overwhelming majority of 
cases with only very few exceptions. In general, the monoto-
nicity assumption reduces the number of both considered 
circuit elements and failure modes per element. 

 
Figure 3. Complexity of fault simulation for an example medium sized 

circuit (20 elements with two fault modes per element). Only ten 
elements are considered at monotonicity assumption for multiple  

faults (≥ 2). 
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I. Standardized input parameters 

During fault simulation, a circuit simulation is made for 
every fault injection. Repetitive parts of the circuit simula-
tion, such as DC analysis (steady-state) can be conducted 
only once by simulation of the fault-free circuit. Thus, the 
fault simulations finish earlier and reduce the total simulation 
time. 

J. Measurement-based simulation 

Once the measurement point within the circuit have been 
defined, one may identify parts of the circuit that do not 
exercise an influence to these measurement points. Con-
sequently, the non-relevant parts can be excluded from simu-
lation to achieve an overall acceleration. The exclusion does 
not affect the checks whether or not the tolerance bands are 
violated. Note that the decision on an exclusion is more 
complicated in analogue circuits compared to digital circuits, 
because there may be no clear input and output pins of an 
element. In a bipolar transistor, for example, the base current 
determines the collector current. However, depending on the 
operation conditions, there may also be an influence from the 
collector to the base. 

K. Faults classes (focus of this paper)  

In the remainder of the paper, we present a further method 
how the number of simulation runs can be reduced, see 
Sections  IV and V. Before we describe the method we will 
formalize the selection of test cases to achieve a better pre-
cision in the description of the fault classes (= sets of fault 
cases) the new method is making use of. 

Formally, the relationship between faults, elements of the 
circuit, injections and simulation runs is defined by the 
following tuples and functions:  
1) C = {c0, … , cm} is the set of circuits to be evaluated, 

c0  C is the fault-free circuit. 
2) E = {transistor1, transisitor2, ..., resistor1, ..., …} 

is the set of elements of the circuit c0. 
3) F = {short_circuit, open_circuit, parameter_mod., ...} 

is the set of considered fault modes of the circuit c0. 
4) I = { (f, e) F  E : probability of fault f in element e} 

is the set of potential injections. 
5) I* = { i*  I : (x  i*, y  i*, x y) x|E  y|E } 

is the set of potential multiple injections. I* is a subset 
of the power set of I. By x|E and y|E we denote the 
element of injection x or injection y, respectively. 
The inequality x|E  y|E excludes joint injection of 
different faults to the same element of the circuit.  

6) Q : F  E  [0, 1] 
is the probability of fault f  F in a faulty element 
e  E. If a fault f  F is not applicable to an element  
e  E then Q(f, e) = 0. For a given faulty element e  E 
the sum of fault probabilities is always 1:   
fF: Q(f, e) =1. 

Example: If we assume only two fault modes F = {open, 
short} and only two elements E = {R1, R2}, there may be four 

injections I = {(open, R1), (open, R2), (short, R1), (short, R2)} 
and four double injections. In all we obtain:   
 
I*  =  { {(open, R1)},  {(open, R2)},  {(short, R1)},   
{(short, R2)},  {(open, R1), (open, R2)},   
{short, R1), (short, R2)},  {(open, R1), (short, R2)},   
{short, R1), (open, R2)} }. 
 
If shorts are more likely for R1 and opens are more likely for 
R2 we may get, say, 
Q(open, R1) = 0.2,   Q(short, R1) = 0.8    (0.2 + 0.8 = 1). 
Q(open, R2) = 0.4,   Q(short, R2) = 0.6    (0.4 + 0.6 = 1). 

P : E  [0,1] is the function indicating the probability that 
element e  E is fault-free. 

Function R: I*{0,1} is a simulation run with joint 
injection of all faults from i  I*. The method returns 1 if the 
injected faults are tolerated according to the tolerance cri-
terion, otherwise 0. In the following, the fault simulation 
procedure is described for single, double, triple fault injec-
tion. 

Single faults: 
I1 = I is the set of single fault injections to be evaluated by 
simulation.  
T1 = { i  I1 : R( {i} ) = 1 } is the set of single injections that 
have been tolerated. The function 
ଵܲ 	ൌ ∑ Rሺiሻ		ሺ1	– 	Pሺi|Eሻሻ		Qሺi|Fሻ୧୍భ ∏ Pሺy|Eሻ୷	ሺ୍భ\୧ሻ   

expresses the probability of tolerated single injections. 
Double faults:  

I2 = {{(f, e), (f’, e’)} :  (f, e)  T1,  (f’, e’)  T1,  e  e’ } 
is the set of double injections to be evaluated by simulation. 
I2 has been defined on the basis of T1, not I1, because the non-
tolerated injections from the complement I1 \ T1 are excluded 
due to the assumption of monotonicity. 
T2 = {i*  I2 : R(i*) = 1} is the set of double injections that 
have been tolerated. 
ଶܲ ൌ ∑ Rሺi∗ሻ∏ ሺ1–Pሺx|EሻሻQሺx|Fሻ୶୧∗୧∗୍మ ∏ Pሺy|Eሻ୷ሺ୍మ\୧∗ሻ   

expresses the probability of tolerated double injections. 
Triple faults:   

I3={{(f, e), (f',e’), (f’’,e’’)} : {(f, e), (f’, e’)}T2,  
(f’’, e’’)T1,  e  e’,  e  e’’,  e’  e’’}  is the set of triple 
injections to be evaluated by fault simulation. Again, the non-
tolerated previous injections have been excluded due to the 
assumption of monotonicity.  
T3 = {i*  I3 : R(i*) = 1} is the set of triple injections that 
have been tolerated.  

ଷܲ ൌ ∑ Rሺi∗ሻ∏ ൫1–Pሺx|Eሻ൯Qሺx|Fሻ୶୧∗୧∗୍య ∏ Pሺy|Eሻ୷ሺ୍య\୧∗ሻ  
expresses the probability of tolerated triple injections. 

The injections of higher numbers of joint faults are 
defined accordingly. 

VI. FAULT CLASS ALGORITHM 

The algorithm is an heuristic approach that is based on an 
observation of simulation results [4] of so-called fault classes. 
A fault class is a set of test cases (series of fault injections) 
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all of which have the same number of faults and the same 
types of fault modes, independent of the element where the 
faults are injected. 

Experimental results show that three fault classes FC1, 
FC2 and FC3 for multiple faults mostly exhibit a monotoni-
cally increasing degree of tolerance, when the fault distance 
between FC1 and FC2 is 1, and also the fault distance 
between FC2 and FC3 is 1. By a fault distance d(FC, FC’) 
(similar to the Hamming distance), we understand the number 
of fault modes that differ between FC and FC’. The degree t 
of tolerance is defined by the number of tolerated test cases 
divided by the number of all test cases of a fault class. 

The case d(FC1, FC2) = d(FC2, FC3) = 1 means that each 
pair of fault classes differs by just one fault mode. For 
example, consider the following fault classes:   
 
FC1 (open, open, open),   
FC2 (open, open, short),   
FC3 (open, short, short).  
 
The fault distances are d(FC1, FC2) = d(FC2, FC3) = 1 and 
d(FC1, FC3) = 2. Typically this leads to   
either  t(FC1) ≤ t(FC2) ≤ t(FC3)   
or t(FC1) ≥ t(FC2) ≥ t(FC3).  
From this observation we developed an algorithm that can be 
characterized as follows: 
 Search for fault classes FC1, FC2, FC3 satisfying the 

condition above – or search for even longer chains (>3 
multiple faults) of fault classes with this property. 

 Determine which of the chains will typically lead to  
an ascending or descending degree of tolerance. To 
decide that, analysing the fault classes of the previous 
fault depth is necessary, see Step 2 of this section below.  

 Quantify the tolerance of the first and the last fault class 
of a chain by simulation. 

 Quantify the tolerance of the remaining fault classes of a 
chain by interpolation. 
Fault classes are defined by the modes of the injected 

faults and their number of simultaneously injected faults.  
FC2(x, y) denotes a fault class for two joint injections, namely 
fault modes x and y. Since the fault classes  
FC2(x, y) and FC2(y, x) are identical, we enforce a unique 
notion by assuming an order among the fault modes. Since 
fault modes x and y may be identical (injection of two faults 
of identical mode into different elements), we require x  y 
for FC2(x,y). For an arbitrary fault class FCn(x1, x2, …, xn) 
we require x1  x2  …  xn. Then, a fault class for double 
fault injection is defined as follows:  
FC2(x, y)  =  { {(f, e), (f’, e’)}  I2 : f = x, f’ = y }  
A fault class for the injection of n faults is defined accord-
ingly: FCn(x1,…, xn) = {{(f1, e1),…, (f1, e1)} In : fi = xi}. 

The subset of test cases in a fault class FCn(x1,…, xn) that 
has been tolerated is called tolerance class TCn(x1,…, xn). The 
following holds: TCn(x1,…, xn)  FCn(x1,…, xn). Moreover, 
TCn(x1,…, xn) = FCn(x1,…, xn)  TCn. The quotient of the 

cardinality of TCn(x1,…, xn) and the cardinality of  
FCn(x1,…, xn) is called tolerance degree tn(x1,…, xn). Thus 

t௡ሺxଵ, … , 	x௡ሻ ൌ 	
|TC௡ሺxଵ,… , 	x௡ሻ|
|FC௡ሺxଵ, … , 	x௡ሻ|

 

The heuristic approach is defined in the following steps 
and the algorithm is shown in Figures 4 and 5. We assume 
that the tolerance classes TC1(…) and TC2(…) have already 
been generated by the respective fault simulations. Con-
sequently, the tolerance degrees t1(…) and t2(…) are known. 
Then the following steps describe how the fault classes 
FC3(…) for triple fault simulation – or interpolation! – are 
formed. 

A. Step 1 – Generation Of Fault Classes 

A fault class FC3(x, y, z) with 3 faults is generated by 
combining all test cases of TC2 with all test cases of TC1 in 
the following way: Each union of a test case tc2  TC2(x,y) 
and a test case tc1  TC1(z) form a test case tc3  FC3(x,y,z) 
provided  x, y and z inject faults into different elements. Since 
we avoid double injections into a single element, the 
respective combined injections {x, y, z} are filtered out. The 
corresponding algorithm is shown in Figure 4. In the algo-
rithm we denote the fault mode of injection x by x|F. 

 
Figure 4. Generate Fault Classes. 

B. Step 2 – Search Fault Class Chains 

The search of fault class chains starts with a search in TC2. 
We inspect all pairs of tolerance classes TC2(x, y) and  
TC2(x’, y’) and filter out those with a fault distance of 1 and, 
moreover, with “significantly unequal” tolerance degrees 
(the difference should be at least). Formally: 
d(TC2(x, y), TC2(x’, y’)) = 1 and |t2(x, y) – t2(x’, y’)|   
where  may be in the range of 5% of the absolute values. 
From the fault distance 1 we can conclude that either 
x = x’ or y = y’. In the following, we assume x = x’ and  
y  y’ without loss of generality. 

From the two tolerance classes TC2(x, y) and TC2(x, y’) 
we derive the following chain of three fault classes:  
< FC3(x, y, y),  FC3(x, y, y’),  FC3(x, y’, y’) > 
According to the observation of likely monotonicity (see 
Section II and Section IV) we only simulate the test cases of 
the first and the last fault class in the chain to obtain the 
tolerance degrees t3(x, y, y) and t3(x, y’, y’), respectively. The 
tolerance degree t3(x, y, y’) of the inner fault class in the chain 
is obtained by interpolation:  
t3(x, y, y’) = (t3(x, y, y) + t3(x, y’, y’)) / 2.  
The algorithm can be seen in Figure 5. 

Procedure 1 Generate Fault Classes 
for all test cases tc2  TC2 do 
   for all test cases tc1 e TC1 do 
   {  test case {x, y, z} = i j; 
       if x|E  y|E and x|E  z|E and y|E  z|E then 
          FC3(x|F, y|F, z|F) = FC3(x|F, y|F, z|F)  {x, y, z} 
   } 
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Figure 5. Search Fault Class Chains. 

C. Step 3 – Calculation of Probabilities 

The simulations of FC3(x, y, y) and FC3(x, y’, y’) deliver 
the set of all tolerated test cases, this means the two tolerance 
classes TC3(x, y, y) and TC3(x, y’, y’). The probability of 
tolerating the respective triple faults can be calculated by the 
formula presented in Section III. When this formula is 
applied to tolerance class TC3(x, y, y) we obtain 

∑ ∏ ൫1–Pሺx|Eሻ൯Qሺx|Fሻ୶୧∗୧∗்஼యሺ௫,௬,௬ሻ ∏ Pሺy|Eሻ୷ሺ்஼యሺ௫,௬,௬ሻ\୧∗ሻ   

For tolerance class TC3(x, y’, y’) we obtain: 

∑ ∏ ൫1– Pሺx|Eሻ൯Qሺx|Fሻ୶୧∗୧∗்஼యሺ௫,௬ᇱ,௬ᇱሻ ∏ Pሺy|Eሻ୷ሺ்஼యሺ௫,௬ᇱ,௬ᇱሻ\୧∗ሻ    

The probability of tolerating the triple faults of the inter-
polated fault class cannot be obtained directly, because the 
test cases of this class have not been simulated. For this 
reason, we approximate the probability by multiplying the 
respective formula with the tolerance degree: 
	t3ሺx, y, y’ሻ ∙
∑ ∏ ቀ1–Pሺx|Eሻቁ Qሺx|Fሻxi∗i∗ܶ3ܥሺݕ,ݕ,ݔ′ሻ

∏ Pሺy|Eሻyቀܶ3ܥሺݕ,ݕ,ݔ′ሻ\i
∗
ቁ

  

The tolerance class of the non-simulated fault class is 
generated by selecting a portion of t3(x, y, y’) test cases at 
random. For the injection of more than three joint faults, 
steps 1 to 3 can be applied accordingly. 

VII. EXPERIMENTAL RESULTS 

In this section, the efficiency of the proposed solution to 
reduce the simulation time is evaluated. The fault simulation 
framework [4] is used to evaluate the dependability of five 
example electronic circuits. It should be noted that for the 
used circuits only permanent faults (e.g., short, open or para-
meter deviations) have been considered. The simulation time 
(fault injection and simulation) depends on the number of 
elements, the number of injected faults per element and the 
fault depth. Appropriate fault tolerance criteria have been 
defined on circuit outputs. 

All of the circuits have been evaluated in two ways. The 
first evaluation was without generation of fault classes (all 
multiple fault combinations have been simulated with the 
monotonicity assumption). The second evaluation applied the 
new method with fault classes (therefore, only a portion of 
the test cases needed to be simulated). The remaining fault 
classes (which have not been simulated) have been evaluated 
by interpolation according to the algorithm in steps 1 to 3. 
This way the new method can be compared directly to the 
solution without using fault classes.  

The result of the comparison of some simulations results 
is shown in Table VIII. The second to last column shows that 
the speedup achieved by the new approach is 50% in the 
average (see bottom line of Table VIII: “Average 1.53”). It 
has to be paid by an error in the results (see last column). The 
error refers to the absolute value of the fraction “result with 
new method” / “result without new method”. A deviation 
around 1.3% is noticed in the average (see bottom line of 
Table 8: “Average 1.28 %”). 

VIII. CONCLUSION 

Fault simulation of analogue circuits with multiple faults 
is an important problem to deal with, since their appearance 

TABLE VIII.  COMPARISON OF SOME FAULT SIMULATION RESULTS

Circuit name No. of simulation runs Speed-up factor Error 

 Number of 
simulation runs for 

all possible fault 
combinations 

Number of 
simulation runs 

with monotonicity 
assumption 

Number of simulation 
runs  

for the new approach 
with fault classes 

Our approach over 
simulation with  
monotonicity  
assumption 

Our approach over 
fault simulation 

with monotonicity  
assumption 

Two stage BJT amplifier with 
feedback (Fault depth 1-4) 

22422 356 284 1.25 5.4 % 

LM741 AMP [23] 
(Fault depth 1-4) 

3923175 2090 1718 1.22 0.5 % 

Broadband VHF/UHF amplifier 
[24] (Fault depth 1-3) 

695525 18187 10928 1.66 1.8 % 

Limiter BSP [25]  
(Fault depth 1-4) 

1045256 1208 858 1.40 0.2 % 

Voltage stabilizer circuit I 
(Fault depth 1-3) 

8358 4088 2688 1.53 0.15 % 

Voltage stabilizer circuit II 
(Fault depth 1-4) 

317248 11173 5209 2.14 0.10 % 

  

 

 Average: 1.53 Average.: 1.28 % 

   

Procedure 2 Search Fault Class Chains 
for all pairs (TC2, TC2’) of tolerance classes with two injections do 
   if d(TC2(x, y), TC2(x’, y’)) = 1 and |t2(x, y) – t2(x’, y’)|   then 
   { fault class FC = FC3(x, y, y), 
      fault class FC’ = FC3(x, y, y’), 
      fault class FC’’ = FC3(x, y’, y’); 
      t3(x, y, y) = simulation of FC3(x, y, y); 
      t3(x, y’, y’) = simulation of FC3(x, y’, y’); 
      t3(x, y, y’) = (t3(x, y, y) + t3(x, y’, y’)) / 2; 
   } 
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is unavoidable in real systems. In this paper, we have intro-
duced the fault class concept for our approach to reduce the 
simulation time for multiple fault analysis. We discussed the 
idea of fault classes, providing conditions that ensure chains 
of fault classes with ascending or descending degree of 
tolerance. We implemented the procedure and evaluated it 
experimentally. In this paper, we have successfully reduced 
the duration of software-based fault simulation for multiple 
faults and different fault modes. In the evaluated example 
circuits, our methodology shows that the number of 
simulation runs is significantly lower while preserving the 
precision quite well. 
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Abstract—The choice between custom made electronics and the
use of commercial of the shelf (COTS) components is often not
trivial for industrial control systems. The selection is particularly
challenging, when required quantities or specific requirements
do not give a clear sign for the one or the other approach.
While a consideration of the resulting costs (development costs
and product costs) gives some indication, only a broader view
helps to perform a sound decision. In this work, a set of decision
criteria (targets to be reached by the control unit) and a decision
method based on multi-criteria decision analysis are presented for
industrial control systems. The presented approach is considering
COTS devices, custom made devices as well as a combination of
both. Moreover, a case study with three industrial control systems
is presented showing the application of the approach.

Keywords–commercial of the shelf; electronic design decisions;
industrial control units; MCDA

I. INTRODUCTION

This article is extending previous work on design decisions
for industrial control units presented at CENICS 2015 [1].
The most important extensions are the inclusion of further
decision criteria, iterations in the specification phase, as well
as a proposal for the selection procedure itself.

Commercial of the shelf (COTS) components as pro-
grammable logic controllers (PLCs) and industrial PCs (IPCs)
are widely used as control units in industrial automation (For
this article, we follow the following definition for COTS: A
COTS device can be bought from a catalog without modifi-
cations [2]). In some applications, companies are faced with
the decision if a custom made (CM) design of a control unit
might be beneficial for their products and systems. Such a CM
design includes the development of the control electronics,
the corresponding software as well as mechanical parts as
the housing and the user interface. In other applications,
a change from a custom made design of control units to
COTS components is discussed (mostly with the idea of cost
reduction in mind).

Both approaches have their specific advantages and dis-
advantages. A custom made device often comes with an
optimized functionality and an attractive price of the final
product, but involves much more effort than the required
development activities. Especially in case of safety or mission
critical systems, it has to be assured that specific requirements
(temperature range, failure rate, electrical robustness, etc.) are
met over the complete product life cycle (and not only with a
prototype during development). While a custom made design

allows full control of the final product, all relevant aspects
have to be verified. These activities are performed on basis of
prototypes and first series devices, but also have to be recon-
sidered in case of all changes (e.g., if obsolete memory chips
require replacement, at least an impact analysis is required but
often several verification, validation and certification activities
have to be redone).

On the other hand, the use of COTS devices often requires
more than applying a plug and play procedure. Depending
on the application, the selection of a suitable device could
be challenging. And also systems based on COTS devices
have to undergo verification, validation and certification ac-
tivities. Moreover, it could be required to establish specific
relationships with the suppliers and/or to perform additional
tests on the COTS components if they are applied in critical
applications (examples can be found in [2]).

In both cases, the complete life cycle of the product has to
be considered for a sound selection. An approach for such a
selection is the so called Total Cost of Ownership (TCO) [3]
that aims to consider all cost factors of a product during
product life. To supplement existing approaches with the
required technical data, this article deals with the differences
of the following approaches for industrial control units:

1) COTS - commercial of the shelf
2) CM - custom made
3) Combination of 1 and 2.

The main focus of this article is on electronic control units
(including their software), but not on pure software products
as discussed for example in [4].

As a basis for a systematic selection procedure, we collect
relevant selection criteria (targets) in the following Section II.
Next, the specialties of the three approaches are analyzed based
on their product life cycle in Section III. Based on these two
sections, a selection procedure is presented in Section IV,
followed by a case study in Section V. After a discussion in
Section VI, this article ends with a conclusion.

II. TARGETS FOR SELECTION

For any selection procedure, it is necessary to define the
key targets to be fulfilled by the devices. Common targets often
cited are fast time to market, improved costs and competitive
advantages [5]. These competitive advantages describe product
properties beside the price and differ between application
domains. In previous work, we already identified a set of
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impact factors for hardware platforms [6]. For this work, we
take a system view on the control units (electronics + soft-
ware + mechanical). Moreover, we assume that the functional
requirements are fulfilled for industrial environments in case
of all candidates. The resulting set of targets is presented in
Figure 1 and will be further described below.

A. Time to Market
A fast time to market is an obvious target. As soon as the

product is on the market, amortization of non-recurrent costs
can start. Moreover, a fast time to market can be a competitive
advantage to competitors.

B. Costs
As with time to market, it is an obvious target to keep

the costs low. However, several aspects have an impact on the
overall costs for a product.

In case of recurrent costs, it is the cost of purchasing
or manufacturing the product itself. In addition, license costs
for software (drivers, operating systems, etc.) and/or hardware
modules (e.g., inclusion of externally developed modules in
custom made products) as well as costs resulting from later
maintenance activities have to be considered.

The non-recurrent costs for a custom made control unit
include development costs (including costs for prototypes and
test activities during development) as well as costs for the
preparation of the series production (creation and test of
tooling, as soldering frames, adapters for automatic assembly,
programs for test equipment as automated optical inspection
(AOI), in circuit tester (ICT), and/or functional tester, test
adapters and specific test electronics). Further non-recurrent
costs that also appear for COTS systems are the costs of inte-
gration of the electronic control system into the target system
as well as those for verification, validation and certification
activities (performed before and/or after integration in target
system). Often, at least certification activities are executed
on system level, but benefit from pre-certified components.
Finally, costs resulting from required documentation activities
(product + development process) have to be considered.

C. Product Properties
While we assume that all candidates can fulfill the speci-

fied functional requirements, further properties could make a
difference.

A first important property is the availability of the product
(availability in this context is not the operational availability
but the possibility to purchase or manufacture the product).
For any application, it is important that the required control
electronics are available for new products and the replacement
of defect units.

As many industrial control electronics perform safety
and/or mission critical tasks, their reliability and functional
safety is another important factor. As evaluated in previous
work, the choice of the hardware platform has impacts on the
safety properties of the overall system [7]. The specific needs
have to be analyzed for each application individually.

Security is another important property. Especially the in-
creasing interconnection of industrial automation systems via
the internet requires corresponding measures [8], [9], [10].
Additionally, a protection of the intellectual property (IP:

firmware, electronics, design, etc.) is often desirable to protect
own products from plagiarizing. As with functional safety
and reliability, the requirements depend on the individual
application.

For applications that evolve during their life time (e.g., an
industrial plant undergoing modernization) or those in which
a control unit should be applied in several different target
applications (perhaps not all of them defined today), it is
desirable to work with systems that can be adapted to different
or changing requirements. Examples are modular PLCs which
allow to add a variety of different plug-in modules (analog
and digital I/O, communication interfaces, special function
modules). Another approach is to define major parts of the
product via software or reconfigurable hardware (e.g., FPGAs).

While energy efficiency of control units was predominantly
an issue in mobile and battery powered devices in the past, it
is now also an issue in all industrial application (especially if
a high number of control units is applied). Additionally, size
and/or weight is an issue in several applications.

Sustainability in this context describes environmental as-
pects in the life cycle of the product. The increasing number
of electronics produced every day comes with an urge to think
about resources and recycling. In the area of resources, relevant
questions are for example the following: Is it feasible to reduce
the amount of energy needed for the creation of a product?
Is it possible to use sustainable resources (e.g., material of
natural origin, as described for example in [11]) and to avoid
critical materials (an example is the ROHS directive [12]).
Recycling on the other hand deals with options to reuse parts
and materials from old electronics at the end of their life-time.

D. Customer Perception
Another target that could be important is the customer

perception. While a decision could not be the optimum choice,
it still might be the optimum solution from the customers
perspective. As an example, the use of a COTS device with
a good reputation might increase customer’s confidence in the
product although it does not differ from alternatives from a
technical point of view.

E. Legal and Regulatory Requirements
Finally, legal and regulatory requirements have to be con-

sidered for every product. These requirements have effects on
product properties (for example on safety properties) as well as
on the overall development and production process (e.g., safety
standards require certain development processes). To follow all
given requirements becomes especially critical if the product
should be sold in several different countries (e.g., Europe, US,
and India). There is strong effort to harmonize the different
standards and regulations present all over the world, but today
one still has to deal with differences between countries. Thus,
at least the selection of countries in which the product should
be sold later on has to be considered as a target in the selection
process.

III. PRODUCT LIFE CYCLE

In this section, a typical product life cycle is presented for a
design based on COTS control units, a design with CM control
units and a combination of COTS and CM components.

Following accepted processes, the product life cycle starts
with a specification. While the creation of a sound specification
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Figure 1. Targets for selection of electronic control units

is a major task, we assume it is already existent for the
next step. Nevertheless, it has to be noted that specifications
are often not fixed in early phases. While a first approach
typically includes the complete ”wish list”, first concepts based
on the early specification often show that targets (mostly
costs) cannot be reached. Therefore, typically several iterations
of specifications and corresponding concepts are required to
create a practicable specification (see Figure 2), especially if
new and unfamiliar approaches and techniques are applied. It
is expected that also in this phase of creating the specification,
differences between COTS and CM components are present
(for example, concepts for first estimations are probably easier
to establish with COTS components than on basis of a CM de-
sign). While the impact on the specification might be a further
interesting difference between COTS and CM approaches, it is
outside the scope of this article. Therefore, it is assumed that
a suitable specification is present for the remaining article.

Based on the specification, an implementation could be
realized in the three ways presented in Figure 3.

1) For a CM approach, development activities are re-
quired followed by integration, verification, validation
and certification. In parallel, the manufacturing set-up
has to be established and verified.

2) In case of a COTS approach, development activi-
ties are replaced by a selection and qualification of
suitable COTS devices. In this case, no production
activities take place.

3) A combination of COTS and CM devices includes
the elements of both life cycles, CM and COTS.

In all three cases, the aforementioned activities are fol-
lowed by operation, maintenance and repair activities.

Industrial control systems have a long useful life that
requires life cycle services (examples are maintenance, mod-
ifications and retrofit). According to a publication by the
international society of automation, only 20-40% of the invest-
ment for an automation systems is spent on the purchasing of

Specification
Concept with 

first estimations

Feedback: expected costs, time to market, side

effects between different requirements, …

Required functionality and product properties,

Constraints on costs and time to market

Figure 2. Typical iterations during creation of the specification

the system while the remaining 60-80% are required for life
cycle services [13]. Accordingly, these activities are of great
importance for industrial applications and should be kept in
mind during the selection process.

Finally, each product life cycle ends with some end of
life activities, typically decommissioning. As the impact of
this phase is considered low for the selection process, end of
life activities are not considered in this article. The following
subsections deal with the specific characteristics of the three
approaches.

A. COTS
In case of a COTS design, a suitable device has to be

selected. The aim is to identify an existing product that fulfills
the requirements given in the specification. Moreover, further
aspects as those presented above could be important for the
selection, although often not explicitly stated in the specifi-
cation. Depending on the application, it might be useful to
reconsider the specification, if no suitable COTS device could
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Figure 3. Product life cycle for different approaches (length of phases does not necessarily reflect the effort required for this phase)

be identified. Moreover, the fulfillment of the requirements is
often not only determined by the product itself and related
aspects (e.g., documentation), but also by the relationship
to the supplier of this device (support during integration,
operation, maintenance, long time availability, insight into
verification and validation activities, willingness to perform
further verification and validation activities if needed, etc.).
Especially for critical applications, additional verification ac-
tivities could be required to apply COTS devices (see [2]
as an example for military applications). If these verification
activities are required and cannot be performed by the supplier,
own verification activities have to be performed with the COTS
device.

In the next phase, the selected COTS device has to be
integrated into the application (for this approach, we assume
that no modifications are required to integrate the COTS
device). In this phase, the knowledge of the COTS device’s
properties is of great importance. Gaining this knowledge
could be time consuming, but could be eased by support given
by the supplier (good documentation, qualified hotline support,
tools supporting integration, etc.).

While verification and validation of the control unit itself
has already been targeted, it is the overall system that has to
fulfill the requirements. Thus, verification and validation activ-
ities have to be performed also on system level. Based on the
application, also certifications are required or recommended
(e.g., functional safety applications). Several COTS devices
come with some pre-certification for certain applications (as
the mentioned safety applications). These pre-certifications
typically ease the certification activities on system level.

B. Custom Made

The CM approach requires development (including all
design, implementation and test activities to reach a suitable
prototype) and manufacturing activities. During development,
prototypes are implemented and verified on basis of the speci-
fication. Design decisions have to consider functional aspects,
as well as further impacts (see Figure 1). Some aspects for
COTS apply here for specific integrated circuits used in the
design. They can simplify design and verification activities,
but also lead to the challenges listed in the COTS section
(e.g., availability). Especially in complex designs, often several
prototype stages are required until verification and validation
activities are passed successfully.

Additionally, an ideal design is optimized for later manu-
facturing as these optimizations can significantly reduce manu-
facturing times and tooling costs. Generally speaking, the aim
is to deal with the complexity in development and manufac-
turing [14]. For optimum time-to-market, the preparation for
manufacturing is started before the development activities are
finished. The required synchronization between development
and manufacturing activities are often challenging [15]. More-
over, to determine the start time of preparation activities, the
following tradeoff is necessary. On the one hand, the risk of
changes in the product that are relevant for production has to
be kept low (ideal: wait until everything is definitely working
as specified). On the other hand, a late start of preparation
activities is resulting in negative impacts on the time to market
and/or a reduced preparation time.

In the following steps, optimizations of the manufacturing
process take place, mostly to optimize manufacturing time and
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quality. Integration, verification and validation activities can
start with prototypes, but final tests and certification typically
require first samples from the serial manufacturing process.

In case of a COTS product, analysis of defect products, ob-
solete components or changes in regulatory requirements (e.g.,
EMC requirements) are typically performed by the supplier.
Also in case of a CM design, this analysis has to be performed
periodically to check if changes in the product are required.
While these activities could be outsourced, the effort for these
activities has to be considered. Moreover, required changes
could result in costly redesign activities (new verification,
validation and certification activities might be needed), a risk
worn by the supplier in case of COTS components.

C. Combination
The process of combining COTS components with a CM

design follows a combination of both processes. Typically,
the product core is implemented with a COTS component
and the interfaces are custom made, but also other parts as
interfaces or power supplies can be implemented with COTS
parts. Thus, during development all aspect of a CM design
have to be followed in addition to a selection of suitable COTS
components (lower part of Figure 3, only the differences to the
CM process are displayed).

While the use of COTS components comes with some
challenges to be considered (see section above), it can simplify
the remaining development significantly. An example is the
use of a COTS single board PC on a custom made printed
circuit board (PCB) populated with interface and power supply
circuits (and some application specific functions if needed, see
also Section V). This combination can simplify the manufac-
turing process if the main PCB is populated with comparatively
simple components only (e.g., easy assembly, no extra small
structures on PCB). Furthermore, PC parts as memory chips
tend to become easily obsolete, a problem now covered by
the supplier of the PC board. For the supplier of the PC board
this problem is less critical, as he typically benefits from higher
production volumes (boards are sold to many customers). Thus,
the resulting price of buying the PC modules could be lower
than to manufacture low quantities in house.

IV. SELECTION PROCEDURE

The combination of the targets presented in Section II and
the product life cycles presented in the preceding Section III
provide the basis for a systematic selection. The consideration
of the many factors presented above leads to a so called
multi-criteria decision analysis (MCDA) [16], [17]. MCDA
offers several different approaches for a systematic decision,
one will be described in the following. For all approaches, it
is necessary to establish an objective evaluation. Therefore,
it is recommended to evaluate each factor in a team (at
least technical and sales representatives) to consider different
viewpoint in the decision process.

An example for a decision procedure is displayed in
Figure 4. Each selection procedure should start with a sound
requirements analysis. As a result of this analysis, functional
requirements should be defined as well as all required targets
(see Figure 1 for detailed targets). The following analysis of
design alternatives is then based on these requirements as well
as on the corresponding life cycles (see Figure 3).

In case a CM design might be the desired choice, experts
from the area of electronic development and manufacturing
should be consulted (internal or external partners). This way,
quantitative data can be achieved for costs and time-to-market
aspects. However, for reliable data, a sound specification and
”trustworthy” experts are required.

Besides costs and time to market, the targets are of qualita-
tive nature. While a qualitative analysis is probably sufficient
in many cases, a rating system can be applied in case of all
qualitative aspects (e.g., rating of products availability from 1
to 10) if needed, for example in form of a decision matrix.
Rating can be agreed on in the team or it can be build from
a set of individual ratings. An example for such a decision
matrix can be found in Figure 5. On the left, quantitative
aspects of three different devices are evaluated. On the right,
the qualitative aspects are rated based on the rating proposed
above. It is important that a consensus should be found within
the decision team for each result. In Figure 5, all targets are
considered as equally important and no weighting has been
applied. In the case that differences in the importance of the
targets exist, a weighting can be applied as presented in Figure
6. In this extended approach, the rating of each target is
multiplied with the weighting factor (with 1 for the lowest
importance and 9 for the highest importance) in the column
W·R. Obviously, this weighting can have a significant effect
on the result (in the given example, the COTS approach now
outperforms the CM approach). The impact of the importance
of the different targets is further discussed in Section VI.

During the evaluation, it will become obvious that the
results within the targets have dependencies with the costs
(e.g., reliability can be typically approved by additional mea-
sures. However, these measures typically have an impact on the
costs). Thus, every change in the concept should be evaluated
concerning it’s impact on other factors (especially cost). If
a consensus is found on the results for all targets, a sound
decision is possible between design alternatives.

V. CASE STUDY

In this section, three existing control units are evaluated
based on the criteria defined before. The emphasis of the
following description is on the properties of the selected
system and not on the selection process (devices already exist).

A. Three Control Units
The following control units are considered for the presented

case study:

1) A machine for sorting metal parts: The control unit
is required to switch electric motors and pneumatic
valves and read several position sensors and an ana-
logue input for measuring the metal parts. Moreover,
the status of the machine has to be displayed on a
screen. The expected volume required of this machine
is ≤ 50 units per year.

2) A user terminal for an embroidery machine: The
control unit has to read the required embroidery
pattern from a USB stick and display it on the screen
of the terminal. Moreover, user commands have to
be read from the terminal. A set of commands is
computed and send to the embroidery machine via
a proprietary interface. The expected volume is 800
units per year.
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 A  B  C  A  B  C

CM CM+COTS COTS CM CM+COTS COTS

Product 100 250 500 Availability of product 9 6 5

Licenses 0 0 0 Reliability & Safety 6 6 6

Maintenance 0 0 0 Security & IP-Protection 7 7 7

Development 150000 50000 0 Adaptability 9 9 7

Manufacturing Setup 50000 30000 0 Energy efficiency 8 8 8

Integration 3000 4000 5000 Sustainability 8 7 7

V&V 10000 10000 5000 Size & Weight 8 7 7

Certification 7000 7000 4000 4 6 9

Documentation 2000 2000 1000 8 8 9
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Figure 5. Example for MCDA based on decision tables

Weighting ↓ Rating W ∙R Rating W ∙R Rating W ∙R

Availability of product 7 9 63 6 42 5 35

Reliability & Safety 8 6 48 6 48 6 48

Security & IP-Protection 7 7 49 7 49 7 49

Adaptability 4 9 36 9 36 7 28

Energy efficiency 8 8 64 8 64 8 64

Sustainability 8 8 64 7 56 7 56

Size & Weight 1 8 8 7 7 7 7

9 4 36 6 54 9 81

9 8 72 8 72 9 81

4 8 32 8 32 7 28

75 472 72 460 72 477S

time to market

legal & regulatory requirements

customer perception

Alternatives :

Type :

Product

Properties

Targets ↓ 

 A

CM

 B

CM+COTS

 C

COTS

Figure 6. Example decision table with weighting of targets
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3) A control unit for automatic domestic windows: This
electronic unit has to control a DC motor (PWM, en-
coders) based on sensor information and information
received via a proprietary bus interface. Moreover,
the available space for this device is limited to
100x40x18mm. The expected volume here is ≥ 1000
units per year.

B. Evaluation

An overview of the evaluation can be found in Figure 7
while details will be described below. The target sustainability
as well as legal and regulatory requirements were not formu-
lated at the time of this case study and are not considered
for this reason. Nevertheless, no changes in the results are
expected (no specific requirements for sustainability or legal
and regulatory requirements to be covered by the product are
given). A general discussion of potential impacts of these two
targets can be found in Section VI.

1) Case A: The low quantity of required products indicate
a COTS device as best choice. However, a conflict could
arise from the remaining targets which are evaluated in the
following.

The non recurrent costs, as well as the required time to
market clearly benefit from the use of a COTS component.
The recurrent price is probably higher than a CM approach,
but a quantity of 50 units in most cases does not allow
to amortize non recurrent costs for a custom made design
including verification.

In addition, product properties have to be considered. Size
and weight targets, which could be a tough challenge for COTS
approaches, are not critical in this application. The same is true
for the energy efficiency of the control unit.

For this application, a modular programmable logic con-
troller (PLC) has been chosen. This approach allows to adapt
the control units in case of later changes (e.g., by changing or
adding I/O modules or special function modules). Moreover,
this approach allows to use similar approaches in different
machines (same core unit but differences in modules used).

During the selection of the device, the availability of this
device or potential replacements is crucial. Well established
systems as well as individual contracts can mitigate the risks.
Additionally, the use of standardized components (including
the programming languages) ease the migration to alternative
systems when needed.

Finally, no specific safety, security or reliability require-
ments were given in this application. Nevertheless, specific
PLC systems targeting these requirements are available.

Based on this brief evaluation, a COTS approach is the
optimum solution for this application.

2) Case B: In this application, the need for a proprietary
interface requires at least some CM design. Moreover, the
visualization requirements for the terminal screen require a
certain amount of processing power.

In this application, a combination of a COTS processor
board was chosen in combination with a custom made main
board implementing the power supply and required interfaces.
The use of the COTS board was driven by the following
aspects:

• This approach simplifies the design and the manufac-
turing of the main board (no fine pitch components
and less high speed design required o this board).

• For the required quantities, the COTS board has an
attractive price compared to the CM approach.

• Components as memory chips change frequently. In
the COTS approach, the qualification of new chips is
done by supplier.

• An approach of a complete COTS user terminal in
combination with an interface converter (required for
the proprietary interface to the machine) was resulting
in a significantly higher product price.

Furthermore, the remaining cost related factors show no
disadvantage of this approach compared to a full custom
made design. With respect to time to market, this approach
benefits from the COTS components in comparison to the CM
approach, as a major part of the design could be implemented
as a pretested module. The product properties are influenced
as follows:

As the COTS board has a major impact on the availability,
a long term contract was set up with the supplier. Nevertheless,
a migration to another processor board is possible (probably
involves redesign).

Reliability analysis is possible as the complete design
including all components is known. Optimizations in the archi-
tecture or the applied components could have been performed
if required, as well as the implementation of safety functions
on the main board.

A protection of the program memory is supported by the
processor, no further security or IP protection requirements
exist. Adaptability can be achieved by modifications of the
main board. However, this approach requires redesigns (incl.
verification activities). In this application, it is expected to
handle all modifications via SW.

Customization allows optimization of energy, size and
weight properties. However, none of these are considered as
critical for this application.

Finally, a CM design allows significant separation from
competitors (customers perception). In summary, the applica-
tion benefits from the chosen combination of COTS and CM
components.

3) Case C: Size and product price restrictions are major
impacts for this application and could not be fulfilled with
available COTS components.

The non-recurring costs for the required design and manu-
facturing activities are significantly higher than with a COTS
approach, but could be amortized by the expected quantity in
an acceptable period. Costs for verification and certification
activities could be held on a moderate level as the complete
system was already undergoing sufficient procedures.

With full control of HW and SW design, specific
project properties (e.g., proprietary bus interface, protection of
firmware, emergency stop, life beat) could be fulfilled. Finally,
the time to market was (with almost a year) long compared to
a COTS approach, but not critical as the development of the
complete system took a similar amount of time.
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Figure 7. Case Study
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VI. DISCUSSION

In the presented case study, the emphasis is on the dif-
ferences of the three approaches presented. However, even the
simplified description of the selection performed for these case
studies shows the advantages compared to an unsystematic
approach. The collection and evaluation of the proposed targets
in combination with the consideration of the complete product
life cycle prevent that important factors are neglected during
the decision process. In addition, quantitative approaches as
described in Section IV can be applied to further formalize
the selection.

Moreover, one could argue that the decision for or against
COTS devices is solely driven by the quantity of the required
units. For sure, in extreme cases (less than 10 units, more
than 100000 units) the decision is probably simple. However,
for medium numbers and depending on further targets to be
fulfilled by the control unit, the decision process differs. As an
example, a product with a quantity of 1000 units/year could
be better implemented with COTS (high volume product that
perfectly matches requirements) and a unit only needed a few
100 times a year might be better in CM (e.g., when other
targets do not allow a pure COTS approach).

Furthermore, it has to be noted that the importance of the
different targets could be rated very differently for different
applications (An example for a weighting of targets in the
decision process has been presented in Figure 6). As the result
of the overall analysis depends a lot on this rating, it has to
be performed precisely. If, for example, the following targets
are rated very high compared to other targets, this rating can
have a major impact on the decision:

• availability of the product: if a CM design is possi-
ble with standard components (all with at least 2nd
source), a high independence from suppliers can be
achieved by a CM design. This independence could
result in a major advantage compared to a COTS
approach. However, it has to be noted that it is often
not possible to find suitable 2nd sources for all compo-
nents of a product. Examples for critical components
are microcontrollers and all other specific integrated
circuits, displays and specific connectors. Neverthe-
less, an option to reduce the risk of unavailability for
the components without a suitable 2nd source is to
set up delivery contracts with the suppliers of these
components.

• safety and adaptability: if a control unit including
safety functions should be open to later adaptations,
the effort for later changes (concept, implementation,
verification, validation and certification) could be sig-
nificantly lower in case of a well supported COTS
device.

• legal and regulatory requirements - device should
be sold worldwide: Depending on the product, this
requirement could result in a high effort, especially
in case of certification activities. If COTS devices
with the required certifications are available (or can
be made available by the COTS supplier), this target
can be met easily by choosing the COTS approach.

• sustainability: If specific sustainability requirements
are given (e.g., high percentage of the material used in

a control system should be recycled at the end of prod-
uct life, overall energy footprint of the manufacturing
of the device should be below a certain threshold), the
set up and implementation of the recycling concept
can be challenging. As with the requirement above, a
COTS approach can simplify the effort to reach this
target IF a COTS device with the required properties
is available.

VII. CONCLUSION

The comparison of COTS and CM approaches (or combi-
nations of both) requires more than just an analysis of cost
and time to market. In addition, the overall costs (recurring
and non-recurring) are compiled from several aspects and
not only the cost of the control system itself. Therefore,
a set of important targets to be considered in the decision
process has been presented in this work. These targets include
different types of costs, time to market, legal and regulatory
requirements, customer perception as well as large set of
product properties. The considered costs are compiled from
recurring costs (for product, licenses and maintenance) and
non-recurring costs (for development, manufacturing setup,
integration, verification, validation, certification and documen-
tation). The presented product properties include availability,
reliability, safety, security, IP-protection, adaptability, energy
efficiency, sustainability, size and weight. Moreover, impacts
on the product life cycles of the different approaches have been
discussed. Based on these two aspects (targets and impacts on
life cycles), a systematic selection process for industrial control
systems has been proposed. The proposed process includes
MCDA and allows to apply quantitative approaches to further
formalize the selection. Finally, the selection process has been
demonstrated in a case study with three industrial control units.
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