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Abstract — Planning and control of a construction project 
requires the development of an appropriate model of the 
project’s processes. The Critical Path Method (CPM) is the 
most widely used process modelling method in construction 
since it is simple to use and reasonably versatile.  Discrete-
event simulation is the most versatile of existing modelling 
methods in terms of the type of work and detailed logic that 
can be represented, but it is not easy to use compared to CPM 
and for this reason has not been widely adopted in practice. 
Foresight is a new modelling method designed to combine the 
simplicity of CPM and versatility of simulation.  Earlier work 
has demonstrated the modelling simplicity and versatility of 
Foresight relative to other project planning tools for a range of 
on-site based processes. This paper continues this investigation, 
focussing on the relative performance of Foresight and 
discrete-event simulation in terms of modelling both on-site 
and factory-based (manufactured) process logic. The principles 
and relative performances of the two approaches are 
demonstrated in application to three example problems.  The 
study demonstrates the advantages of Foresight over 
simulation hold for both on-site and manufacturing type 
processes. 

Keywords – discrete-event simulation; Foresight modeling; 
interactive modeling; process modeling; visualization. 

I.  INTRODUCTION 
 This paper extends earlier work comparing the 
performance of conventional simulation and constraint 
based modelling techniques in application to both on-site 
and factory-based construction production [1]. 
 A wide range of methods for modelling construction 
processes have been developed over the last 100 years since 
the introduction of the Gantt Chart.  An analysis of the 
genealogy [2] of these tools shows that they can be grouped 
into three main categories: the Critical Path Methods 
(CPM); the linear scheduling techniques; and discrete-event 
process simulation.  Most other tools are either an 
enhancement or an integration of these methods or have a 
very limited scope of application.  For example, 4D-CAD 
and nD-CAD planning methods [3] [4], where one of the 
dimensions is time, are strictly CPM models hybridized 
with 3D-CAD for visualization purposes. 
 Each of the three main groups of modelling method 

have, unfortunately, practical limitations in terms of their 
application to construction planning.  The CPM methods 
(the most popular in construction) are well suited to 
modelling projects at a relatively general level of detail, but 
are limited in terms of the types of interactions they can 
consider between tasks [5].  Moreover, CPM models 
become cumbersome when used to model repetitive 
processes, and provide little understanding of the 
interactions between repetitive tasks.  When presented in 
Gantt Chart format, a CPM model provides some visual 
insight into how a system’s logic affects its performance 
(thus suggesting more optimal ways of executing work) but 
this is limited to event-based logical dependencies and their 
impact on time-wise performance. 
 Linear scheduling, on the other hand, is targeted at 
projects where there is repetition at a high level, such as 
high-rise, tunnelling, and highway construction work (see, 
for example, Matilla and Abraham [6]).  These models are 
very easy to understand and represent the system’s logic and 
its performance within an integrated framework.  
Consequently, they provide the modeller with strong visual 
insight that can help identify more optimal ways of 
achieving the project’s production goals.  For example, they 
show in graphic form how the relative progress of repetitive 
tasks can lead to conflict, both in terms of time and physical 
interference between productive resources (such as crews 
and equipment).  However, linear scheduling cannot be used 
to model non-repetitive work, and it includes some 
simplistic assumptions which often make it difficult to 
model real-world repetitive processes.  For example, 
velocity diagrams (a linear scheduling technique) cannot 
easily represent operations that follow different paths, such 
as two underground utility lines that interact at a cross-over 
point but otherwise follow different routes.   
 Discrete-event simulation (see, for example, Halpin and 
Woodhead [7]; Sawhney et al. [8]; Hajjar and AbouRizk 
[9]) is an established tool that is very versatile in that it can 
in principle model any type of interaction between tasks and 
any type of construction process (including repetitive and 
non-repetitive work).  However, the relatively high degree 
of expertise and effort required to develop and validate a 
simulation model has limited its adoption in the field.  In 
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addition, simulation models provide no direct visual 
indication of how a system’s logic determines its 
performance.  That is, performance is an output from the 
model after it has been fully developed; it is not an integral 
part of the model and therefore its dependence on the 
model’s logic is not directly apparent.  
 Most projects include a variety of processes some of 
which may be best modelled using CPM while others may 
be better represented by linear scheduling or simulation.  
However, it is not normally practical to expect planners and 
plan-users to employ more than one modelling method to 
manage a project.  In any case, using several tools that are 
not fully compatible makes it impossible to seek a globally 
optimal solution to a planning problem.  On the other hand, 
the alternative approach of using one tool to model all 
situations (typically CPM) compromises a user’s ability to 
plan and control work optimally. 
 The ideal solution would be a single tool that combines 
the versatility of discrete-event simulation (in terms of 
modelling the broad spectrum of repetitive and non-
repetitive construction work), the visual insight of linear 
scheduling, and the ease-in-use of CPM.  Foresight [10] has 
been developed to meet these objectives, and has been 
demonstrated capable of modelling all types of work 
covered by CPM, linear scheduling and discrete-event 
simulation. Construction processes are traditionally 
performed on-site; however, some are performed within a 
controlled environment such as a factory, and in recent 
years there has been a slowly growing interest in 
manufactured and modular component production.  The 
logistics of manufactured processes can be quite different 
from on-site processes, often characterized by a job-to-
process flow of work (as opposed to process-to-job flow), 
and batch processing of multiple component types.  This 
paper compares Foresight with CYCLONE [7] (a commonly 
adopted simulation modelling system designed specifically 
for construction) in application to a variety of construction 
processes including a factory based production system. 
 Section II introduces the principals of the Foresight 
modelling system.  Sections III to V provide three case 
studies: a multiple-cycle earthmoving operation that 
includes an intermediate storage facility, a tunnelling 
operation; and a factory-based process that produces batches 
of various types of prefabricated reinforced concrete 
components. The paper concludes in Section VI with a 
summary of the findings and an identification of continuing 
research. 

II. PRINCIPAL MODELING CONCEPTS OF FORESIGHT 
 The goal in developing the new approach to modelling 
was to attain the simplicity of CPM, visual insight of linear 
scheduling, and the modelling versatility of simulation.  In 
addition, hierarchical structuring of a model (see for 
example, Huber et al. [11] and Ceric [12]) and interactive 
development of a model were identified as requisite 
attributes of the new approach since they facilitate model 

development and aid understanding of the organization and 
behaviour of a system. 
 The three principle concepts of the Foresight modelling 
approach are as follows and illustrated in Figure 1:  

(1) Attribute Space.  This is the environment within which 
the model of the process exists.  Each dimension defining 
this space represents a different attribute involved in the 
execution of the process, such as time, cost, excavators, 
skilled labour, number of repetitions of an item of work, 
permits to perform work, and materials.  The attributes that 
make-up this space are the resources that are used to 
measure performance and/or that could have a significant 
impact on performance. 

(2) Work Units.  These are elements that represent specific 
items of work that need to be completed as part of the 
project.  They are represented by a bounded region within 
the attribute space.  A unit can represent work at a high level 
(such as ‘Construct Structural System’), a low level (such as 
‘Erect Column X’) or any intermediate level.  Collectively, 
the work units must represent all work of interest but should 
not represent any item of work more than once. Work units 
may exist in different or overlapping subsets of attribute 
space. 

(3) Constraints and Objectives.  Constraints define the 
relationships between the work units and the attribute space, 
either directly with the attribute space (such as constraint ‘a’ 
in Figure 1) or indirectly via relationships with other work 
units (such as constraints ‘b’, ‘c’, and ‘d’ in Figure 1).  
These constraints effectively define the location of the edges 
of the work units.  A constraint can be any functional 
relationship between the borders of the work units and/or 
the space within which they exist.  Practical examples 
include: (i) ensuring that crews at different work units 
maintain a safe working distance; (ii) ensuring that the 
demand for resources never exceeds the quantity available; 
(iii) determining the duration for a work unit based on the 
number of times it has already been repeated; and (iv) 

  work unit 1 
 

work unit 1.1 

work unit 1.2 

work unit 
1.2.1 work unit 1.1.1 

attribute W (e.g. time) 

work unit 1.3 

at
tr

ib
ut

e 
X 

(e
.g

. d
is

ta
nc

e)
 

constraint ‘d’ (objective) 

constraint ‘c’ (relative) 

constraint ‘b’ 
(relative) 

 constraint ‘a’ (absolute) 

Figure 1.  Schematic illustrating the three principal concepts of Foresight. 

work unit  
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ensuring that idle time for a task is kept to a minimum.  The 
objectives are the specific goals of the planning study, such 
as to maximize profits or to complete work by a deadline 
(such as constraint ‘d’ in Figure 1).  Fundamentally, they are 
the same thing as constraints, albeit at a higher level of 
significance, and therefore are treated as such within the 
proposed new modelling system. 

There are two secondary concepts of the Foresight 
modelling system, both concerned with its structure: 

(1) Nesting.  Work units can be nested within other work 
units (such as work unit ‘1.2.1’ in Figure 1 which is shown 
to be within work unit ‘1.2’ which is respectively part of 
‘1’).  Nesting of work units is defined explicitly, allowing 
the model to be understood at different levels of abstraction, 
increasing its readability, reducing the likelihood of errors in 
the design of the model, and reducing the amount of work 
required to define and update a model. 

(2) Repetition. Work units can be repeated (such as occurs 
within work unit 1.3 in Figure 1) and can be implemented at 
any level within the nesting hierarchy, thus minimizing the 
amount of work required to define a model.  Repetition of a 
work unit will include a repetition of all relevant constraints 
and its nested work units and their constraints. 

A standard specification of Foresight is that model 
development be implemented interactively.  That is, the 
visual presentation of a model is updated and all constraints 
are resolved as the work units and constraints are either 
edited or added to the model.   This way, the modeller can 
see immediately the impact of any changes or additions that 
are made.  Another point to note is that these models are 
presented as a plot of the work units within at least two 
dimensions of the attribute space.  This form of presentation 
allows the progress of work to be visualized within the 
model’s functional structure.  This is an extrapolation of the 
way in which linear scheduling models are presented, and 
has the advantage of allowing the user to visualize directly 
how the performance of the model is dependent on its 
structure.   These points will be illustrated in the following 
three example applications. 

It should be noted that Foresight is, strictly speaking, a 
simulation system in that it requires the use of a three-phase 
simulation algorithm to resolve its constraints. 

III. EARTHMOVING OPERATION 
 The first system to be modelled is that of an 
earthmoving system comprising a bulldozer used to push 
dirt from the cut area into a stockpile, and an excavator used 
to load dump trucks which, in turn, haul the dirt to a fill 
area.  Figure 2 shows the CYCLONE [7] simulation diagram 
of this system for a situation where there is 1 bulldozer that 
can push 3 cu-m of dirt on each cycle, a loader with a 1 cu-
m bucket, and 3 dump trucks of 5 cu-m capacity each.  The 
loader must therefore perform five cycles to load a truck. 

This model, once defined within the computer and 
validated, would be run several times to gain measures of 
performance of the system, such as production rates and 
queue length distributions.  To the lower left of Figure 2, for 
example, is a measure of the amount of dirt in the stockpile 
plotted against time resulting from a single simulation run.  
Similarly, to the lower right of the figure is a measure of 
output from the system against time, measured as truck loads 
at the “dump” activity. 

The Foresight representation of this system is presented 
in Figure 3.  The first part of this figure shows the 
hierarchical form of the model (without the main constraints 
added) whereas the second part shows the model in its 
normal format with all constraints included representing, for 
example, work unit durations, and precedence.   In this case, 
the model is displayed within the attribute dimensions of 
“quantity of dirt” and “time”.  The model is shown for the 
first 10 cu-m of dirt removal. 

Inspecting the second part of Figure 3, it can be seen 
that the bulldozer (yellow) and loader (blue) cycles are well 
balanced, operating at a similar rate of performance.  The 
loader and trucks, however, are not well balanced leaving the 
loader in an idle state for much of the time.  It can be seen 
from the second part of this figure that the addition of one or 
two more dump trucks would improve this situation. 

One of the benefits of the Foresight mode of 
representation is that it is possible to see how the 
performances of different sections of a model are related.  
For example, the growth in the amount of dirt in the 
stockpiles (the green bars) can be seen in terms of both the 
input rate (the leading edges defined by the performance of 
the bulldozer) and the output (the trailing edge defined by the 
performance of the loader and dump trucks).  However, 
sometimes it is helpful to isolate a part of a model and 
inspect that on its own terms.  This can be at any level in a 
model hierarchy; for the stockpiles, this is shown in part 3 of 
Figure 3.  Alternative filtering could have been undertaken to 
monitor the utilization of any item of equipment, time-wise 
variance in the length of a queue, or output from the system.  
Other attributes that may have been included to impose 
additional constraints on the system or to monitor 
performance, include cost and location. 

Several important differences between CYCLONE and 
Foresight can be understood by comparing the model 
representations of Figures 2 and 3.  First, it should be 
understood that CYCLONE requires the complete logic of the 
model (as represented by the CYCLONE diagram of Figure 
2) to be finalized before the system’s performance can be 
predicted in a simulation run.  In contrast, the Foresight 
model integrates the structure and logic of the model and the 
estimated performance of the system within a single format 
as represented by the second part of Figure 3.  This gives 
Foresight a couple of significant advantages.  First, as work 
units are added to a model and their parameters altered, the 
impact of these edits on the estimated performance of the 
system are seen immediately - the model does not have to be 
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completed before the simulation results are produced.  This 
is a similar advantage to that seen in other graphically based 
planning tools such as linear scheduling.  The second 
advantage is that in a Foresight model, the way in which the 
logic and structure of the model affect the performance of the 
system is directly visible, which in turn assists in the 
optimization of the design of the system - this point will be 
illustrated in the next case study of a sewer-tunneling 
operation. 

IV. TUNNELLING OPERATION  
The second study is concerned with modelling the 

construction of a 2 m internal diameter sewer, where 
tunnelling is through a stiff clay and the lining is formed 
from concrete ring segments grouted in place.  The example 
is used to illustrate the steps in developing a Foresight model 
for a problem that, given its complexities, would best be 
modelled using simulation methods.  

A component oriented approach should be adopted when 
developing a Foresight model, such that each work unit 
represents the construction of a physical component or sub-
component of the facility under construction.  A top-down, 

hierarchical approach is an effective strategy for developing 
these models, starting with the highest level component (the 
complete facility) and then breaking it down into its 
constituent components.  The first part of Figure 4 shows the 
hierarchical structure of the Foresight model of the 
tunnelling operation.  At the lowest level in this breakdown 
are the work units “excavate” representing the cutting of 1 m 
length of the tunnel, and “line tunnel” which involves 
placing and grouting concrete ring segments in the 1 m cut.  
The work units “excavate” and “line tunnel” are repeated 3 
times to construct a 3 m length of tunnel.  These are followed 
by “lay track” which adds a 3 m length of track used to carry 
a manually propelled train for removal of spoil and delivery 
of materials.  If two crews are used for the project then the 
model shown in Figure 4 would be duplicated (once for each 
crew) and placed within a parent work unit. 

The work unit at the second highest level represents the 
process of constructing a 3 m section of tunnel, and will be 
repeated for the length of the tunnel.   

Addition of constraints can occur as work units are added 
to the model.  For this tunnel model, the main constraints 
were as follows: 

Figure 2.  CYCLONE simulation model of an earthmoving operation. 
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Figure 3.  Foresight model of a simple earthmoving operation. 
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• The work units representing “3 m tunnel sections” are 
positioned serially both in the “time” and “tunnel 
length” dimensions. 

• The work unit representing the “sewer tunnel project” 
extends in the “tunnel length” direction to a value equal 
to the tunnel length. 

• The “3 m tunnel section” work units start at the left side 
of the “sewer tunnel project” work unit and extend all 

the way to (but not beyond) the right side of the “sewer 
tunnel project” work unit. 

• The “1 m lined section” work units are positioned 
serially both in the “time” and “tunnel length” 
dimensions.  

• The “1 m lined section” work units span from the left to 
right side of their “3 m tunnel section” work unit.  

• The work units “excavation” and “concrete lining” are 
positioned sequentially in the “time” dimension. 
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Figure 4.  Foresight model of a sewer tunneling operation. 
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Completion of any Foresight model requires addition of 
the constraints. For the tunnelling model, this includes 
adding functions specifying the individual durations of the 
“excavation”, “concrete lining”, and “light track” work units, 
the result of which is shown in the part 2 of Figure 4, 
specifically the upper left quadrant of the diagram.  In this 
model, two tunnelling crews have been added by duplicating 
the highest level work unit.  The crews are started at the 
access shaft located at the midpoint of the tunnel, then head 
in opposite directions but with different rates of production. 
For convenience, only the first 60 m of tunnel construction is 
shown.  Note, the progress of the crews follows a curve 
(reducing with time) which results from the fact that the 
duration to remove spoil and bring concrete ring segments to 
the tunnel face increases with tunnel length. This dependence 
was established by making the duration for a work unit a 
function of its position along the length of the tunnel. 

There are many refinements that may be made to this 
model to provide more accuracy and/or greater detail to 
allow decisions to be made about equipment types to be 
employed.  Additional detail may involve, for example, 
further decomposition of the “excavate”, “line tunnel” and 
“lay track” works units.  Furthermore, “excavate” may 
contain work units representing digging at the tunnel face, 
loading the light train, hauling the spoil from the tunnel, 
dumping the spoil, and returning the light train.  Other 
attributes may be added, such as crew members, allowing 
these to be shared between different work units concurrently. 

The visual power of these models is apparent by 
inspecting the upper left quadrant of the second part of 
Figure 4, which shows clearly the relative performances of 
the two crews across the length of the tunnel.  In this case 
crew-performance records had indicated that 1 crew operated 
about 50% faster.  From the Foresight model it is apparent 
that, for a 30 m tunnel, the optimum position for the access 
shaft would be 3 m to the left of its current position, giving 
the slow crew just 27 m of tunnel to construct and the fast 
crew 33 m of tunnel. 

Alternatively, an additional attribute could be added to 
the model representing starting the crews at different 
positions along the tunnel length, thus providing an 
automated sensitivity analysis of project duration versus 
starting point for the crews. 

V. MANUFACTURE OF REINFORCED CONCRETE 
PREFABRICATED COMPONENTS 

This third case study compares the performance of 
Foresight with CYCLONE based simulation for modelling a 
manufacturing process. Specifically a prefabricated 
reinforced concrete component production system was 
considered comprising job-to-process flow logic, multiple 
batch production, a constraint on storage space for 
components in mid-process, and a dependence on an external 
material supply line.   

Figure 5 shows the CYCLONE diagram of this system 
where production starts with a batch of 10 type A 

components, followed by a batch of 6 type B components, 
and finishes with a second batch of 3 type A components.  
The system is also dependent on the supply of steel 
reinforcing (rebar) which is delivered to the factory in three 
lots at different points in time.  Finally, there is a limit of 3 
components allowed within the curing room at any time (a 
high humidity space), which is implemented by a permitting 
resource “cure space”.  Note, the model would be set-up with 
a component numbering system that gives priority to the 
batches in the required order of manufacture.  

Figure 6 shows the equivalent Foresight model for this 
manufacturing process. The first part of Figure 6 shows the 
hierarchy of work units involved in the batch production of 
the types A and B prefabricated reinforced concrete 
component, and the supply of rebar.  At the third level in the 
hierarchy are work units representing stations in the factory 
where tasks such as setting-up forms are executed or 
temporary storage is provided such as for the curing of the 
cast concrete components. At the fourth level are the 
individual repetitions of these tasks. 

The second part of Figure 6 shows this section of the 
model with all constraints added, and is plotted for: Units 
(counting the number of components produced); and Time. 
The constraints, which would be added as the work units are 
added, include: 
• The durations of each third level work unit which are 

defined as the difference between the start and end of a 
work unit measured in the time dimension. 

• Two batches of 10 and 3 units respectively for the Type 
A components, interposed with a batch of 6 Type B 
components.  The limits on each batch are defined in a 
similar way to the durations, as difference between the 
limits of the parent work unit. 

• The time dependences between the finishes and starts of 
Set-Up Forms, Cut & Fix Rebar, Place Concrete, Cure 
Concrete, and Remove Forms.  

• Place Concrete precedes Cure Concrete for each 
component. 

• Cure Concrete precedes Remove Forms for each 
component. This is implemented by introducing a new 
attribute Curing Space Permits, assigning all fourth level 
work units within Place Concrete and Cure Concrete a 
value of 1 in the Curing Space Permits dimension, and 
setting the first level work unit for the system to a value 
of 3 in this dimension.  The impact of this limit can be 
seen in the second part of Figure 6 whereby every 3rd 
component experiences a delay to Place Concrete. 

• The final constraint is concerned with the delivery of 
rebar. This may be constrained in another dimension, 
measuring say weight of steel, although for convenience 
here it is measured in components.  The constraint limits 
the start of Cut & Fix Rebar and is shown in green in 
Figure 6. The impact of the scheduled delivery is also 
indicated within this figure. 
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Figure 5.  CYCLONE model of manufacture of RC prefabricated components (adapted from Flood [13]) 
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An important advantage of Foresight over CYCLONE is 
the relative simplicity of the models.  A total of 95 terms are 
required to define the CYCLONE model shown in Figure 5 
while just 30 terms are required to define the Foresight 
equivalent.  This is similar to the findings made by Flood and 
Nowrouzian [14] where they made a direct comparison 
between Foresight and STROBOSCOPE [15] (a derivative of 
the CYCLONE modelling system) for construction 
operations and found that Foresight required around one 
third of the number of terms to define a model.  It was also 
shown that while STROBOSCOPE may employ 25 or more 
modeling concepts for a relatively simple model, the number 
of basic modeling concepts employed in Foresight will never 
exceed 5 (the work unit, constraint, attribute, nesting, and 
repetition).  This comparison is for deterministic versions of 
both the CYCLONE and Foresight models; if stochastic 
factors were considered then both models would require the 
input of additional information describing the uncertainty. 
For CYCLONE these parameters would define uncertainty in 
the activity durations, for Foresight they would define 
uncertainty in the value of a constraint. This highlights 
another advantage of Foresight over CYCLONE that 
uncertainty can be applied to any model parameter not just 
activity duration, although simulation in general is also 
capable of this. 

It can be seen visually from Figure 6 that delays in 
production due to limited curing room space could be 
removed by expanding this facility to enable storage of an 
additional 4 components.  However, it is also apparent that 
the most significant cause of poor performance results from 
the delays to the delivery of rebar. 

VI. CONCLUSIONS 
In this paper the author has proposed a new approach, 

named Foresight, for modelling construction processes built 
on concepts relevant to contemporary project planning.  The 
principles upon which Foresight is based provide it with the 
versatility necessary to model the broad spectrum of 
construction projects that until now have required the use of 
several different modelling tools. The resultant models are 
highly visual in form, representing the progress of work 
within the model structure.  This provides insight into how 
the design of a process will impact its performance, and 
suggests ways of optimizing project performance.  

Research is on-going developing detailed models using 
this method for a variety of project types.  The objective of 
these studies is to determine the successes and limitations of 
the proposed planning method in the real-world, and to 
determine refinements that will increase its value as a 

modelling tool. 
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Abstract— The progressive growth of aging, increased life 
expectancy and a greater number of chronic diseases contribute 
significantly to the growing demand of emergency medical care, 
and thus, on saturation of Emergency Departments. This is one 
of the most important current problems in healthcare systems 
worldwide. This work proposes an analytical model to calculate 
the theoretical throughput of a particular sanitary staff 
configuration in a Hospital Emergency Department, which is, 
the number of patients it can attend per unit time given its 
composition. The analytical model validation is based on data 
generated by simulation of the real system, based on an agent 
based model of the system, which makes it possible to take into 
account different valid sanitary staff configurations and 
different number of patients entering the emergency service. In 
fact, we aim to evaluate the response capacity of an ED, 
specifically of doctors, nurses, admission and triage personnel, 
who make up a specific sanitary staff configuration, for any 
possible configuration, according to the patient flow throughout 
the service. It would not be possible to test the different possible 
situations in the real system and this is the main reason why we 
obtain the necessary information about the system performance 
for the validation of the model using a simulator as a sensor of 
the real system. The theoretical throughput is a measure of the 
response capacity to patient’s attention in the system and, 
moreover, it will be a reference in order to make possible a 
model for planning the entry of non-critical patients into the 
service by its relocation in the current input pattern, which is 
an immediate future goal in our current research. This research 
offers the availability of relevant knowledge to the managers of 
the Emergency Departments to make decisions to improve the 
quality of the service in anticipation of the expected growing 
demand of the service in the very near future. 
 

Keywords—Emergency Department (ED); Agent-Based 
Modeling and Simulation (ABMS); Decision Support Systems 
(DSS); Response Capacity; Lenght of Stay (LoS); Knowledge 
Discovery. 

I. INTRODUCTION 
The current research focuses on the field of modeling and 

simulation of a Hospital Emergency Department (ED) and, 
specifically, on the use of simulation as a source of data for 
the extraction of information. This information, finally, must 

provide us with an extensive knowledge of the behavior of 
the system in any situation. 

We proceed with the main objective of providing a 
methodology that allows the managers of an ED to be able to 
make decisions to improve the quality of the service 
provided to patients who use the service. 

With this objective in mind, in a previous paper, we 
explained the idea of characterizing the system through an 
analytical model based on the definition of a set of indexes, 
indicators of its attention capacity and its performance, given 
different possible scenarios [1]. The given model in [1] 
presents some limitations, since it does not take into account 
all possible combinations of the healthcare staff, as it's 
already mentioned in the referenced article. The 
generalization of this model is presented here. 

Currently, given the growing demand for emergency 
medical care, mostly due to the progressive growth of aging, 
increased life expectancy and greater number of chronic 
diseases, the management of EDs is increasingly important. 
Particularly, how to manage the increasing number of 
patients entering into the service is one of the most important 
problems in EDs worldwide, because it requires a substantial 
amount of human and material resources, which 
unfortunately are often too limited, as well as a high degree 
of coordination between them [2][3]. A major consequence 
of the increase in patients entering the service is its saturation 
[4]. This results in an increase in the total time a patient 
spends in the service, from their entry to their discharge, 
called Length of Stay of patients in the service (LoS). This 
can produce a general discontent among patients for reasons 
such as being abandoned without receiving care, limited 
access to emergency care and an increasing patient mortality 
[5]. 

Some studies in the related literature try to analyze the 
factors that influence patients’ long periods of stay of in the 
ED and its saturation [6] [7]. Others show that saturation and 
long waits increase the proportion of patients who leave the 
service without being seen by a doctor (LWBS) [8] [9]. The 
aim of some others is to reduce the LoS, and therefore, the 
total time the patient is waiting to be attended, or length of 
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waiting for patients (LoW), and some of the solutions that 
have been found and have been implemented are called Fast 
Tracks [10] [11], or other measures known as See and Treat 
[12]. Finally, we highlight those references using simulation 
to test the effectiveness of the proposed measures for 
improvement in the LoS of patients in the ED [13] - [17]. 

The ED service is one of the most complex areas of the 
hospital due to its dynamism and variability over time. The 
operation of the system is the result of the interaction 
between the different elements of which it is composed, and 
all this makes it a complex real system. 

Modeling and simulation of complex real systems, such 
as an ED, is one of the most powerful tools available for 
their description. Simulation provides a better understanding 
of their operation and of the activity of their elements, and it 
can help decision-making to establish strategies for an 
optimal system operation [18][19].  

The final objective of modeling and simulation of a real 
system is to find additional knowledge about it. This can be 
achieved by inference processes on the variables of interest 
of the system in order to make predictions about the behavior 
of these variables under different conditions, based on 
information obtained from the generated data [20]. 

As a result of an intensive previous research, we have an 
ED simulator available, based on an Agent-Based Modeling 
(ABM) design of the system, which has been developed, 
verified and validated within our research group, the “High 
Performance Computing for Efficient Applications and 
Simulation” Research Group (HPC4EAS) of the Universitat 
Autònoma de Barcelona (UAB), in collaboration with the 
ED Staff Team of the Short Stay Unit of Hospital de 
Sabadell (one of the most important hospitals in Spain, 
which provides care service to a catchment area of 500,000 
people, and attends 160,000 patients per year in the ED). The 
model describes the ED's behavior from the actions and 
interactions between agents, and between them and their 
physical environment. The input parameters that characterize 
each different scenario in the simulation of the real system 
are the healthcare staff configuration, the number and type of 
incoming patients each hour, and the period of time 
simulated. As output, given that the most widely used and 
accepted parameter in the literature as an indicator of the 
quality of service is the total LoS of patients in the service, 
each simulation provides data of this index of all patients in 
all locations in the ED. In addition, the simulator includes 
sensors  to obtain fully temporalized information about the 
agents, in such a way that data on the number of patients per 
hour and location are also available for each iteration. The 
implementation of the simulator has been done with 
NetLogo, an agent-based simulation environment well-suited 
for modeling complex systems [21][22].  

An initial application of the simulator, with interesting 
results, was carried out by analyzing the effects of different 
derivation policies over the ED performance, particularly by 

analyzing how these changes modify the LoS of patients in 
the service [23]. 

Another study in the same research line consisted of 
trying to find the optimal healthcare staff configuration to 
minimize the LoS of the patients in the service, taking into 
account a constraint related to the cost of the configurations 
and the amount of available resources [24]. 

There are a great number and variety of simulated agents, 
and different possible values for the input parameters in the 
simulator. This results in a large number of different possible 
scenarios to be simulated. Thus, the use of High Performance 
Computing (HPC) was necessary in both experiments, due to 
the high number of executions required and the amount of 
data to be computed. 

The main purpose of these previous researches was to 
provide some understanding of specific variables affecting 
the normal system performance. This could support decision-
making (DSS), aiding the administrators and heads of the ED 
to choose the policies that could permit them to achieve a 
better quality of service with the available human and 
technical resources. 

Our current work tries to obtain further and different 
knowledge concerning the performance of the system. We 
propose a model for system characterization with respect to 
the sanitary staff available configuration in it. It is an 
analytical model based on a set of equations that allow us to 
obtain the necessary information to obtain knowledge 
regarding the theoretical capacity to patient care of the 
system with respect to its staff resources, given a specific 
staff configuration and according with the patient flow in the 
system. 

The content of the paper is organized as follows: Section 
II presents the research objectives and methodology of the 
research; Section III briefly describes the ED process and the 
simulation model; Section IV presents the analytical model 
proposed; and the experimental results for model validation 
are showed in Section V. Finally, Section VI closes the paper 
with discussion and future work. 

II. RESEARCH OBJECTIVES AND METHODOLOGY 
It is a fact that saturation of the ED service is mostly due 

to admission of patients with lower acuity level. Based on 
historical real data from the Hospital de Sabadell, these 
patients represent a high percentage of the admitted patients 
and most of them are non-critical (see Figure 4 in Section 
III.B). We hypothesized that a redistribution of these non-
critical patients in the input pattern initially planned by 
historical data (Figure 1), can lead to an improvement in 
waiting times for all patients, and therefore, to an 
improvement in the quality of service from the point of view 
of the users of the service, as it could avoid long waiting 
times in the service. 
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Figure 1.  Input pattern of patients per hour and day of the week 
(historical data of 2014 of the Hospital de Sabadell). 

In fact, the real starting point of this research was to 
understand the simulator as our main source of data. These 
data are the raw material for the analysis and they become 
information when we assign them some special meaning. 
When a model is found or designed, in order to interpret this 
information, and the model represents an added value, we 
refer to it as knowledge.  

Moreover, simulation allows us to obtain data from 
situations, which cannot be proved in the real system, 
therefore any experimental limitation in the real system can 
be overcome through computer simulation. This idea 
suggested to us the hypothesis of the ability to gain 
knowledge about the ED service behavior from the data 
provided by the simulation of any possible reality. 

From the analysis of the data from simulation, we can 
obtain information concerning patient's LoS in the service. 
The research we are conducting aims to improve the quality 
of service provided in a ED, trying to reduce the LoS of 
patients, through a model for scheduling the entry of non-
critical patients into the service. The model will be based on 
the prediction of the LoS of patients in the ED by simulation. 
Simulation would also be the way to demonstrate the 
effectiveness of the scheduling model for patient admission, 
in which we are currently working on. 

Specifically, the goal of the work presented in this paper 
is the first step on the way to the definition of this scheduling 
model. It consists of developing an analytical model to 
determine the theoretical throughput (T_ThP) of a particular 
healthcare staff configuration, which we define as the 
number of patients it can take care per unit time given its 
composition. It is a reference to measure the performance of 
the system and the capacity of the healthcare staff 
configuration to absorb the demand for the service, so it is an 
indicator of the response capacity of the system to patient 
attention. 

It should be clarified that we propose a simplified model 
for the calculation of the system capacity, considering the 
system in a steady state. It is a continuous flow model, with 
regular admission and no queues. With this, we want to 
obtain, analytically, a reference value of the productivity of 
the system for its characterization in an ideal situation. This 
reference value will allow us to evaluate the effects on the 
behavior of the system against different measures through 
simulation. Specific changes in the input parameters of the 
simulator, in particular, referring to the patient input and the 

configuration of the sanitary staff, simulating different 
possible real situations, will modify the actual productivity 
of the system. The theoretical value obtained through the 
analytical model will be a reference to guide these changes.  

The corresponding value for the T_ThP is an appropriate 
indicator for system characterization and it will indicate 
whether the considered healthcare staff configuration will 
generate endless queues for a specific scenario, or in another 
way, the number of patients attending the service is below its 
response capacity, and so the occupancy of the staff is not at 
its limit. 

In the experimental results for the validation of the model 
in Section V, we conduct a sensitivity analysis on the effect 
of an increase or a decrease in the number of patients 
entering the service every hour, with respect to the 
theoretical value obtained as reference for the T_ThP. This 
analysis shows how the number of patients waiting to be 
attended in each phase of the process, which we call Waiting 
Queue Length (WQL), reaches endless values when the input 
for patients reaches and surpasses the obtained T_ThP with 
the model. It is also observed how the percentage of time in 
which the corresponding healthcare staff is attending or 
treating patients for each phase (occupancy) reaches 100% 
when this happens. 

Once the system is characterized by this value, we can 
take it into account to act in order to avoid long waiting 
times through the admission scheduling of non-critical 
patients, and ultimately improve the LoS of all patients in the 
service. 

The final aim of the complete research will be to obtain 
an input distribution of patients, which is as homogeneous as 
possible, so that the flow of patients in the service shall be in 
accordance with the response capacity of the system 
according to the healthcare staff resources at any time. 

Moreover, the simulator will again be the main source of 
data for the model validation. 

III. DESCRIPTION OF THE EMERGENCY DEPARTMENT 
OPERATION PROCESS 

We divide this section into three subsections in which we 
describe the basic operation of the ED, the different types of 
patient and the functionality of the ED simulator. 

A. Emergency Department Process 
The operation of the ED is based on a process consisting 

of different steps or phases in which each patient is passing 
from their entry into the service until they are discharged, 
referred to another service or admitted to the hospital (Figure 
2). 

The ED is divided into different areas, which correspond 
with the different process phases: 

• Admissions Area: Administrative staff carries out the 
registration of the patient's arrival and the reasons for 
their visit to the emergency service. 

• Triage Area: Professional sanitary staff identifies the 
priority level with which the patient should be 
treated. 
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Figure 2.  Operation of the Emergency department. 

• Diagnosis-Treatment Zone: Healthcare staff 
(doctors, nurses and specialist technicians) try to 
identify the causes of the patient's health problem 
and, as far as possible, try to solve it. This area is in 
turn divided into different areas (medical room, 
nursing room, care boxes and X-ray laboratories). 

• Waiting Rooms: Distributed in different zones of the 
ED, where patients wait to be treated at the different 
stages of the process. 

B. Classification of patients 
Real data from Hospital de Sabadell corroborate that the 

majority of patients attending the service are not critical 
patients and, therefore, they do not require immediate 
valuation or can be outpatients (Figure 3). If these non-
critical patients had the possibility of getting information 
about when it is more advisable to go to the service, 
depending on the waiting time estimated for them, they 
would probably do it when the prevision for waits were 
lower. These are the patients suitable for a possible 
relocation in the current pattern of patients entering the 
service. 

In the triage phase, patients are classified according to 
their acuity level and they are assigned a priority. The scale 
of priority and urgency to be applied in Spanish hospitals 
(Spanish Triage System) is based on the Andorran Triage 
Model (MAT) [25] (Figure 4). 

 
Figure 3.  Percentage of patients by acuity level (historical data of 

2014 of the Hospital de Sabadell). 

TRIAGE TYPE OF 
ATTENTIÓN DESCRIPTION 

LEVEL  1 REVIVAL 

Extreme health condition 
life-threatening. 
It requires IMMEDIATE 
ATTENTION. 

LEVEL  2 EMERGENCY 

Health condition life-
threatening. 
It requires IMMEDIATE 
ATTENTION. BUT NOT 
PRIORITY. 

LEVEL  3 URGENCY 

Acute condition but not life 
threatening. 
Requires NOT IMMEDIATE 
EVALUATION. 

LEVEL  4 MINOR 
URGENCY 

Acute condition, not life 
threatening. 
Requires DEFERRED 
VALUATION. 

LEVEL  5 NOT URGENT 

Symptomatic condition, not 
life threatening. 
DOESN’T REQUIRE 
URGENT ATTENTION. 
OUTPATIENT. 

Figure 4.  Classification of patients according to their level of 
urgency (Spanish Triage System). 

C. Functionality of the Simulator 
From the moment when the patient enters the service, the 

simulation runs according to the patient flow shown in 
Figure 5. The admission and triage phases are common to all 
patients entering the service, and there is a percentage, 
although low, of patients being referred to other services 
after the triage stage and also others who leave the service 
without being seen. After triage, patients with acuity level 1, 
2 and 3 are treated separately from those with acuity level 4 
and 5 for the diagnostic and treatment phase. In the 
simulation model, patients 1, 2 and 3 are treated in a specific 
area called Area A for diagnosis and treatment, and patients 
4 and 5 are treated in a separate area identified as Area B. 
The admissions and triage phase share the same healthcare 
staff, but doctors and assistant nurses are different for Area 
A and B. 

For our work, we are interested in tracking patients 4 and 
5, those who are non-critical patients, and can be relocated in 
time for their arrival to service. So, we will consider all 
patients for admissions and triage phases, but only patients 4 
and 5 (Area B) for diagnosis and treatment. 

In the diagnostic and treatment phase, all patients 
generated by the system go through an initial medical 
exploration phase, which we will identify hereafter as IE. A 
percentage of them are directly discharged and leave the ED 
after the IE phase (showed by a continuous line in Figure 5). 
The rest remain in the ED and they go through a phase of 
complementary examinations and/or treatment carried out by 
technical staff and/or nurses. After this, they return to see the 
doctor, who analyzes the test and/or treatment results (we 
will use AR onwards to refer to this phase). Finally, they are 
discharged from the service (showed by a dashed line in 
Figure 5). 
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Figure 5.  Patient flow in the Emergency Department. 

 
Figure 6.  Sanitary staff working in parallel on each phase. 

The simulator includes the following agents: patients, 
admissions staff, triage nurses, assistant nurses, doctors and 
radiology technicians. In the case of agents representing 
healthcare staff (all except patients), we consider two levels 
of experience (Junior/Senior) and all of them can work in 
parallel in each phase (Figure 6). The level of experience has 
an effect on the amount of time required for patient attention, 
which is different depending on their condition of junior or 
senior staff (hereafter SS and JS). 

The actions and interactions between the involved agents 
at each process step result in changes of state of the agents, 
which ultimately result in the global operation of the system. 

Each scenario of simulation is identified by an input 
healthcare staff configuration and a specific input of patients 
into the service, and the output of the simulation brings data 
concerning the number of attended patients, attention time 
and waiting time for each patient in all phases in their way 
through the service. 

IV. ANALYTICAL MODEL 
The quality of service, from the point of view of the user, 

is reflected in the time spent on patient attention and waiting 
times between different phases of the process. Moreover, 
from the point of view of service management, performance 
is directly related to the number of patients treated per unit 
time and an efficient use of resources.  

We propose a model for system characterization, which 
should give us information and knowledge in order to make 
possible changes in the system to improve it. The model is 
based on the definition of a set of indicators of the quality of 
service, and a set of equations that allow us to measure some 
intrinsic characteristics of the system given a specific 
healthcare staff configuration, and the patient flow presented 
in Figure 5. 

These equations will allow us to have information, and so 
knowledge, about the system capacity regarding its 
resources. We aim to use this knowledge to find an algorithm 
for the relocation of non-critical patients, modifying their 

current arrival pattern, such that their arrival at the service 
should be in accordance with the calculated system capacity. 

A. Definition of indexes 
As an indicator of the quality of service from the point of 

view of the user, we define an index called Patient attention 
Time (PaT) as the total time a patient is receiving attention 
throughout all stages in the service for a given configuration. 
This index is calculated from the summation of the values for 
the attention time in each stage, which are obtained from the 
simulator calibration, based on the corresponding values 
provided by the hospital:  

 𝑃𝑎𝑇 = 𝑃𝑎𝑇%&'()	+	
,&'()%
+-.  (1) 

PaTstage i indicates the Patient Attention Time in stage i, and it 
is independent of the number of patients entering the service. 
Notice that PaT is not a fixed value for all patients, as it 
depends on the followed way by each patient (not all patients 
are required for additional examinations or receive some 
treatment). 

Another parameter widely used and accepted in the 
literature as an indicator of the quality of service is the 
Length of Stay (LoS). It is defined as the total time a patient 
spends in the service. Unlike the previous one, the value of 
this index depends not only on the healthcare staff 
configuration, but also on the number and type of patients 
admitted to the service, as it includes the waiting time. 

Finally, the Length of Waiting (LoW) is the total waiting 
time of a patient throughout the service. Note that, 

 LoS – PaT = LoW  and always   PaT ≤ LoS. (2) 

Moreover, the Equivalent Patient attention Time for 
stage i (EpaTstage i) is defined as the attention time of a patient 
taking into account the possibility of working in parallel for 
the agents in that stage, and (3) shows how it is calculated: 

 𝐸𝑃𝑎𝑇%&'()	+ =
.

00	1
234	00

	1 	5	
601

234	60
	1

 (3) 

where SSi and JSi in (3) and (5) stand for the total number of 
senior/junior health workers in the stage i respectively, and 
the calculation is the corresponding one for parallelization on 
a pipeline model. 

The slowest stage of the configuration will fix the speed 
at which patients can be attended in the service and also is 
the one which can saturate the system. It is, therefore, the 
inverse of the equivalent attention time of the slowest stage, 
which will determine the number of patients that a given 
configuration can treat per unit of time given its composition. 
We call this index Theoretical Throughput (T_ThP), which is 
the indicator we will use to measure the patient attention 
capacity of the configuration, that is, its response capacity 
for a specific situation. Expression (4) gives its calculation: 

 𝑇_𝑇ℎ𝑃 = .
9':	;<'=1

 (4)	
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In fact, the Theoretical Throughput for a specify stage i 
will be obtained by the inverse of (3): 

 𝑇_𝑇ℎ𝑃%&'()	+ =
,,	1

<'=	00
	1 	+ 	

?,1
<'=	60

	1  (5) 

B. Theoretical throughput for the diagnosis and treatment 
phase. 
Unlike other stages of the process for a patient along his 

path through the ED, this is the most complex stage due to its 
non-linearity. All patients first go through an initial medical 
exploration (IE), which is their first contact with the doctor. 
There is a percentage p1 of patients who require additional 
tests after the initial exploration phase with the doctor, and 
also a percentage p2 of patients who require some treatment. 
Treatment is administered and controlled by assistant nurses. 
The return of these patients for the doctor's final diagnosis 
(after completing the complementary examinations requested 
by the doctor after his first contact with the patient (AR)) 
must be taken into account, as the time the doctor uses to see 
these patients again cannot be used to see new patients. The 
rest of patients will be discharged from service directly after 
their first contact with the doctor. 

Figure 7 shows in detail patients' flow along this phase, 
in accordance with all these preliminary considerations. 

The total number of assistant nurses, senior or junior, in 
the considered configuration is represented by NS/NJ 
respectively. The total number of doctors, also senior or 
junior, are represented by DS/DJ, and it is necessary to 
distinguish between: 

• DSIE/DJIE: Senior/Junior doctors attending patients 
in the Initial Exploration stage. 

• DSAR/DJAR: Senior/Junior doctors attending patients 
in the Analysis of Results stage. 

We consider that doctors prioritize the attention of 
patients who have already gone through the IE (initial 
exploration stage), and therefore, these patients will be 
treated in the time the doctor is available for AR (analysis of 
results). This prevents endless queues on the return of 
patients from their requested complementary examination or 
treatment. 

The Theoretical Throughput (T_ThP) has been defined as 
the number of patients which can be treated by the healthcare 
staff configuration working in each stage of the process, 
being so an indicator of the response capacity of each phase 
or stage. For its calculation in the diagnosis and treatment 
phase, it is necessary to consider the average attention time 
of each type of doctor depending on their experience (Junior 
or Senior), and depending on the type of care they are 
providing, either in the first step of initial exploration (IE), or 
in the second, consisting of the analysis of the results of a 
requested supplementary examination (AR). These times are 
known, determined by the calibration of the simulator, and 
denoted by 𝑃𝑎𝑇+

@ , which represents the average Patient 
Attention Time for a doctor type i doing  j. 

 
 
 

Figure 7.  Patient flow in diagnosis & treatment phase. 
 
Then we consider: 
• 𝑃𝑎𝑇A,B;  : Average attention time of a senior doctor 

(DS) in the Initial Exploration stage (IE). 
• 𝑃𝑎𝑇A,CD : Average attention time of a senior doctor in 

the Analysis of Results stage (AR). 
• 𝑃𝑎𝑇A?B;  : Average attention time of a junior doctor 

(DJ) in the Initial Exploration stage (IE). 
• 𝑃𝑎𝑇A?CD : Average attention time of a junior doctor in 

the Analysis of Results stage (AR). 
Given these times, their inverse will give us the number 

of patients that each doctor can treat per unit time 
considered: 

𝑃A,B; =
A,EF
<'=G0

EF = Patients per minute for a DS in IE stage; 

𝑃A?B; =
A?EF
<'=G6

EF = Patients per minute for a DJ in IE stage; 

𝑃A,CD =
A,HI
<'=G0

HI = Patients per minute for a DS in AR stage; 

𝑃A?CD =
A?HI
<'=G6

HI = Patients per minute for a DJ in AR stage. 

 
where DSIE, DSAR, DJIE, DJAR are unknown values. 

From the historical real data provided by the Hospital de 
Sabadell we know that patients can go once, twice or more 
times for tests and/or treatment, and so see the doctor more 
than once (Figure 8). Anyway, for patients 4 and 5, the 
percentage of patients that require more than one test or 
treatment is very low. 

There is a percentage p1 of patients who, after their first 
contact with the doctor, require additional tests, and a 
percentage p2 who require some treatment. Then, there is a 
percentage 1 − (𝑝. + 𝑝N)  of patients who are discharged 
from the service directly after their initial exploration with 
the doctor, those who do not require any additional test nor 
any treatment. 
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Figure 8.  Percentage of number of diagnostic times (doctor care) 

for non-critical patients (Area B). 
 
By observing the data represented in Figure 8, we can see 

that around 70% of patients 4 and 5 are discharged from the 
service directly after their initial exploration with a doctor. 
Therefore, only 30% of patients in Area B require some test 
or treatment (𝑝. + 𝑝N). Thus, given these percentages and the 
patient flow of Figure 7, we obtain the following relations of 
continuity: 

 𝑃A,B; ∙ (𝑝. + 𝑝N) = 𝑃A,CD (6) 

 𝑃A?B; ∙ (𝑝. + 𝑝N) = 𝑃A?CD (7) 

 𝐷𝑆B; + 𝐷𝑆CD = 𝐷𝑆 (8) 

 𝐷𝐽B; + 𝐷𝐽CD = 𝐷𝐽 (9) 

The solution of this linear system of equations gives us the 
values for DSIE, DSAR, DJIE, DJAR, and therefore, the values 
for 𝑃A,B; , 𝑃A,CD, 𝑃A?B;, 𝑃A?CD, for the considered configuration of 
doctors. 

Now, we can obtain the theoretical throughput for the 
doctors’ stage in the diagnosis and treatment phase by the 
summation of patients who have only been attended once by 
the doctor (Ponly IE), those who have been required for 
additional testing (PTest), and those who have gone to the 
nurses stage for some treatment (PTreat), as shown in (10): 

 𝑇_𝑇ℎ𝑃ATU&TV% = 𝑃TWXY	B; + 𝑃=)%& + 𝑃=V)'& (10) 

where: 
 𝑃TWXY	B; = (𝑃A,B; + 𝑃A?B;) ∙ (1 − 𝑝. − 𝑝N) (11) 

 𝑃=)%& = (𝑃A,B; + 𝑃A?B;) ∙ 𝑝. (12) 

 𝑃=V)'& = (𝑃A,B; + 𝑃A?B;) ∙ 𝑝N (13) 

 

When we introduce equations (11) to (13) on (10) we 
find: 
 𝑇_𝑇ℎ𝑃ATU&TV%	%&'() = 𝑃𝐷𝑆𝐼𝐸 + 𝑃𝐷𝐽𝐼𝐸  (14) 

so, 
 𝑇_𝑇ℎ𝑃ATU&TV%	%&'() =

𝐷𝑆𝐼𝐸
𝑃𝑎𝑇𝐷𝑆

𝐼𝐸 +
𝐷𝐽𝐼𝐸
𝑃𝑎𝑇𝐷𝐽

𝐼𝐸 (15) 

 
Moreover, the theoretical throughput for the assistant 

nurses in the treatment stage, inside the diagnosis and 
treatment phase, will be calculated as shown in (5): 

 𝑇_𝑇ℎ𝑃&V)'&[)W&	%&'() =
\,

<'=]0	
+ \?

<'=]6	
 (16) 

Finally, the theoretical throughput for the diagnosis and 
treatment phase will be the lowest value of (15) and (16), and 
this value will be the indicator for the response capacity to 
patient attention in the ED, assuming that the admission and 
triage phases do not limit this value. 

V. EXPERIMENTAL VALIDATION 
Once we have defined the equations for the calculation of 

the theoretical throughput (T_ThP), we must validate them. 
For this validation we have used the simulator to see if the 
obtained values for the T_ThP for each stage in the ED 
process are in accordance with the generated data by the ED 
simulator. We consider a sufficient rate of patients entering 
into the service, the same each hour, to ensure that the 
system is running continuously and we assume the system is 
in a steady state, after a time of warm up. 

 We have used two different healthcare staff 
configurations (Staff I and II), and we only consider Area B 
for the diagnosis and treatment phase. The corresponding 
obtained values for the T_ThP calculated from the equations 
of the model are presented in Tables I and II, respectively. 

TABLE I.  THEORETICAL THROUGHPUT FOR EACH PHASE OF THE ED 
PROCESS CORRESPONDING TO STAFF I 

 
TABLE II.   THEORETICAL THROUGHPUT FOR EACH PHASE OF THE ED 

PROCESS CORRESPONDING TO STAFF II 

Pe
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Diagnostic times, level 4 and 5
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0.030.090.271.05
3.85

25.23

69.47

  
STAFF I 

  
Healtcare Staff PaT (minutes) T_ThP 

(pat/hour) 
  

Junior Senior Junior Senior 
ADMISSIONS PHASE 3 0 8.00 6.00 22.50 

TRIAGE PHASE 1 2 12.00 8.00 20.00 
DIAGNOSIS 

& 
TREATMENT 

Nursing 5 7 30.00 27.00 25.56 
Doctors IE 

5 2 23.89 21.74 14.68 Doctors AR  19.17 15.25 

  
STAFF II 

  
Healtcare Staff PaT (minutes) T_ThP 

(pat/hour) 
  

Junior Senior Junior Senior 
ADMISSIONS PHASE 1 1 8.00 6.00 17.50 

TRIAGE PHASE 2 1 12.00 8.00 17.50 
DIAGNOSIS 

& 
TREATMENT 

Nursing 4 3 30.00 27.00 14.67 
Doctors IE 

3 2 23.89 21.74 10.63 Doctors AR  19.17 15.25 
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The values for PaT in Tables I and II are the average 

values for each phase that result from the calibration of the 
simulator according to real data from the hospital. Moreover, 
it is important to point out that the simulator considers a 
random exponential distribution to model the real behavior 
of the PaT, depending on the type and age of patient. 

We run the simulation for four different values for the 
number of patients entering the service per hour, around the 
theoretical value obtained as reference for the T_ThP for 
each phase from the equations of the model. Next, we 
conduct an analysis of the effect of the number of patients 
entering the service every hour, firstly on the percentage of 
time, which the corresponding healthcare staff spend on 
attending or treating patients (Occupancy) for each phase of 
the whole process, and secondly, on the number of patients 
waiting to be attended in each phase of the process, which 
we call Waiting Queue Length (WQL). 

These are the indicators we use to validate our theoretical 
values. Therefore, we consider that the theoretical value 
obtained from the model is a good approach to the real 
throughput value, when the occupancy of the considered 
staff is below its maximum limit of capacity, and no queues 
are observed for this value, but they are generated when we 
add more patients per hour entering the service and the staff 
in this phase is at 100% of its capacity. 

The analysis presented in the following sections shows 
how the WQL reaches endless values when the input for 
patients reaches and surpasses the obtained T_ThP with the 
model. The obtained results show how this situation 
inevitably leads to over-saturation of the system when we 
increase the simulation time. It is also observed how the 
occupancy of the corresponding staff in each stage reaches 
100% when this happens. 

A. Simulation results for admission phase. 
We first go for the experiments for the validation of the 

T_ThP calculated value for the admissions phase. Once 
fixed, the input parameters for the configuration of the Staff 
I, and according to the results in Table I, we generate a 
constant and homogeneous patients input to ensure a steady 
state for the validation of the obtained values for the T_ThP 
for each phase. The results are shown in Figures 9 and 10. 

The diagram in Figure 9 shows the results for the Staff I 
occupancy in the admissions phase for four different inputs 
of patients around the calculated T_ThP. We observe that the 
bar corresponding to the input of 21 patients per hour for 
admissions staff occupancy goes up to nearly 100% of 
occupancy, which is reached for 22 patients. This means that, 
with 22 or more patients, the admission phase has surpassed 
its limit of capacity, so this simulation result is in accordance 
with the T_ThP obtained with the analytical model for 
admissions phase in Table I. This first check validates this 
value. 

On the other hand, Figure 10 shows the evolution on 
WQL with time, that is, the number of patients in the queue 
in the waiting room for this phase of the ED process 
depending on the number of simulated days, and for the  

 

Figure 9.  Occupancy percentage for admission phase (Staff I). 

Figure 10.  WQL evolution for admission phase (Staff I). 

Figure 11.  Occupancy percentage for admission phase (Staff II). 

Figure 12.  WQL evolution for admission phase (Staff II). 
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same four different input values for the number of patients 
entering the system.  

The WQL is under control until the number of patients 
reaches and exceeds the obtained 22 patients for the T_ThP 
with the model, when it reaches endless values. 

We proceed now with the validation of the admissions 
T_ThP value for the configuration in Staff II (see now Table 
II). Figures 11 and 12 show the results for the Staff II 
occupancy in the admissions phase and the WQL evolution 
again for four different inputs of patients around the 
calculated value for T_ThP. 

When the input is 17 patients per hour, the admissions 
staff occupancy almost reaches its limit of capacity, and no 
important queues are generated. See how the bar of 17 
patients/hr in the diagram in Figure 11 goes up to nearly 
100% of occupancy, and temporal lines in Figure 12 for 17 
or less patients per hour do not lead to saturation of the 
system, but only one more patient per hour entering the 
service produces endless queues. This simulation result is in 
accordance with the T_ThP obtained with the model (17.5 
patients per hour) and so, it validates this value. 

The fluctuations observed in the temporal lines in Figures  
10 and 12 are due to the distribution used by the simulator to 
consider the variation of PaT depending on both the type and 
age of patients. The simulator uses an exponential 
distribution to model this fact, as a result of its calibration 
with the available real data from the hospital. These 
variations in the random values assigned to PaT for each 
generated patient can produce some queues, which appear 
anytime but, which the system can finally absorb if the 
number of patients entering the service per hour is below the 
system’s capacity of attention. 

Hereinafter, we proceed in the same way for validating 
the remaining values for T_ThP corresponding to the other 
stages: triage, doctors and nursing for treatment in the 
diagnosis and treatment phase. 

B. Simulation results for triage phase. 
The simulation results for the validation of the T_ThP 

value considering Staff I for the triage phase are shown in 
Figures 13 and 14. The bar chart of Figure 13 shows that the 
maximum attention capacity for this phase is 20 patients per 
hour, since it is for this value when 100% occupancy of the 
healthcare staff responsible for this stage is reached. 

In Figure 14, we can observe the evolution of the WQL 
for the triage phase, again for four different inputs of 
patients. Endless queues are formed when 20 or more 
patients per hour enter the service, which is its limit of 
capacity. Meanwhile, there are no queues for values under 
the T_ThP calculated in Table I. This simulation result is 
again in accordance with the T_ThP obtained with the 
model, so it validates this value for the triage T_ThP. 

Figures 15 and 16 show the WQL for the triage phase for 
Staff II and the corresponding staff occupancy respectively, 
for four different inputs of patients. When the input is 17 
patients per hour, the triage staff occupancy nearly reaches 
the 100%, so it is almost at its limit of capacity. Only one 
patient more per hour collapses the system in this stage, as  

 

Figure 13.  Occupancy percentage for triage phase (Staff I). 

Figure 14.  WQL evolution for triage phase (Staff I). 

Figure 15.  Occupancy percentage for triage phase (Staff II). 

Figure 16.  WQL evolution for triage phase (Staff II). 
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the temporal line shows in Figure 16 for 18 patients per hour 
entering the system. 

This simulation result is in accordance with the T_ThP 
obtained with the analytical model (Table II), so it validates 
this value for the triage T_ThP for staff configuration II. 

Once again the fluctuations observed in Figure 16 are due 
to the random exponential distribution used by the simulator 
to consider the variation of PaT.  

C. Simulation results for diagnosis and treatment phase. 
Here only patients 4 and 5 are considered, since we are 

analyzing the behavior in Area B, where non-critical patients 
are treated. According to data presented in Figure 8, the 
probability of these patients requiring some additional test or 
treatment has been fixed at 30%.  

Figures 17 and 18 show the simulation experimental 
results for the doctor’s stage of the diagnosis, considering the 
staff I configuration in Table I. In Figure 17, we can see the 
corresponding staff occupancy for this stage, for four 
different inputs of patients. Here, the T_ThP value obtained 
from the equations is 14.68 patients per hour. The simulation 
data shows how the occupancy for 14 patients per hour is 
almost at 100%, and also the analysis for the WQL shows 
how doctors are saturated when only one more patient per 
hour enters the service. Once again the T_ThP is at its limit 
of capacity and when this value is surpassed, the system 
collapses in this phase. These results are in accordance with 
the doctors’ T_ThP obtained with the model and hence 
validate it. 

In the same way, Figures 19 and 20 show the staff 
occupation rate and the WQL tendency for the doctors’ stage, 
within the diagnosis and treatment phase for Staff II, again 
for four different inputs of patients. The probabilities for 
patients to require some additional test or treatment have also 
been fixed at 30%.  

The T_ThP is between 10 and 11 patients, and we can see 
how when the input is of 11 patients per hour, medical staff 
occupancy reaches 100%. Therefore, this simulation result 
shows the system has surpassed its limit of capacity and this 
is in accordance with the T_ThP obtained with the model. 
Long and non-ending queues also collapse the service for 11 
or more patients. Once again, this validates the obtained 
value for the Doctors T_ThP in this case. 

Finally, we try to validate T_ThP for the for treatment 
stage, carried out by the assistant nurses inside the diagnosis 
and treatment phase. Figures 21 and 22 show the simulation 
results for this stage when we consider the specific 
configuration for the healthcare staff specified in Table I. 

The obtained values by simulation for the occupation rate 
are in accordance with our theoretical value of 25.56 patients 
per hour (Figure 21), when the number of patients waiting 
for treatment grows dramatically and the WQL becomes very 
large (Figure 22). Also, with the staff II configuration, the 
obtained values for occupation in the nursing stage are in 
accordance with our theoretical value of 14.67 patients per 
hour (Figure 23), and again the number of patients waiting 
for attention grows dramatically (Figure 24). 

 
 

Figure 17.  Occupancy for doctors phase (Staff I)  in Area B. 

Figure 18.  WQL evolution for doctors phase (Staff I)  in Area B. 

Figure 19.  Occupancy for doctors phase (Staff II)  in Area B. 

Figure 20.  WQL evolution for doctors phase (Staff II) in Area B. 
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Figure 21.  Ocupancy percentage for nursing phase (Staff I). 

Figure 22.  WQL evolution for nursing phase (Staff I).  

Figure 23.  Occupancy percentage for nursing phase (Staff II). 

Figure 24.  WQL evolution for nursing phase (Staff II). 

In Figures 23 and 24 we can see how the simulation 
results for the nursing stage are once more in accordance 
with the model when we modify the staff parameters to Staff 
II configuration. 

All the values of T_ThP for admission, triage, doctors 
and nurses have been validated, and they are in accordance 
with the simulation results with a very good approximation. 
The simulator is our sensor of the real system, so these 
results validate the proposed analytical model. 

VI. CONCLUSION AND FUTURE WORK 
The main contribution presented in this paper is the ED's 

healthcare staff characterization, through its capacity, named 
theoretical throughput, which is the number of patients that 
the system should be able to absorb per unit time, given the 
staff composition. 

We have defined an analytical model to determine the 
theoretical throughput of a particular healthcare staff 
configuration based on the number of admission staff, triage, 
assistant nurses, and doctors, and their respective attention 
times for patients. 

The analytical model of equations to calculate the values 
of the T_ThP for admissions phase, triage phase, nursing and 
medical exploration stages in diagnosis and treatment phase, 
according to the actual patient flow in the ED process, has 
been validated. For the validation of the model we have used 
an ED simulator based on an agent based model of the 
system, as a sensor of the real system. Output data from 
simulation of different possible real situations have been 
analyzed to obtain the information for the model validation.  

We have seen how the theoretical throughput is a 
reference to measure the performance of the system, and the 
capacity of the healthcare staff configuration to absorb the 
demand of the service, so it is an indicator of the response 
capacity of the system to patient attention. 

The analytical model for the T_ThP calculation will give 
us information to relocate non-critical patients, so that the 
theoretical throughput will be the reference indicator for the 
redistribution of non-critical patients. The idea is to try to 
modify their current arrival according to system capacity at 
any time, which is our current research in progress. This 
relocation may improve the time patients stay in the service, 
and therefore the service quality.  

Our future work will consist of designing a admission 
scheduling model for non-critical patients in the service, 
using the ED simulator for their LoS prediction. 

The historical data provided by the hospital, the defined 
analytical model for the evaluation of the response capacity 
of the system, and the information obtained from the analysis 
of the data from simulation, will all enable the possibility of 
planning admission of non-critical patients into the service. 

This proposed future model for relocation of patients will 
be efficient to the extent that a supposed “self-triage and 
recommendation system” is effective on patient entry, so that 
patient input curve gets flatter and approaches the value 
corresponding to the maximum capacity of the system, and 
therefore, an improvement in performance is expected. 

A good relocation of non-critical patients and a 
significant improvement in the quality of service mean a 

St
af

f I
: N

ur
se

s 
O

cc
up

an
cy

 (%
)

0.00

25.00

50.00

75.00

100.00

Number of Patients/hr
23 Patients/hr 24 Patients/hr 25 Patients/hr 26 Patients/hr

10099.9799.68

59.37

Theoretical Throughput 
25.56 Patients/hr

N
um

be
r o

f P
at

ie
nt

s

0

500

1000

1500

2000

2500

3000

3500

4000

Day

1 5 9 13 17 21 25 29 33 37 41 45 49 53 57 61 65 69 73 77 81 85 89 93 97 10
1

10
5

10
9

11
3

11
7

12
1

12
5

Nurses B  Waiting Queue Length (23 Patients/hr)
Nurses B  Waiting Queue Length (24 Patients/hr)
Nurses B  Waiting Queue Length (25 Patients/hr)
Nurses B  Waiting Queue Length (26 Patients/hr)

D
ay

s 
fo

r W
ar

m
U

p

St
af

f I
I: 

Nu
rs

es
 O

cc
up

an
cy

 (%
)

0.00

25.00

50.00

75.00

100.00

Number of Patients/hr
12 Patients/hr 13 Patients/hr 14 Patients/hr 15 Patients/hr

100
94.27

87.75
81.21

Theoretical Throughput 
14.67 Patients/hr

N
um

be
r o

f P
at

ie
nt

s

0

125

250

375

500

625

750

875

1000

Day

1 5 9 13 17 21 25 29 33 37 41 45 49 53 57 61 65 69 73 77 81 85 89 93 97 10
1

10
5

10
9

11
3

11
7

12
1

12
5

Nurses B  Waiting Queue Length (12 Patients/hr)
Nurses B  Waiting Queue Length (13 Patients/hr)
Nurses B  Waiting Queue Length (14 Patients/hr)
Nurses B  Waiting Queue Length (15 Patients/hr)

D
ay

s 
fo

r W
ar

m
U

p

21

International Journal on Advances in Systems and Measurements, vol 10 no 1 & 2, year 2017, http://www.iariajournals.org/systems_and_measurements/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



reduction on LoS of patients in the service, without removing 
patients, which in some cases, could make the reduction of 
under-utilized resources possible. 

Finally, and more generally, our global proposal aims to 
improve the ED service, which is the main entry of patients 
in the healthcare system in relation to access, quality of 
service, user satisfaction and efficiency. 
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Abstract—The developed method allows the user to integrate 

polygonal or linear datasets. Most existing approaches do not 

work well in the case of partial equality of polygons or 

polylines. The suggested method consists of two phases: 

searching for counterpart boundaries or polylines by a 

triangulation, and rectifying objects without correspondent 

polylines by a transformation and a shortest path algorithm. 

Data covering the Haifa region of Israel have been used for 

evaluation of the approach. City Planning datasets have been 

rectified by precise cadastre data. Positional accuracy of the 

City Planning datasets has been increased significantly. 

Average distance between segments of the datasets has been 

decreased in almost five times. Standard deviation has been 

decreased by thirty-five percent. In addition, more complete 

road layer of OpenStreetMap covering the city has been 

rectified by a more precise statutory road layer. Positional 

accuracy of the rectified layer has been improved significantly. 

The rectified layer has been utilized to prepare a large-scale 

map depicting roads with individual widths and statutory 

buildings. OpenStreetMap rasterization rules have been 

applied for road widths calculation. The prepared map depicts 
real-size buildings and roads’ widths in scale. 

Keywords-Geometry spatial data integration; triangulation; 

shortest path; topology; OpenStreetMap; road layers; city 

planning and cadastral datasets. 

I.  INTRODUCTION 

This paper is an extended version of the work published 
in [1]. In order to confirm the effectiveness of our algorithm, 
a rectification of an OpenStreetMap road layer by more 
accurate statutory road data is considered  

We live in the information age. Terabytes of spatial 
information are available today. Hundreds of sources 
produce thousands of maps and digital layers every day. We 
encounter serious problems when trying to use different 
maps together.  

Let us list some popular data producers. Survey 
companies and agencies prepare accurate topographic maps 
and plans. Aero and satellite images act as a basis for 
numerous variations of derivative maps (e.g., thematic and 
topographic maps). A special niche is reserved for crowd 
sourcing maps, e.g., OpenStreetMap (OSM) [5]. Significant 
parts of this sort of map contain data derived from users’ 
devices, mainly   GPS devices. 

It is very difficult to use all these data together. In many 
cases, the user decides to draw a map from scratch, despite 

having existing maps with most of the required elements for 
the user’s map. One of the reasons for this situation is a low 
degree of integration of existing datasets even when we 
consider maps containing many identical elements. For 
instance, soil maps need to be based on topographic maps. 
Today, soil maps could take basic contours from different 
sources.  

In an ideal situation, spatial datasets use the objects 
(polylines or polygons) from more accurate datasets. In the 
real world, many maps are produced by measuring/digitizing 
objects from satellite images. As a result, despite the fact that 
most of the objects on different maps are identical, they are 
presented with small positional discrepancies. The problem 
is compounded by the fact that different objects in a 
Geographic Information System (GIS) environment could be 
depicted by the same geometries (e.g., square or circle). 
Thus, specific tools and algorithms need to be developed. 
This makes it difficult to detect identical objects on different 
maps. The obvious advantage of integrated databases is 
efficiency of data storing. Equal elements from different 
maps link to the same object in the storage memory. We do 
not need to take up extra storage on a disk. Additionally, the 
editing of objects will be reflected on all those maps which 
contain them. 

The benefits of data integration are demonstrated in this 
paper by using city planning and cadastral datasets. A 
cadastral map is a comprehensive register of the real estate 
boundaries of a country. Cadastral data are produced using 
quality large-scale surveying with TotalStations, Differential 
Global Positioning System devices or other surveying 
systems with a centimeters-level precision. Normally, the 
precision of maps based on non-survey large-scale data (e.g., 
satellite images) is lower. City planning data contain 
proposals for developing urban areas. Most city planning 
maps are developed by digitizing handmade maps, using 
images from space. Almost all boundaries have small 
discrepancies in comparison to cadastral maps. We need to 
integrate these datasets, where the identical elements in the 
datasets have to be linked to the same geometries. All the 
non-identical elements have to be coherent with shared 
geometries.  

In addition, our algorithm was tested on road datasets. 
Data covering Haifa City (Israel) were used. An 
OpenStreetMap (OSM) road layer was rectified by a 
statutory (more accurate) road layer provided by Survey of 
Israel (SOI). Road data provided by SOI do not contain 
width attribute. Roads’ widths could be obtained from the 
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OSM road layer. In order to integrate an OSM road layer 
with SOI data (e.g., building and landuse layers), the OSM 
road layer was rectified using linear approach and SOI road 
layer. 

The approach we suggest enables the user to resolve the 
described problems. It consists of two main stages: defining 
correspondent boundaries using triangulation technique, and 
rectification of the remaining polylines by transformation 
and the shortest path algorithm. The suggested approach 
could be applied to polygonal and linear datasets. 

This paper is structured as follows: related work is 
considered in Section II. The initial processing of the source 
datasets is described in Section III. Section IV focuses on 
correspondent boundary definition. The problem of resolving 
line pair conflicts is described in Section V. The shortest 
path approach for fusion boundaries with and without 
counterpart is discussed in Section VI. The rectified City 
Planning data are discussed in Section VII. A review of road 
datasets is presented in Section VIII. Preprocessing of an 
OpenStreetMap road dataset is described in Section IX. In 
Section X, a process of rectifying road layer is presented. 
Calculating the widths of OpenStreetMap roads is discussed 
in Section XI. The conclusion is presented in Section XII. 

II. RELATED WORK 

The main groups of approaches for data matching and 
data fusion are considered in this section 

The wide spread of databases is the reason for developing 
attribute-based matching methods. Schema-based [18] and 
Ontology-based types of attribute matching could be 
selected. In [23], an approach based on both types is 
presented. Attribute-based matching could be effective when 
data with sustainable and meaningful structure and content of 
attribute database is processed.  

The map conflation approaches [19] are based on data 
fusion algorithms; the aim of the process is to prepare a map 
which is a combination of two or more maps [8]. The 
merging and fusion of heterogeneous databases has been 
extensively studied, both spatially [16] and non-spatially 
[25].   

Geometry, size, or area is used in feature-based 
matching. These allow us to estimate the degree of 
compatibility of objects. The process is carried out by the 
structural analysis of a set of objects and analysis of the 
result, to see whether similar structural analysis of the 
candidates fits the objects of the other data set [4]. In [22], 
comparison of objects is based on the analysis of a contour 
distribution histogram. A polar coordinates approach for 
calculating the histogram is used. A method based on the 
Wasserstein distance was published by Schmitzer et al. [20]. 
A special shape descriptor for defined correspondent objects 
on raster images was developed by Ma and Longin [13]. 
Focusing on single shapes does not allow us to apply these 
algorithms in our task. 

In [7], topological and spatial neighborly relations 
between two datasets, preserved even after running 
operations such as rotation or scale, were discovered. In 
relational matching, the comparison of the object is 
implemented with respect to a neighboring object. We can 

verify the similarity of two objects by considering 
neighboring objects. The problem of non-rigid shape 
recognition is studied by Bronstein et al. [6]; the applicability 
of diffusion distances within the Gromov-Hausdorff 
framework and the presence of topological changes have 
been explored in this paper. 

In [2], spatial data integration is considered as a process 
of unifying layers in a unique database to provide a unified 
environment for processing, modeling, and visualization. 
Three main aspects are considered: spatial reference of the 
data, projection of the data, and format of the data. A geo-
spatial data integration method for three-dimensional 
subsurface stratification is proposed by Kim et al. in [10]. In 
[26], integration of remotely sensed data is considered. A 
proposed framework can provide an effective solution for 
distributed storage, data format conversion and 
interoperability for satellite remote sensing big data. Foster 
and Mayfield consider geospatial data integration in the 
context of defense and security. Integration of global land 
cover datasets was considered in [24]. Kipf and Kemper 
extended high-performance main-memory database systems 
with temporal and geospatial processing capabilities to tackle 
emerging mobility workloads in [11]. Integration of 
geospatial data regarding crimes is discussed in [17]. 

We concluded that the approaches mentioned could not 
be applied to resolve the considered problem. This derives 
from the fact that the mentioned approaches have been 
developed for specific conditions. For instance, feature-based 
matching is effective for detecting separate outstanding 
objects; attribute-based matching is effective for definite and 
well-designed databases. Thus, a new approach should be 
developed. 

III. CITY PLANNING DATA PREPARATION  

 
Spatial data sets covering a part of Yokne’am (a town in 

the northern part of Israel) have been used. They are depicted 
in Figure 1. Land-use city planning and cadastre polygons 
are displayed as color areas and as black boundaries, 
correspondingly. As can be seen in the figure, in most cases 
the boundaries of two datasets are the same. Some 
boundaries are presented in the first dataset and are not 
presented in the second. The white background of the 
cadastre polygons means that this area is not covered by the 
city planning dataset. It is presented mainly in the upper part 
of the figure. The case where black cadastre boundaries cross 
an area with a similar background color means that these 
boundaries are not presented in the city planning datasets. 

The city planning data have sensitive positional irregular 
discrepancies. Because of the small scale, they cannot be 
observed in Figure 1; hence, the problem is illustrated in 
Figure 2. The figure shows that the problem could not be 
resolved by transformation only, and that a more 
sophisticated technique is required. The figure leads us to an 
approach based on defining corresponding objects and 
further modification of the remaining objects with respect to 
found pairs. 

In the previous approach [15], we defined 
correspondences between polygons. We encountered two 
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problems. Because whole polygons are processed, it is 
difficult to precisely define the points connecting polygons 
with and without counterparts. Considering a polygon as a 
separate object does not allow us to unambiguously detect 
polygons’ shared nodes. As a result, in some cases, it is 
difficult to correctly eliminate gaps between objects. Using 
centroids in the polygon triangulation approach is the reason 
for the second problem. For non-compact polygons, even 
small changes in the polygon’s boundary lead to significant 
changes in the centroid position. It could negatively impact 
the results. 

 

 
Figure 1.  Source data: land-use city planning (colored 

background) and cadastre (black outline) maps. 

 
Figure 2.  Positional discrepancies of city planning (colored areas) 

and cadastre (black lines) datasets. 

In this paper, we propose a technique which is based on 
defining line pairs by triangulation. In most cases, spatial 
data are found in non-topological data format (e.g., ESRI’s 
Shape Files, GeoJSON, MapInfo Tab Files). This means that 
the boundaries of neighboring objects are repeated for each 
polygon. This fact leads us to the possibility of modifying 
the boundary of neighbor polygons independently. In the 

most cases, it is a source of many difficulties; e.g., small 
gaps between boundaries or the necessity of repeating the 
same action for each polygon separately. Because of the 
problems mentioned we use topological data format provided 
by GRASS GIS 7 [12]. The source shape files have been 
converted to this format. A sample part of the city planning 
dataset found in a topological format is presented in Figure 
3. Polygon data comprise 3 types of elements: boundary, 
node, and centroids. Nodes separate boundary polylines. 
Each group of closed boundaries could be considered as an 
area. The polygons’ centroids link the polygons to certain 
rows in an attribute table by category numbers. Each raw in 
the attribute table starts with a “cat” field, which could be 
connected to a centroid with a given “cat” value. 

 

 
Figure 3.  A sample of the city planning dataset residing in 

GRASS GIS’s topologycal format. Nodes – red circles, centroids – blue 

croses, and boundaries – black lines. 

We can conclude from the first two figures, that most of 
the counterpart polygon boundaries of the datasets are 
located close to each other and present the same objects. It is 
efficient to define a measure for detecting the fact that two 
objects certainly could not be defined as counterparts. In 
other words, we can use it as a filter. A maximal distance 
parameter could fulfill this role.  

In addition, it is quite popular to use buffers for detecting 
the fact that two objects certainly could not be defined as 
counterparts. For instance, in [27] the authors have applied a 
buffer with a certain buffer size, where all objects outside the 
buffer could not be considered as counterparts. We have 
found that a segmentation technique could be more sensitive 
and flexible in this context. Segmentation means dividing 
polygon boundaries (or any other sort of polyline) into 
equidistant segments. Point delimiters are used to calculate 
distances between the considered datasets. An example of 
segmentation is depicted in Figure 4.  

Maximal distance (Dmax) is calculated as follows. For 
each point in the first dataset, a distance to the closest point 
belonging to the second dataset is assigned. Then we apply a 
loop from the first to the last percentile (from the percentile 
with maximal number and minimal distance to that with 
minimal number and maximal distance) on a list of 100 
percentiles of the calculated distances. Dmax equals percentile 
i if the standard deviation of distances between percentiles i-
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1 and i is more then 1. Dmax is used mainly to filter 
considered objects. In our case, the distances between the 
nearest equidistant points of the cadastre and the city 
planning data sets’ boundaries are in an interval from 0 to 
92.7 meters. The boundaries of the percentiles number (i.e., i 
decrement) 6, 5, 4, and 3 are 2.09, 4.97, 7.88, and 17.75 
meters, correspondingly. Standard deviations for distances in 
intervals between percentiles 6-5, 5-4, and 4-3 are as 
follows: 0.78, 0.89, 1.46, and 2.77. Hence, Dmax equals 7.88, 
because 7.88 belongs to percentile number 4 (the first with a 
standard deviation of more than 1). Objects residing further 
than Dmax are excluded from the processing. For Yokne’am 
datasets, Dmax equals 7.9 meters. A 2-meter distance between 
nearest points has been assigned for our test. 

 

 
Figure 4.  Point delimiter of equidistant segments. City planning – 

red, cadastre - black points. 

IV. DEFINING CORRESPONDING LINES OF DATASETS BY 

TRIANGULATION 

In this section, the main process is described. It is based 
on identifying correspondent triples of polygon boundaries 
of the considered datasets. Delaunay triangulation enables us 
to easily connect points by triangles. We use it to divide 
boundaries into triples. Figure 5 illustrates the triangulation 
process. The triangulation is based on the middle points of 
boundaries' polylines. In the figure, the boundaries’ middle 
points are depicted as gray circles; the boundaries are 
colored lines; and the triangulation layer is presented as a 
colored background. 

Now, we have grouped middle points into triples 
boundaries of cadastre and city planning datasets. The next 
step is searching for correspondent triple candidates, and it is 
implemented as follows.  

First, the lengths of all boundary polylines are calculated. 
Sorted lengths of correspondent boundaries are stored into 
“A”, “B” and “C” fields of attribute table for each triple. “A” 
stores the shortest length; “C” stores the longest. Then, we 
compare all possible pairs of triples. 

To reduce the number of comparisons we consider only 
the nearest triples. These are defined by comparing the 
coordinates of the start and end nodes of their boundaries. 
For further consideration, all start and end nodes of the 

second triple boundaries have to be inside the extent of the 
first triple’s nodes (defined by an enlarged buffer). Buffer 
size is equal to the square root of the median polygon area. 
In our case it is 32 meters. The areas of both datasets are 
sorted into one list to find a median value.  

 

 
Figure 5.  The triangulation of boundaries’ middle points of a city 

planning dataset.  

In the next step, we compare boundary lengths. As 
mentioned above, ordered lengths are stored in an attribute 
table (“A”, “B” and “C” fields). Triple pairs are added into a 
list for further processing if a correspondent length (A-A, B-
B, or C-C) resident in the second triple is within an interval 
of between 80% to 120% of a length resident in the first 
triple, and are considered as triple pair candidates. This two-
step initial filter by extents and lengths comparison is 
illustrated in Figure 6. In the figure, blue lines are city 
planning boundaries; black lines are cadastre boundaries; 
grey and green triangles are candidate cadastre boundaries 
obtained by an extent (red rectangle) and by length 
comparisons, correspondingly. Candidates are defined for a 
triple of city planning boundaries marked by a red triangle. 

 At this point, we have a few candidates. In order to 
define the “winner” candidate, we calculate distances 
between nodes of the correspondent boundaries. We need to 
determine pair boundaries belonging to a considered triple 
candidate. The brute force process is implemented; all 
possible combinations are considered. The most acceptable 
combination is one with a minimal sum of distances between 
correspondent points. The brute force process is not time 
sensitive, because it is implemented only for a few filtered 
candidates. A candidate is marked as a triple pair if the 
maximal distance between correspondent nodes is less than 
Dmax, as defined in Section III. 

 In this section, correspondent boundaries have been 
defined. The candidate triples have been filtered by extent 
and lengths comparison, then line pairs have been defined by 
distances between nodes.   

V. RESOLVING LINE PAIRS’ CONFLICTS 

In this section, we describe the process of searching for 
wrongly defined boundary pairs and resolving these 
situations.  
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First of all, in many cases line pairs are repeated in 
neighboring triples. The participation of a line in different 
pairs is marked as a problem. It is quite obvious that a 
boundary from the first dataset could have only one 
counterpart boundary in the second dataset. In order to 
resolve conflicts, we compare the number of times they 
participate in triples. For instance, we have two line pairs 
A1-B1 and A1-B2. If A1-B1 pair is encountered in 2 triples 
and A1-B2 in 1, then the combination A1-B2 is eliminated 
and A1-B1 remains. If both are encountered simultaneously, 
both candidates are eliminated. 

 
 

 
Figure 6.  Filtering possible triple pairs.  

    
Figure 7.  An example of a line pair found incorrectly. Left – 

original boundaries of the city planning (red lines) and cadastre (black 

lines) datasets. Right – detected linepairs. 

      

Figure 8.  Detecting incorrect pairs. Left – incorrect nodes and 

line pairs are marked in red. Right – final line pairs. 

Additionally, we need to consider the situation illustrated 
in Figure 7. The curved purple line pair is detected 
incorrectly. This line is composed of two lines in the cadastre 
dataset, because of the line, which is connected to the bottom 
part. The connected line does not exist in the city planning 
dataset. 

These types of errors could be detected by analyzing the 
line junctions. Each node is identified by a set of ids of lines 
connected to the node. The required conditions for the 
remaining line pairs are as follows. First, node values (a set 
of ids of lines) have to be unique. Second, each node has to 
have a node of equal value, and vise versa. If one of the 
conditions is false, all lines connecting with the incorrect 
node are eliminated on both datasets. The process is 
illustrated in Figure 8.  

VI. A SHORTEST PATH APPROACH FOR BOUNDARIES 

FUSION 

At this point, we have the pairs of corresponding 
boundaries. As mentioned in Section I, cadastre datasets are 
produced using quality large-scale data. They are more 
accurate than city planning datasets. Hence, replacing the 
city planning boundaries with their cadastre counterparts will 
significantly improve the accuracy of the resulting map. This 
was done in the previous step. In this section, we consider 
how to integrate boundaries without counterparts with pair 
boundaries. This is implemented in two steps. 

 

 
Figure 9.  A vertex moved with respect to the shortest paths to 

bridge nodes. 

In the first step we use coordinates of correspondent pair 
nodes as Ground Control Points for second-order affine 
transformation. We transform the boundaries without 
counterpart to make them closer to the cadastre dataset. We 
shall henceforth call it “transformed boundaries or dataset”. 

The transformed boundaries still have gaps between them 
and the remaining boundaries. A shortest path approach has 
been developed to integrate both types of boundaries.  

The idea of the approach is quite simple. Each vertex 
(including nodes) of the transformed boundaries is 
processed. We calculate the shortest path from a vertex to 
each bridge node. Bridge nodes connect a nest (group of 
lines joined without gaps) of transformed boundaries to 
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boundaries with counterparts. In figure 9, the described 
elements are presented. 

The figure explains the algorithm. Green lines are 
cadastre counterparts. Black lines are transformed city 
planning boundaries without pairs. They still have small gaps 
with cadastre counterparts. Red lines are the result of 
applying the shortest path approach to each vertex. Vertex v 
is the considered vertex and 1, 2, and 3 are the bridge nodes. 
Bridge nodes of a transformed dataset differ from the other 
nodes by having a counterpart node in the cadastre pair 
boundaries. Thus, we can precisely say how to move bridge 
nodes in order to locate them exactly on the node of cadastre 
boundaries with pairs. It is not correct to only move a bridge 
node; we need to move other vertices too.  

 

 
 

 
 

Figure 10.  Zoomed-in extent 1. Boundaries of original (upper) and 

result (lower) datasets: city planning – red, cadastre - black. 

 
To define new coordinates we use shortest paths. Three 

nodes are impacted for the vertex “v”. Thus, three shortest 
paths are calculated: v-1, v-2, and v-3. v-2 and v-3 are 
partially overlapped paths. We need to note an important 
condition. If a path touches more then 1 bridge node, the 
path is eliminated from further consideration. Only paths 
intersected by one bridge node are considered. The new 
coordinates of a vertex are calculated as follows. 

 
2 1

0

( ) (1 )

n

o i t i i s u m
c c c c l l    

 (1) 

In (1), c denotes x or y coordinate; c1 is the source 
coordinate; c2 is the target. n is number of bridge nodes, i is 
index of the current bridge node. co and ct are x or y 
coordinates of pair bridge nodes resident in cadastre 
counterpart and transformed (without pair) city planning 
boundaries, correspondingly. li is the length of the shortest 
path to be considered as a bridge node. lsum is the sum of 
lengths of the shortest paths to bridge nodes from the vertex.  

 

 
 

 
Figure 11.  Zoomed-in extent 2. Bountaries of original (upper) and 

result (lower) datasets: city planning – red, cadastre - black. 

Let us consider an example of calculating new 
coordinates by the shortest path method. We have 3 paths 
from vertex v to bridge nodes 1, 2 and 3. The paths’ lengths 
are 19.8, 66.8, and 76.3. co - ct values are (x y) -0.39 -0.14, -
0.34 -0.24, and -0.23 0.16. For such parameters we need to 
add -0.67 -0.18 to the x y coordinates of the vertex. 

VII. RESULTING CITY PLANNING DATASET 

In order to acquire a final result, cadastre pairs of the 
boundaries are merged with the rectified boundaries without 
counterparts. Since pair boundaries have the same id and the 
rectified boundaries of the city planning dataset without 
cadastre pairs inherit the original ids, the correspondences 
between original and final polygons could be established by 
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comparing ids of boundaries comprising a polygon. It is 
derived from the fact that each polygon could be identified 
by a unique set of ids of boundaries.  

 

TABLE I.  AVERAGE DISTANCES AND STANDARD DEVIATIONS 

Parameter 
Dataset compared with cadastral layer 

Original city planning Result city planning 

Average 

distance, m 
1.15 0.24 

Standard 

deviation,  m 
0.64 0.41 

The result datasets are presented in Figure 10 and Figure 
11. We can conclude that most boundaries have been taken 
from the cadastral dataset; others have been rectified to 
connect boundaries without corresponding pairs and 
boundaries with pairs. The result looks satisfactory; the final 
map is holistic and does not contain significant deficiencies. 
A review implemented by specialists enables us to state that 
the results are satisfactory.  

 

 
Figure 12.  OpenStreetMap (background image) and SOI roads (red 

lines). 

In order to estimate the results quantitatively, we use 
distances between the closest equidistant points of the 
cadastral and the city planning data sets’ boundaries. The 
distances have been calculated between original city 
planning and cadastral datasets, as well as between the result 
and cadastral datasets. Only distances less than Dmax have 
been taken into account. In Table I, average distances and 
standard deviations are presented.  

 
According to the table, the average distance has been 

reduced five times over; standard deviation has been reduced 
by a factor of three. We can conclude from the table that the 

accuracy of the original dataset has been significantly 
improved. 

 

 
 

 
Figure 13.  Positional discrepancies of OSM (green) and SOI (red) 

road networks. 

VIII. ROAD DATASETS REVIEW 

A linear approach was successfully applied to City 
Planning polygonal data. In order to confirm the quality of 
our algorithms, another dataset was used. As mentioned at 
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the beginning of this paper, this approach could be applied to 
linear data as well. 

We encountered a significant problem using geodata 
covering Haifa City area: an absence of widths in roads’ 
attributes. In order to use a road network with known 
individual widths of roads, OSM road layer was rectified 
according to statutory SOI road maps. Unfortunately, OSM 
road layer covering Haifa does not contain width attributes. 
Road widths were obtained from the rules of road type 
rasterization. 

The source datasets were retrieved from different sources 
in ESRI shape file format. The data were preprocessed with 
GDAL/OGR command line tools and converted to GRASS 
GIS 7 topological geodatabase. 

Haifa datasets were provided by Survey of Israel (SOI). 
The data contain ESRI shape files: contour lines (line layer), 
roads (line layer), and buildings (polygon layer). These data 
are proprietary. In addition, the OpenStreetMap (OSM) road 
data covering Haifa were processed in this work. The data 
(actual shape files) were downloaded from Geofabrik web 
site. 

SOI roads consist of only two types of roads (main and 
regular). Attributes allowing us to calculate individual road 
widths (even approximately) are not provided. Thus, another 
source of road dataset was found. We decided to use 
OpenStreetMap (OSM) data. They are freely available and 
the quality is fairly high. We could use the rules of 
rasterization vector OSM elements to raster tiles to define the 
width of individual road types. In Figure  12, OpenStreetMap 
and SOI roads are depicted. 

 
In Figure  13, two extents of overlaid OSM and SOI maps 

are depicted. From the figure, we could note irregular 
positional discrepancies. OSM roads should be rectified. 
From the figure, one could conclude that, in many cases, 
OSM roads intersect SOI buildings and it is impossible to 
correctly set building-quarter correspondences. In this work, 
we will evaluate the quality of rectified data by intersections 
with building layers. If buildings are located correctly to the 
right or to the left of a road, the road is considered to be 
correctly rectified. 

 

IX. PREPROCESSING OF OSM ROAD DATASET 

 
Figure  14 reflects two significant problems. First, OSM 

roads contain many more road types (including paths, 
pedestrian ways, steps, etc.) than SOI. Second, circular 
intersections (roundabouts) are not presented in the SOI 
layer. Regular intersections are used instead. The 
preprocessing stage of data integrations consists of two steps: 
removing minor road types and eliminating circular 
intersections. 

Excessive OSM roads were removed by the following 
SQL request: “type NOT IN (‘construction’, ’cycle way’, 
’footway’, ’path’, ‘pedestrian’, ‘platform’, ‘proposed’, 
‘steps’, ‘track’, ‘bridleway’, ‘rest area’) AND type NOT 
LIKE ‘%link%’ AND tunnel=0”. This SQL request 
eliminated all road lines contained in ‘type’ string column 

word ‘link’, roads with ‘tunnel’ attributes equaling ‘1’, and  
minor road types: ‘construction’, ‘cycle way’, ‘footway’, 
‘path’, ‘pedestrian’, ‘platform’, ‘proposed’, ‘steps’, ‘track’, 
‘bridleway’, and ‘rest area’. 

 
Figure 14.  OSM (red) and SOI (green) roads. 

 
Figure 15.  Cleaned OSM roads: black –result roads, red –removed. 

 Next, we need to calculate the compactness of 
polygons formed by closed road segments using the 
following equation. 

 / ( 2 )c om p a c tn e s s p e r im e te r a r e a    (2) 
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In the next step, segments constructing polygons with 
compactness < 1.01 (i.e., circular intersections) are removed. 
In the final step, surrounding polylines nodes are snapped to 
the centroids of polygons formed by removed polylines.  

 

 
 

 
Figure 16.  Carmel Center, Haifa. Original data – upper, rectified 

data – lower. Brown – SOI buildings, black – SOI roads, red – OSM roads. 

In Figure  15, the OSM cleaning results are presented. 
Minor roads have been removed. The circular intersections 
have been replaced by regular intersections. 

Now, the OSM roads dataset is more suitable for 
integration with an SOI road layer. Roads datasets are quite 
complex for processing (many intersections of polylines, 
complex topology, different types of roads, dissimilarity of 
counterpart objects, etc.). 

 

 
 

 
Figure 17.  Carmel Center, Haifa. Original data – upper, rectified 

data – lower. Brown – SOI buildings, black – SOI roads, red – OSM roads. 

X. APPLYING A LINEAR APPROACH FOR OSM ROAD 

DATASET AND EVALUATING RESULTS 

In order to improve the positional accuracy of an OSM 
road network and integrate it with SOI road data, the 
developed linear fapproach was applied. OSM road data 
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were rectified. Figure 16 and Figure  17 demonstrate the 
results of the integration. 
 

In order to estimate the quality of a rectified road layer, 
building and road datasets were converted to raster layers 
(resolution 1 meter). The pixels touching vector objects got 
value “1”; the reminded pixels got value “0”. The road raster 
layers were overlaid with building raster layers. In raster 
algebra terms [21], “AND” or “&&” condition was applied 
and pixels with value “1” on two overlaid dataset were 
selected. The following table contains numbers of pixels 
with value “1” from different raster maps. 

TABLE II.  STATISTICS OF RECTIFICATION RESULTS (“1”-VALUED 

PIXEL NUMBER OR SQUARE METERS). 

Source data (square meters or number of pixels) 

SOI 

Buildings 

6,367,165 OSM 

Buildings 

6,167,209 

SOI Roads 411,189 OSM Roads 639,855 

Overlay 

OSM roads 

&& OSM 

buildings 

1,371 OSM roads 

&& SOI 

buildings 

39,589 

SOI roads 

&& SOI 

buildings 

291 Rect. OSM 

roads && 

SOI 

buildings 

3,067 

 
According to the table, the number of intersections of 

OSM roads and SOI buildings was significantly reduced, 
from 39,589 to 3,067.  We can conclude from this that the 
rectification results are satisfactory. The rectified OSM road 
network can be used in further research. 

 

XI. CALCULATING WIDTHS OF OSM ROADS 

 
Now, we need to calculate the widths of roads. OSM data 

covering the Haifa area do not have width attributes, but the 
rasterization rules of OSM vector data allows us to get road 
widths in pixels. The OSM wiki web page [28] provides an 
equation for estimating pixel size in meters for any zoom 
level: 

 

   
8

c o s

2
z z

C y
P s




                                    (3) 

 
Where, Ps is pixel size, z is zoom level, C is the 

(equatorial) circumference of the Earth; y is the latitude of 
the position. According to the equation, tile pixel size of 
zoom level 15 and 16 could be defined as follows: 

 1 6 1 6 + 8

4 0 0 7 5 6 9 6   c o s  3 2 .7 9 5
P s  =    2

2
                        (4) 

 

  1 5 1 5 + 8

4 0 0 7 5 6 9 6   c o s  3 2 .7 9 5
P s  =   4

2


                       (5) 

 
Figure 18.  CartoCSS web site, roads.mss files actual lines. Line 

widths in pixels. 

The widths of roads are equal to Ps multiplied by width 
in pixels. Width in pixels could be derived from CartoCSS 
open project (road.mss file [29]). The screenshot of the 
actual lines of the style sheet is presented in Figure 18. 

 
The calculated road types’ widths are presented in 

Table III.  
In Figure  19, a map of OSM roads is depicted. The map 

is colored randomly by road type. Each road has a width 
according to Table  III. 
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XII. CONCLUSION AND FUTURE WORK 

An approach for improving linear and polygonal spatial 
datasets is presented. Land-use city planning dataset 
locations have been corrected according to the cadastral 
dataset.  

TABLE III.  ROAD TYPES’ WIDTHS. 

Type Pixels 
Zoom level 
(pixel size) 

Width (meters) 

Living 

Street 
6 16 (2) 12 

Motorway 10 15 (4) 40 

Primary 10 15 (4) 40 

Residential 6 16 (2) 12 

Road 3.5 16 (2) 7 

Secondary 10 16 (2) 20 

Service 3.5 16 (2) 7 

Tertiary 10 16 (2) 20 

Unclassified 6 16 (2) 12 

 
The outline of the approach is as follows. The 

conventional polygon data have been converted to 
topological data format. Boundaries have been split into 
equidistant segments to calculate Dmax. Then, correspondent 
boundaries have been defined using triangulation technique. 
Rectification of the remaining polylines by transformation 
and the shortest path algorithm has been implemented. 

The developed algorithm has been tested on a city 
planning polygonal dataset and an OpenStreetMap road 
linear layer. In both cases, the resulting datasets are 
satisfactory. The resulting data quality has been evaluated by 
two different approaches: the first approach is based on 
equidistant points’ statistics, while the second approach is 
based on defining intersections of building and road layers. 

In the future, we need to test the approach with more 
datasets and different parameters, to compare it with other 
approaches. In order to improve the presented approach by 
also defining correspondences between parts of boundaries 
(not only whole boundaries), we would like to combine this 
approach with the segmentation-based algorithm published 
in [14]. This will allow us to apply the method to other types 
of datasets. 
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Figure 19.  Map of roads with individual widths, randomly colored 

by road type. 
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Abstract— Background Subtraction technique is widely used in 

surveillance systems to identify moving objects. Although color 

features have been extensively used in several background 

subtraction algorithms, demonstrating high efficiency and 

performances, in actual real-time applications the background 

subtraction performance is still a challenge due to high 

computational requirements. In this paper, two approaches 

and their optimized versions are evaluated to implement high-

performance background subtraction algorithms for real-time 

applications. Gaussian Mixture Model and the Multimodal 

Background Subtraction are characterized by two different 

color descriptors: Gray scale and H color invariant combined 

with Gray scale information respectively. Different 

experimental analysis allows evaluating the efficiency in terms 

of computational complexity and accuracy for outdoor and 

indoor environments. Experimental tests demonstrated that 

the Multimodal Background Subtraction approach with its 

variants is established as affordable for real-time applications 

and particularly suitable on hardware platforms with on-

board memory and limited computational resources.  

Keywords- Real-Time; Image processing; Background 

subtraction; Segmentation. 

I.  INTRODUCTION  

In recent decades, great interest has been shown for 
Background Subtraction (BS) technique to achieve a precise 
pixel classification as background (static) and foreground 
(dynamic) and then to identify the objects of interest [1] 
within observed scenes. Since cameras are less expensive 
than most other sensors and they are already installed on 
security environments, video sequences are used to build 
intelligent surveillance systems [2], where many BS 
algorithms work for specific environments in very controlled 
situations. Unfortunately, several applications are too slow to 
be practical as a consequence of their high computational 
requirements. 

The BS algorithms typically use five features as 
descriptor: color, edge, motion and texture features [3]. Each 
one is particularly robust to handle critical issues in a 
different way. For instance, color feature is highly 
discriminative but depends on the way of representing colors 
in the image. Therefore, different color representations 
obtain different accuracies, which are limited in the presence 
of shadows, illumination changes, and camouflage [1]. On 
the other hand, edge feature is very discriminative in the 
presence of ghost and illumination variations. Texture 

feature works well with shadows and illumination variations, 
while stereo is robust in order to handle the camouflage 
issue. Finally, motion feature is useful for detecting 
articulated objects, but at the expense of increased the 
computational cost [4]. 

In order to be more robust in the presence of critical 
situations, some algorithms combine different features. 
Therefore, the best solution should reach higher accuracy to 
classify correctly a pixel as background or foreground. 
Moreover, it should achieve high speed to incorporate 
changes from the environment with the ability to run in real-
time (RT) without demanding high computational 
capabilities. In this context, the multi-scale region BS 
algorithm [5] performs the Gaussian Mixture modeling 
(GMM) in conjunction with color histograms, texture 
information, and consecutive division of image regions to 
efficiently detect edges of the moving objects. Also, in [6], 
the use of color and edge information is applied to handle 
slow illumination changes and camera noise, being able to 
run on standard platform for RT applications. 

Although numerous BS algorithms have been introduced 
with demonstrated efficiency, RT applications, mainly for 
surveillance systems, remain challenging. One of the reasons 
is that more robust algorithms usually perform complex 
operations, thus requiring higher computational capabilities; 
as a consequence, they are not suitable for RT applications, 
where portability, low weight, low size, low computational 
load and low power consumption are required. On the 
contrary, lower computational loads are usually related to 
simple background models that lack adaptive background 
updates and sensitivity to even small background changes.  

This paper presents a comparative evaluation of two light 
and efficient BS algorithms for RT applications oriented to 
hardware friendly implementations. GMM [7] uses Gray 
scale and takes advantage of exploiting a color space that 
does not require complex color transformations. Meanwhile, 
the Multimodal Background Subtraction (MBSCIG) 
algorithm [8] exploits two simple background models 
separately build for the color invariant H and the Gray scale 
pixels intensities. Experimental tests demonstrate that 
MBSCIG with its optimized variations can reach higher 
percentages of correct classified pixels with a reduced 
computational complexity. 

The rest of this paper is organized as follows. Section II 
describes the most relevant related works. Section III 
introduces the color descriptors. We briefly explain the 
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GMM algorithm and its optimized version in Section IV. 
MBSCIG and its variations are presented in Section V. 
Section VI presents comparison results, and conclusions are 
finally drawn in Section VII. 

II. RELATED WORKS 

In the last years, many different BS algorithms have been 
introduced, and nearly each of them can provide 
improvements over the basic algorithms and among each 
other. They can range from very simple algorithms, usually 
providing poor performance, to more robust algorithms, 
which commonly are unsuitable for RT applications due to 
their high computational complexity. For instance, the 
Running Gaussian Average [9] uses three color channels for 
background modeling and models each pixel of each color 
channel with single Gaussian distribution. The GMM 
method is exploited in several state-of-the-art algorithms, 
such as [10-15], to achieve more robustness against frequent 
and small illumination changes. These algorithms model the 
history of each pixel over the time by the mean and variance 
values of a fix number of Gaussian distributions.  

The Kernel Density Estimation (KDE) [16] was 
originally presented by Elgammal like a non-parametric 
approach to cope with the drawbacks of manually tuning. 
After that some enhancements have been proposed to 
decrease the computational complexity using techniques 
such as histogram approximation and recursive density 
estimation [17]. The algorithm presented in [18] quantizes 
each background pixel into codebooks, which represent a 
compressed form of background model for a long image 
sequence and are composed of one or more codewords. This 
allows capturing structural background variation due to 
periodic motion over a long period of time under limited 
memory and can handle scenes with moving background, 
shadows and highlights.  

The K-mean algorithms proposed in [19-21] model each 
pixel of the generic input frame by a group of clusters that 
are sorted in order of the likelihood to deal with lighting 
variations and dynamic background. Incoming pixels are 
analyzed against the corresponding cluster group and are 
classified according to whether or not the analysis cluster is 
considered as a part of the background. A fuzzy inference for 
thresholding is proposed in [22] and [23] in order to improve 
the thresholding technique avoiding the empirical selection 
of threshold values by trial and error approach. 

In [24], a neural network architecture is proposed to 
model background images for object segmentation based on 
an unsupervised Bayesian classifier. The approach proposed 
in [25] is based on self-organizing through artificial neural 
networks. It can handle the bootstrapping problem, dynamic 
scenes containing moving backgrounds, gradual illumination 
variations and camouflage, which can be included into the 
background model shadows that cast by moving objects, thus 
achieving robust detection for different types of videos taken 
with stationary cameras.  

In order to present the aids and constraints of methods 
based on spatial correlation, density estimates, parametric 
and non-parametric models, comprehensive reviews are 
reported in [14], [26] and [27], where the algorithms are 

evaluated in terms of precision, speed and memory 
requirements (critical features for RT applications).  
Concentrated in mathematical models and the solution for 
critical situations, the author in [3] provides a classification 
of the traditional and recent works.  

To improve stability, accuracy and efficiency, and to 
support RT applications, a dynamic multi-level feature 
grouping [2] can be exploited. It introduces the BS and 
corner cue to detect and handle various sizes of moving 
objects. To cope the presence of shadows and shading, a 
basic statistical background modeling at pixel-level is 
presented in [28] and [29]. However, a dynamic background 
cannot be handled efficiently with a single-model, especially 
at the beginning, where the slow learning does not allow 
differentiating the moving objects from the moving shadows. 
To solve these limitations, adaptive BS methods are 
proposed in [30-32]. The latter can efficiently handle quick 
illumination changes, moving backgrounds and shadow 
removal.  

Additionally, several original methods have been 
established. As an online estimation of the background in a 
linear regression, the model demonstrated in [33] achieves 
high efficiency, while categorizes the foreground as outliers 
and considers that the background pixels are based on low 
rank subspace. Parallel analysis at pixel level, presented in 
[34], holds for each pixel historical and occurrence 
background values, thus being suitable for both software and 
hardware implementations. The spatial probability is used in 
[35], where the eigen background builds the background 
reference image from a training set of background frames. 
Based on local texture patterns, the SILTP descriptor is 
enhanced in [36] to segment the image sequences across of 
the spatial and temporal analysis of neighborhood. PBAS 
algorithm [37] relies on the local decision thresholds to 
segment the foreground, modeling the background with an 
array of historical frames and choose randomly the observed 
background pixel to be replaced with the current value. 

The most popular algorithms model the temporal video 
sequences as a parametric form across the Mixture of 
Gaussians. Such probabilistic technique is shown in [11], 
where a learning training is required ahead to detect the 
motion and the interaction between multiple moving objects 
in the presence of slow light variations and suddenly 
background changes. A classification of the methods that use 
the Mixture of Gaussians for foreground detection has been 
presented in [38], discussing challenges, issues to reduce the 
computational load, improvements and critical situations that 
they claim to handle. Based on the remarkable GMM results, 
in [7] a hardware implementation was proposed for the 
OpenCV version of the GMM algorithm, and tunings to 
minimize the word length of the signals able to run on RT 
applications was performed. 

Reached performance by BS algorithms existing in 
literature also depends on the exploited colors representation 
[3], [9], [10], [12], [14], [39], [41]. In fact, the color model 
can significantly influence the achieved quality. In [42] and 
[43], it is shown that the usage of YCbCr and HSV color 
spaces can improve the pixels classification. Whereas [44] 
demonstrates that using the normalized RGB color 
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components leads to higher overall quality and speed 
performance than those reachable with the c1c2c3 color 
representation. In [45], color invariant (CI) expressions have 
been derived that allow the effects of a large set of disturbing 
factors, such as illumination, viewing direction, surface 
orientation and highlights, to be significantly reduced in 
Computer Vision applications. A way to efficiently exploit 
CIs in BS algorithms has been investigated in [9], where the 
background model is built referring to N previous frames; 
each frame is described by the color invariants H, Wx and 
Wy, and each pixel is modeled with a single Gaussian 
distribution. An alternative approach was presented in [10], 
where mixtures of Gaussians are calculated on both the Gray 
scale pixels intensity and the color invariant Hx. The two 
channels are then combined to reduce the number of pixel 
misclassifications in the presence of shadows, noises and 
illumination changes. In this context, the useful experimental 
study introduced in [1] provided a point-of-view to choose 
the best color combination considering accuracy and channel 
numbers which can be applied for BS. The results 
demonstrate that the combination of the CI H with Gray 
scale achieves higher performance for foreground 
segmentation for both indoor and outdoor video sequences. 
Then, to make hardware implementation friendlier, the 
Author exploited in [8] an approximated formulation for CI 
H transformation from RGB.  

Apart of the color representation adopted by BS 
algorithms, RT oriented algorithms demand a relatively low 
computational load and must be highly efficient to detect 
moving objects in diverse environments at common video 
sequences rates. Therefore, with the aim of establishing the 
efficiency of the GMM modifications [7] and the MBSCIG 
[8] algorithm, which are focused on high-performance for 
RT segmentation, several experimental analysis have been 
performed using purpose-written C++ routines, which 
exploit the OpenCV libraries.  

In order to reduce efficiently the computational cost of 
the MBSCIG algorithm, two alternative updating processes 
are proposed and described in the following. It is notably 
that, while original techniques provide high robustness, 
herein, experimental tests show that good performances can 
be achieved also with the proposed pixel-by-pixel 
computational scheme through quite tunings. Additionally, 
performances reached in terms of accuracy, percentage of 
correct classification, and computational load are comparable 
with the GMM algorithm presented in [7]. 

III. COLOR DESCRIPTOR 

Most of the work presented in the literature have 
demonstrated how the color features interfere with the 
achieved accuracy, typical descriptors are based on specific 
spectral information (RGB, HSV, HIS, Gray scale, among 
others). On the other hand, the CIs are derived from a 
physical model and can take into account color spectral 
information and color spatial structure. Therefore, in order to 
build a robust descriptor, handling the issues of pixel-level 
analysis, an experimental study was presented in [1], which 
evaluated the color spaces with properties independent of 

illumination intensity, reflectance property, viewing 
direction, and object 

TABLE I.  SET OF COLOR INVARIANTS 

CI Definition 

H Ελ / Ελλ 

N (Ελχ × Ε − Ελ × Εχ)  / (Ε × Ε) 

C Ελ / Ε 

W Εχ / Ε 

 
surface orientation, which are defined as the color invariants 
[46], in conjunction with Gray scale color model. 

A. Color invariant (CI) 

Any method for describing CI model relies on 
assumptions about the physical variables involved on 
photometric configuration [44]. Photometric CIs are 
characterized as functions of surface reflectance, 
illumination spectrum and the sensing device, which 
consider the spatial configuration of color, and also the color 
spectral energy distribution coding color information [9]. 

Color invariant properties [46] characterize the image 

color configuration discounting highlights, shadows, noise 

and shading. As an example, the Gaussian color model with 

spectral and spatial parameters is exploited in [9] to define a 

framework for the robust measurement of colored object 

reflectance. 

The CIs are derived from a physical reflectance model 

based on the Kubelka-Munk theory for colorant layers [45], 

where illumination and geometrical invariant properties 

depend on the use of reflectance model. The invariants are 

useful for materials as dyed paper and textiles, paint films, 

opaque plastics, dental silicate cements and up to enamel. 

The CIs derived from Kubelka-Munk theory are listed in 

Table I. The latter shows how computing the CIs named H, 

N, C, and W, with E, Eλ and Eλλ being the spectral 

differential quotients based on the scale-space theory [47]. 

The CIs defined in Table I can be combined incrementally 

to achieve an alternative to invariant features extraction 

[44]. 

B. Gray scale 

The Gray color space model is based on the brightness 
information and uses the measurement of amount of light 
(intensity). It is applied for object tracking often on a blob or 
a specific region [48]. However, taking into account that the 
color furnishes more information on the objects in a scene, it 
would be expected that this model can be used in 
conjunction with other models to achieve more robust 
solutions and higher accuracy in comparison with the basic 
separated models. For this reason, the Gray color space 
computed by (1) is included in the proposed evaluation to 
take the advantage of using a color space that does not 
require complex color transformations. 

 GS=0.299R + 0.58G + 0.114B  (1) 
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IV. GAUSSIAN MIXTURE MODEL 

The statistical Background Modeling presented in [12] 
uses the Gaussian Mixture Model (GMM) to handle 
efficiently dynamic background. The reported GMM 
algorithm heads the effectiveness in RT applications, with a 
good deal between constraints of low computational load and 
memory requirement, robustness and the ability to cope 
critical situations, like illumination variation and introduced 
or removed objects. The improvements of this approach 
included in the OpenCV library are shown in the following. 
Some optimizations have been introduced in [7] to obtain 
efficient hardware implementations. They are cited in the 
text as "GMM optimized". 

A. GMM implemented in OpenCV 
The GMM algorithm operates on the probability of 

observing one process more than one time over a video 
sequence [10], [12], and assumes that the set of background 
pixels is visible more frequently than any set of foreground 
pixels. Based on [12], the algorithm implemented in 
OpenCV considers that each pixel of each input frame in the 
video sequence is modeled using K mixture of Gaussian 
distributions in terms of the mean (µ), weight (w) , variance 
( σ� ), and matchsum (counter introduced in OpenCV). 
Additionally, Fitness (F) is used as a sorting parameter to 
arrange in decreasing order the K distributions, and �� is the 
learning rate. 

To update the background model, each new pixel value 

���� is checked with respect to K Gaussian distributions, 

calculating the difference between them. If at least one 

mean difference is less or equal than 2.5�	 (	|�� − ��,�| ≤

	2.5� ), then the distribution is updated as given in the 

following equations:  

                                    ��,� = ��/��,� (2a) 

                       ��,��� = ��,� + ��,���� − ��,��          (2b) 

         ��,���
� = ��,�

� + ��,�[��� − ��,��
� − ��,�

� ]                 (2c) 

                         ��,��� = ��,� − ��. ��,� + ��     (2d) 

                ����ℎ !��,��� = ����ℎ !��,� + 1             (2e) 
 

Otherwise, the distribution with the lowest Fitness value is 

replaced with a new one, for which the mean is set to the 

current pixel value, whereas the variance and the weight are 

set to predetermined high variance (highV) and low weight 

(lowW), respectively, as shown in the equations below.  

                                         ��,��� = �� (3a) 

                                   ��,���
� = ℎ#$ℎ	%  (3b) 

                                    ��,��� = &'�	� (3c) 

                                ����ℎ !��,��� = 1 (3d) 

     After the updating step, the weights are normalized so 

that their summation becomes 1. For each acquired frame at 

time t, the K distributions are sorted in decreasing order of F 

defined in (4).  

                             (�,� = ��,�/σ�,� (4) 

 
To establish whether ��  is part of the background, the 

first n sorted distributions that satisfy equation (5) are 

selected as background components, and a pixel that 

matches one of these components is classified as 

background pixel. In the opposite case,  ��  is classified as 

foreground. The Threshold (T) is a fixed value, ranging 

between 0 and 1, which determines the portion of the 

distribution weights that defines the background model. 

Preliminary tests demonstrated that, for the video sequences 

selected as the benchmarks, T=0.75 is the best value. 

                      ) = �*$+min	�∑ ��,� > 1+
�2� �        (5) 

B.  GMM Optimized (GMM v1) 

The GMM algorithm implemented in Open CV is able to 
work with one or three channels, and its execution involves 
floating point operations, thus becoming a complex statistical 
model that provides good accuracy at the expense of a high 
computational cost, which compromises its use in RT 
applications. Therefore, in order to reduce the computational 
cost, the authors proposed in [7] some optimizations based 
on the following characteristics: 

• Handle the algorithm processing with video frames in 

Gray scale. 

• Use fixed-point values for mean (µ) and variance (σ) 

instead of floating-point values, thus reducing the 

computational complexity. In fact, floating-point 

operations use more internal circuitry and require at 

least 32-bit data paths to manage two parts: the 24-bit 

integer value (base of the real number) and the 8-bit 

exponent.  

• Establish the word length for each parameter, to reduce 

the error rate due to the diminution of number of bits. 

• Set the number of mixture of Gaussian distributions to 

K=3 as suggested in [34]. 

• Quantize the learning rates ��  and ��,�  as power of 

two. 

                                �� = 2+3 					��,� = 2+4,5                     (6) 

 

• Use the parameter	6(�,�, defined in (7) as the square of 

the inverse of (�,�, to sort the Gaussian distributions. 

                                        6(�,� = �1/(�,��
�                        (7) 

In terms of learning rates, 6(�,� is defined as follows: 

                                   6(�,� = ��,�
� . 2��+4,57+3� (8) 
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where   8�,� = &'$����,��   and  8� = &'$�����.   

V. MULTIMODAL BACKGROUND SUBTRACTION MBSCIG 

A multimodal BS algorithm has been recently proposed 
for high performance embedded system MBSCIG [8], with 
the aim of achieving low computational complexity and high 
efficiency for RT applications, exploiting the advantage of 
use a reduced number of channels and historical frames. 
Only two separate color channels are used to model the 
Background: one of them is characterized by Gray scale 
information (G), and another one corresponds to Color 
Invariant (CI) H. A short detail of the algorithm MBSCIG 
and its modifications to improve performances are described 
in the following.  

A. MBSCIG 

MBSCIG gives an effective and quite method using only 
a modeled frame mF, and a small set hF of history 
observations. This approach firstly processes the captured 
RGB frame to get the Gray scale and H information as 
describes [8], then it processes the first N+1 acquired frames. 
The algorithm starts to measure for each pixel of each hF the 
percentage variation DD with respect to the current frame 	6� . 
When DD is lower that a given Threshold T, the counter λ is 

increased by one. Whether λ counts at least two and the 
percentage variation DD between mF and 	6� is lower than T, 
the pixel is classified as a background pixel. Otherwise, it is 
recognized as belonging to the foreground. This analysis is 

executed for both the channels H and G, computing λh and 

λg, respectively. As the next step, mF is updated as given in 
equations (9) and (10), depending on the current pixel has 
been classified as background or foreground. Finally, the 
oldest frame in hF is replaced by 	6� .   

                  )9��� = �1−∝�		6�+∝ 	)9���          (9) 

                  (9��� = β		6� + �1 − β�	(9���         (10) 

B. MBSCIG Optimized 

We analyze two alternative ways to perform the updating 
step of the algorithm MBSCIG. In the original algorithm the 
background and the foreground are updated as shown in 
Figure 1a. With the target of limiting the number of 
operations and reducing the computational load, in order to 
incorporate gradual changes quickly in the background 
model, the first alternative approach, reported in Figure 1b, 
updates the foreground pixels with the value of the current 
pixel, when the percentage variation is higher than T. The 
second proposed approach, shown in Figure 1c, does not 
perform any updating operation when a pixel belongs to the 
set of moving objects.   

VI. EXPERIMENTAL RESULTS 

Since the learning rate ��� has a fundamental impact on 
the overall classification in algorithms based on GMM, 
establishing an appropriate value of � is crucial to achieve 
high performance with the lowest overall error. Therefore, 
values in the range [0.01 ÷ 0.05] are evaluated in [49]. In 

order to select the ideal learning rate value for all tested 
video sequences, providing good classification, in this work 
performances achieved are measured not only for � in the 
range [0.01 ÷ 0.05], but for � equal to 0.1 and 0.005, as 
suggested in [49] and [50]. The F1 metric is computed for 
five benchmark video sequences. The F1, introduced in [51] 
and defined in (11), combines Recall and Precision metrics, 
defined in (12) and (13), to measure an overall quality of the 
BS based on True and False Positive and Negative (TP, TN, 
FP and FN) classifications.  The results summarized in 
Figure 2 show that, when � = 0.05 , F1 differs from the 
average of only ±3.3. 

 

 
a) 

 
b) 

 
c) 

Figure 1.  The updating process of the MBSCIG: a) original version; b) 

MBSCIG v1; c) MBSCIG v2 

                    (1 = �2	×	>	×	?�/�> + ?�                         (11) 

                   ?@��&&	�?� = 	1>/�1> + (A�        (12) 

                   >*@�# #'8	�>� = 	1>/�1> + (>�               (13) 

1. capture the current frame  

2. For each pixel It(x,y) in the frame 

3.     … 

4.         if (DD<T and λ>=2) 

5.             IsFg=0  //a background pixel is detected 

6.             )9��� = �1−∝�	. 	6�+∝. 	)9��� 

7.         else 

8.             IsFg=1 //a foreground pixel is detected 

9. … 

10.   End for 

1. capture the current frame  

2. For each pixel It(x,y) in the frame 

3.     … 

4.         if (DD<T and λ>=2) 

5.             IsFg=0  //a background pixel is detected 

6.             )9��� = �1−∝�	. 	6�+∝. 	)9��� 

7.         else 

8.             IsFg=1 //a foreground pixel is detected 

9.             if ( DD > T) 

10.                  (9��� = 6� 

11. … 

12.   End for 

1. capture the current frame  

2. For each pixel It(x,y) in the frame 

3.     … 

4.         if (DD<T and λ>=2) 

5.             IsFg=0  //a background pixel is detected 

6.             )9��� = �1−∝�	. 	6�+∝. 	)9��� 

7.         else 

8.             IsFg=1 //a foreground pixel is detected 

9.             (9��� = β	. 6� + �1 − β�. 	(9��� 

10. … 

11.   End for 
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Figure 2.  Learning rate performance in GMM

 
This suggests that using � = 0.05, as proposed in

well suited for all tested sequences and can be applied in 

TABLE II.  

Algorithm 
Looby

FPR 

GMM [12] 0,64 

GMM v1 [7] 0,71 

MBSIG [8] 0,87 

MBSIG v1 1,07 

MBSIG v2 7,73 

 
Reference frame Ground-Truth GMM

  

  

  

  

  

Figure 3.  Results for the a) Looby; b) Waving Trees; c) Bootstrapping; d) Highway; and e) Office 
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Learning rate performance in GMM 

s proposed in [13], is 

well suited for all tested sequences and can be applied in 

both indoor and outdoor environments to achieve good 

object identification.  

The versions of GMM and MBSCIG presented in this 

paper were tested on I2R [52], Wallflower

2014 dataset [54]. Lobby is part of I2R dataset, which is 

defined by illumination changes and complex background, 

and contains twenty ground-truth images for evaluation 

target. Wallflowers Dataset includes video sequences with 

dynamic motions and movement of background objects, 

such as Waving Trees, which we used in

its ground-truth provided. 2012 and 2014 Datasets contain 

outdoor and indoor environments

Bootstrapping is evaluated based on its 

while Office and Highway video sequence have been tested 

comparing the segmented results with respect to ten ground

truth given. 

 

 AVERAGE OF FALSE POSITIVE AND FALSE NEGATIVE RATE 

Looby Waving Tree Bootstrap Highway Office 

 FNR FPR FNR FPR FNR FPR FNR FPR FNR

 1,02 0,28 18,14 2,08 14,33 0,32 5,47 0,26 7,06

 1,07 10,98 25,17 4,80 14,37 1,45 5,87 2,80 4,71

 1,23 33,18 9,69 7,15 8,46 1,48 4,39 1,16 6,90

 1,19 32,88 7,85 6,54 6,70 2,16 3,16 2,42 3,16

 1,21 23,62 8,02 18,97 4,88 2,46 3,37 2,73 1,50

GMM [12] GMM v1 [7] MBSCIG [8] MBSCIG v1

   
a) 

   
b) 

   
c) 

   
d) 

   

e) 

Results for the a) Looby; b) Waving Trees; c) Bootstrapping; d) Highway; and e) Office video sequences

4

0.1

37.72

7.99

both indoor and outdoor environments to achieve good 

The versions of GMM and MBSCIG presented in this 

Wallflower [53], 2012 and 

. Lobby is part of I2R dataset, which is 

defined by illumination changes and complex background, 

truth images for evaluation 

Wallflowers Dataset includes video sequences with 

amic motions and movement of background objects, 

used in tests considering 

truth provided. 2012 and 2014 Datasets contain 

outdoor and indoor environments, respectively, where 

Bootstrapping is evaluated based on its one ground-truth, 

while Office and Highway video sequence have been tested 

comparing the segmented results with respect to ten ground-

FNR 

7,06 

4,71 

6,90 

3,16 

1,50 

v1 MBSCIG v2 

  

  

  

  

  

video sequences. 
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TABLE III.  QUANTITATIVE ACCURACIES. 

Algorithm 
Lobby Waving Tree Bootstrap Highway Office 

F1 PCC F1 PCC F1 PCC F1 PCC F1 PCC 

GMM [12] 47,62 98,37 67,40 82,54 30,71 86,08 38,96 94,67 31,27 93,32 

GMM v1 [7] 43,57 98,25 51,22 74,92 27,30 83,74 28,91 93,27 49,21 93,10 

MBSCIG [8] 33,58 97,93 61,66 70,27 54,93 86,77 48,46 94,60 30,49 92,63 

MBSCIG v1 34,17 97,78 64,06 71,74 62,99 88,78 58,74 95,09 77,68 96,41 

MBSCIG v2 20,18 91,21 69,55 78,05 52,31 79,78 55,66 94,63 75,03 96,00 

 
TABLE IV. COMPUTATIONAL LOAD  

 
C++ software routines using OpenCV library have been 

implemented to evaluate the algorithms. In order to evaluate 

the performance reachable, for each analyzed algorithm the 

average of the numerical results achieved processing the 

selected video sequences has been computed for the 

evaluated metrics. Table II presents the percentage of False 

Positive (FPR: Percentage of misclassified pixels detected as 

foreground) and False negative Rate (FNR: Percentage of 

misclassified pixels detected as background) defined in (14) 

and (15). It can be seen that the GMM algorithm obtains the 

lowest FPR for all the examined video sequences, since it 

processes only the Gray scale features, which leads to less 

classification errors. It can also be observed that the FNR 

takes advantage of the appropriate tuning of the updating 

process in the MBSCIG algorithm. This is the effect of the 

modified updating process applied to the foreground pixels, 

in order handle the sensitivity to small and fast background 

changes. In fact, the FNR is significantly reduced in Waving 

Tree, Bootstrap and Highway sequences.  

                             (>? = 	(>/�(> + 1A� (14) 

                              (A? = (A/�1A + (>� (15) 
 

Figure 3 illustrates qualitative results for reviewed and 

optimized BS algorithms. From Figure 3b, we can see that 

the original version of GMM works better than other 

algorithms in dynamics backgrounds with small movements. 

However, the use of only three Gaussian Mixtures in both 

versions, diminishes the overall accuracy in all experiments. 

On the other hand, the variants of the MBSCIG algorithm 

perform much better than original MBSCIG, but all of them 

are still weak against the dynamic backgrounds.  

To present the quantitative accuracy of the tested 

methods, our experiments compare F1 and Percentage of 

correct classification (PCC) using equations (11) and (16).  

         >BB = 	1> + 1A/�1> + 1A + (> + (A�            (16) 
 

The results reported in Table III confirm that the variants 

of the MBSCIG algorithm are robustly capable of detecting 

moving objects. While, the original GMM algorithm [12] 

implemented in OpenCV is robust when operating in 

environments with illumination changes and quick small 

movements introduced in the background.  

Figure 4 plots the F1 average and the percentage of 

variation of PCC with respect to original version of GMM, 

and demonstrates that the change in updating process of 

MBSCIG gives the highest overall accuracy (F1=59.53) 

with the lowest variation in PCC (only 1.04%).  

The computational load of the evaluated algorithms is 

presented in Table IV separately for the segmentation and 

the modeling steps in terms of Additions-Subtractions (AS) 

and Multiplications-Divisions (MD). Also, the number of 

pixels Np within each Frame is taken into account with the 

number of channels, and the number of distributions (K) or 

of historical frames (N). Figure 5a shows that the higher 

computational load of GMM does not ensure the higher 

accuracy scores in terms of F1 and PCC metrics. On the 

contrary, Figure 5b shows that the tuning of the MBSCIG 

algorithm maintains low values of both FPR and FNR 

reducing the computational load. From the accuracy and the 

computational complexity analysis, we can observe that the 

conjunction between H and Gray scale provides a soft and 

efficient method with a low computational load.   

The variants here proposed for the MBSCIG algorithm 

have been hardware implemented referring to the system 

architecture proposed in [8]. The 85K Logic Cells xc7z020 

FPGA chip, used to process RGB QQVGA (128×160 pixels 

per frame) video sequences, allows a 154Mhz running 

frequency to be reached. Resources requirements are 

summarized in Table V. It can be seen that the proposed 

 Color Model # Channels Size Background Model  Foreground 

Segmentation  

Total 

GMM [12] Gray Scale 1 K=3 (27AS+21MD ) x Np 2AS x Np (29AS + 21MD) x Np 

GMM v1 [7] Gray Scale 1 K=3  (30AS+33MD ) x Np 2AS x Np (32AS + 33MD ) x Np 

MBSCIG [8] Gray Scale+H (CI) 2 N=4 (8AS+8MD) x Np (18AS + 20MD) x Np (26AS + 28MD) x Np 

MBSCIG v1 Gray Scale+H ( CI ) 2 N=4 (4AS+4MD) x Np (18AS + 20MD) x Np (22AS + 24MD) x Np 

MBSCIG v2 Gray Scale+H ( CI ) 2 N=4 (4AS+4MD) x Np (18AS + 20MD) x Np (22AS + 24MD) x Np 
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variants occupies less LUTs due to the simplified updating 

process. Table V also shows that, at a parity of the frame 

resolution, the hardware designs exhibit computational times 

reached more than 132 times lower than the pure software 

executions when performed by one of the Cortex A9 cores 

running at 800 MHz clock frequency available within the 

chosen device. 

 
Figure 4. Average and percentage variations of F1 and PCC. 

 

 

 
a) 

 
b) 

Figure 5. Accuracy vs complexity 

TABLE V. HARDWARE DESIGNS VS PURE SOFTWARE EXECUTIONS 

 Hardware designs Software Design 

 Resources Time  Time  

MBSCIG 

[8] 
75 BRAM  

1868 LUTs 1376 FFs 

∼0.13ms 

 

∼17ms 

MBSCIG 

v1 
75 BRAM  

1523 LUTs 1376 FFs 

∼0.107ms 

 

∼14ms 

MBSCIG 

v2 
75 BRAM  

1408 LUTs 1376 FFs 

∼0.107ms 

 

∼14ms 

VII. CONCLUSIONS 

We have tested two efficient real-time approaches for BS. 
Based on accuracy metrics we can see that the efficiency in 
terms of FPR, FNR and F1 are very closer between GMM 
implemented in OpenCV and MBSCIG with their variations. 
However, considering the high robustness as the convergence 
between a good effectiveness with a low computational cost, 
we can see that MBSCIG and their variations are affordable 
for real-time applications, and particularly suitable on 
hardware platforms with on-board memory and limited 
computational resources and FPGA-based hardware 
accelerators. As another advantage, the parameters used by 
the MBSCIG algorithms can be properly chosen, during the 
design phase, based on preliminary tests performed on video 
sequences that are typical of the actual scene where the 
embedded system should work. The adaptability of the 
algorithms, as well as their performance scalability with 
video frames of different resolution, will be investigated in 
future works.   
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Abstract—Programmable circuits and, nowadays, especially field-
programmable gate arrays (FPGAs) are widely applied in compu-
tationally demanding signal processing applications. Considering
modern, agile hardware / software codesign approaches, an elec-
tronic design automation (EDA) process not only needs to deliver
high quality results. It also has to be swift because software
compilation is already distinctly faster. Slow EDA tools can in
fact act as a kind of show-stopper for an agile development
process. One of the mayor problems in EDA is the placement of
the technology-mapped netlist to the target architecture. In this
work a method to improve the results of the netlist placement for
FPGAs with a self-organizing map is presented. The admittedly
high computational effort of this approach is covered by the
exploitation of its inherent parallelism. Different approaches
of parallelization are introduced and evaluated. A concept to
accelerate the self-organizing map by using the single instruction
multiple data (SIMD) capabilities of the central processing unit
(CPU) and the graphics processing unit (GPU) for low-level
vector operations is presented. This work is based on our
previous publications, which are joined, updated and extended.
Specifically, a new metric to generate training vectors for the
self-organizing map – that has been introduced by Amagasaki et
al. – was integrated into our work. It is shown that – in case of
our application – the original vectorization metric creates higher
quality results, even though the new metric is unmistakably
faster. Addressing this issue, in addition to the previous low-
level parallelization, a new high-level parallelization approach is
introduced and detailed benchmark results are presented.

Keywords–FPGA; netlist placement; OpenCL; GPU-computing;
parallelization; SIMD.

I. INTRODUCTION

The ever-growing complexity of FPGAs has a high impact
on the performance of EDA tools. A complete compilation
from a hardware description language to a bitstream can take
several hours. One step highly affected by the vast size of
netlists is the NP-complete placement process. It consists of
selecting a resource cell (position) on the FPGA for every
cell of the applications netlist. In this work, our previous
publications regarding the optimization of the placement pro-
cess [1], [2] are joined, updated and extended. Explicitly, a
new GPU-accelerated implementation is presented and bench-
marked. Furthermore, an additional method for the generation
of training vectors is evaluated.

Due to the complexity of the netlist placement problem,
many current algorithms work in an iterative manner. A well
known example is simulated annealing [3], which starts with
a random initial placement and swaps blocks stepwise. The
result of every step is evaluated by a cost function. A step

is always accepted, if it reduces the cost. If it increases the
cost, it is accepted with a probability that declines by time
(cooling down). An annealing schedule determines the gradual
decrease of the temperature, where a low temperature means
a low acceptance rate and a high temperature means a high
acceptance rate. Generally, the temperature is described by an
exponentially falling function like

Tn = αn · T0 (1)

where typically 0.7 ≤ α ≤ 0.95. However, there has been a lot
of research on the optimization of the annealing schedule like
in [4], [5], [6]. As a result, there are many variations available
for any related problem.

It has been shown by Banerjee et al. [7] that the speed and
result of an iterative placement algorithm can be improved
by the use of an initial placement created in a constructive
manner out of the structural information of the netlist. For this
purpose, the netlist was recursively bisectioned, resulting in an
one-dimensional mapping. This mapping was spread to a two-
dimensional plane with space-filling curves to create an initial
placement for the simulated annealing algorithm. In compari-
son to the classical random initialization the computation time
was reduced by about 44.5 percent without having a significant
impact on the quality.

Self-organizing maps [8] – also known as Kohonen maps
after their inventor Teuvo Kohonen – are used to classify
multidimensional datasets. They belong to the group of unsu-
pervised learning algorithms. Therefore, neither the input data
nor the resulting classes have to be known beforehand. The
input data is grouped by similarity and mapped to an usually
two-dimensional plane.

In this work, it is shown how a self-organizing map can be
adapted to map a netlist to a two-dimensional plane and how
a valid placement for the netlist can be derived. Additionally,
different approaches to utilize the inherent parallelism of this
modified self-organizing map are introduced and evaluated.
These approaches are based on using the SIMD capabilities
of the CPU and the GPU.

In Section II, the problem of netlist placement for FPGAs
is introduced and the functional principle of a self-organizing
map is described. Furthermore, the basics and challenges of
GPU-computing are introduced. In Section III, the proposed
algorithm is described including details on how the training
algorithm of the self-organizing map has been modified to
assure that only valid placements are produced. Furthermore,
different metrics for the mapping of the structural netlist-
information to so called training vectors are introduced and
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evaluated. In Section IV, the results of a prototypic software
implementation of the proposed algorithm are presented. A
reasonable usage of the structural information is proven by
placing synthetic, homogeneous netlists. As representation for
real world applications a selection of Microelectronics Center
of North Carolina (MCNC) benchmarks [9] is introduced.
A modified version of the Versatile Place and Route (VPR)
[10] tool for FPGAs is used to show the gain of using an
initial placement for simulated annealing, which has been
created using a self-organizing map. In Section V, the levels
of parallelism inherent to the self-organizing map (i.e., vector-
level and map-level) are analyzed and different approaches
to exploit them are introduced. Specifically, a low-level and
a high-level parallelization approach on CPU and GPU are
described and benchmarked in detail. Finally, in Section VI,
this work is summarized and a prospect to further work is
given.

II. BACKGROUND

In the following subsections the problem of netlist place-
ment for FPGAs is introduced and the functional principle of a
self-organizing map is described. Furthermore, the basics and
challenges of GPU-computing are introduced.

A. Netlist placement for FPGAs
The problem of netlist placement for FPGAs can be

roughly described as selecting a resource cell (a position) on
the target FPGA for every cell of the given netlist. In Figure 1,
an exemplary graph of a netlist is defined. An exemplary
placement for this netlist is presented in Figure 2. The positions
must be chosen in a way that:

1) Every cell of the netlist is assigned to a resource cell
of the fitting type (e.g., IO, CLB or DSP).

2) No resource cell is occupied by more than one cell
of the netlist.

3) The cells are arranged in a way that allows the best
possible routing.

The first two rules are necessary constraints. A placement
that is failing at least one of them is illegal and therefore
unusable. The third rule is a quality constraint, which is
typically described by a cost function. The goal of a placement
algorithm is to optimize the placement regarding this function
without violating one of the necessary constraints. Usually, the
length of the critical path and the routability are covered by
the cost function.

B. Principle of self-organizing maps
A self-organizing map is a special kind of artificial neu-

ronal network. Figure 3 shows the general structure of a two
dimensional self-organizing map. It consists of two layers,
the competition layer Ki,j with i ∈ {1, 2, . . . , n} and j ∈
{1, 2, . . . ,m} and the input layer Ek with k ∈ {1, 2, . . . , l}.
The neurons of the competition layer are placed in a two
dimensional grid. They are horizontally and vertically adjacent.
Furthermore, every neuron of the competition layer is con-
nected to every neuron of the input layer by a weight Wi,j,k.
The input layer corresponds to a vector with l elements and is
able to classify l-dimensional input data.

In Figure 4, the training-cycle of a self-organizing map
is shown as a flowchart. The self-organizing map is trained
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In2

In3

C2In4
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Figure 1. An exemplary graph of a netlist consisting of input-, output-, and
logic-cells

In2

C0 C1In1 C2 In5

C3 C4 O2

O0

In3 In4

O1

In0

Figure 2. A valid placement for the graph in Figure 1 on a simple
island-style FPGA architecture

by repeated stimulation of the input layer with the input data
(training vectors) in a random order. In every step – thus for
every stimulation – a winning neuron is determined by the
distance of its weight vector to the current stimulation of the
input layer, so that the neuron with the smallest Euclidean
distance to the training vector wins. After this step the weights
of the winning neuron and its neighbors are pulled towards the
current stimulation by the function

W ′ijk =Wijk + (Ek −Wijk) · βij (2)

where 0 ≤ βij ≤ 1 is the influence. The influence is depending
on the distance to the winning neuron on the competition layer
by the function

βij = e
−

( |I − i|+ |J − j|
r

)
(3)

where (I, J) is the position of the winning neuron, so that
|I−i|+|J−j| is the rectilinear distance between the influenced
and the winning neuron, and r is the radius of the function.
Hence, the influence on the winning neuron itself is the highest
and decreases by distance. Consequentially, similar training
vectors stimulate mainly adjacent neurons, so that a clustering
by similarity is developed.
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Figure 4. Flowchart of the training-cycle of a self-organizing map

C. GPU-computing with OpenCL

OpenCL is an universal interface for parallel SIMD-
computing. It supports various kinds of target hardware. These
are multicore CPUs and their streaming extensions as well as
GPUs and even special hardware like FPGAs. Especially GPUs
are – due to their structure – able to execute large amounts of
uniform tasks in parallel. For example, the AMD® RADEON™

RX 480 GPU is specified with a peak performance of up to
5.8 teraflops, utilizing 2304 stream processors and a memory
bandwidth of 224 gigabytes per second. This computation
power is usually used for the calculation of pixel-colors in
a three-dimensional scene, namely computer games. Even so,
thanks to interfaces like OpenCL it is also available for general
purpose computing. However, due to the special hardware
architecture of GPUs, several specifics must be taken into
account when using OpenCL. Besides the obvious need for
parallelization, the differences regarding the memory model
convey the highest impact to the programmer. Instead of a
global memory model with transparent caches, which is used
in CPUs, an explicit multi level model is used. In Figure 5,
the memory model of OpenCL is shown. It can be mapped
to any recent GPUs memory structure. The work-items of the
GPU are grouped to workgroups. Each workgroup shares a
fast local memory. Work-items can be efficiently synchronized
within a workgroup. An exchange of data over the boundaries
of workgroups is only possible by using the global memory.

Assuming the GPU implements dedicated memory – as
every GPU with considerable computing power does – the
transfer between host memory and global memory is com-
parably slow and has to be reduced to the minimum. Even
though the global memory of the GPU is noticeably faster
than the host memory of the host-device, it has to feed all

the work-items. Thus, the global memory should be used as
sparsely as possible. Instead, the workgroup’s local memory
should be used, if applicable. Copying data from the global
memory to the local memory should be done sequentially to
exploit the burst capabilities of the dynamic random access
memory (RAM).

Finally, it has to be noted that all parameters like the size of
the workgroups and the speed and the size of the memories are
varying significantly between different devices, let alone differ-
ent device-classes. Therefore, an implementation performing
well on one GPU might lack performance on another model.

III. PROPOSED METHOD

In the following subsections the proposed algorithm is
described including details on how the training algorithm of the
self-organizing map has been modified to assure that only valid
placements are produced. Furthermore, different metrics for
the mapping of the structural netlist-information to so called
training vectors are introduced and evaluated.

A. Principle of netlist placement with a self-organizing map
To generate a netlist placement with a self-organizing map,

in addition to the training process described above two general
steps are necessary (Figure 6). Those are the generation of
training vectors (preparation) and the extraction of placement
information from the self-organizing map after the training
(interpretation).

For every cell of the netlist, which has to be placed, a
training vector is generated in a way that highly connected cells
are represented by similar vectors. Since the self-organizing
map will cluster these vectors by similarity, the vectors of
highly connected cells will cluster together on the competition
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layer. A favorable placement of the cells can therefore be de-
termined by the positions of the corresponding training vectors
on the competition layer. To allow a distinct interpretation the
neurons of the competition layer are arranged in a one-to-one
mapping with the FPGA resources. This means every neuron
is corresponding to a resource cell and the neighborhood
relationships between the neurons are corresponding to the
interconnections of the FPGA architecture.

To support different cell types (e.g., logic bocks and
input / output blocks) every neuron is tagged with the type
of the corresponding FPGA resource cell and every training
vector is tagged with the type of the corresponding cell of the
netlist. During the determination of the winning neuron only
neurons of the same type as the training vector are analyzed,
so that only a fitting neuron (position) can win. The training
– namely the manipulation of the weights around the winning
neuron – happens independently of the type to assure a global
clustering. On the level of the neuronal model this means that
there is one input layer for every cell type. The neurons of the
competition layer are connected only to those input neurons
that are of the same type as their corresponding resource cell.
Consequentially, the training vectors are stimulating only the
input neurons that are of the same type as their corresponding
cell of the netlist.

B. Mapping of the structural information into training vectors
As shown before the training data has to be available in

form of homogeneous sized vectors – one for every cell of
the netlist – to be processed by the self-organizing map. Five
metrics for the generation of these vectors, depending on the
structural information of the netlist, have been evaluated.

Z0

Z1

Z2 Z3 Z4

N
0

N1

N2 N3

I/O-Cell

Logic-Cell

Figure 7. Graph of an exemplary netlist

TABLE I. Training vectors for the graph shown in Figure 7 generated by the
vectorization method “net membership”

Cell Vector

Z0 (1, 0, 0, 0)

Z1 (0, 1, 0, 0)

Z2 (1, 1, 1, 0)

Z3 (0, 0, 1, 1)

Z4 (0, 0, 0, 1)

Metric 1 Net membership: In the first metric the vectors are
generated depending on the membership of cells in nets. The
dimension of the vectors is equal to the number of nets in the
netlist. Thereby, every element of a vector is mapped to a net
of the netlist. An element is 1, if the cell corresponding to the
vector is connected to the respective net, otherwise it is 0. The
vector generation using this approach is very fast because the
vectors are generated directly from the netlist. Figure 7 shows
a graph of a simple netlist, where Zi for i ∈ {0, 1, . . . , 4} are
cells and Nj for j ∈ {0, 1, . . . , 3} are nets of the netlist. The
vectors generated for this graph are shown in Table I.

Metric 2 Hyperbolic distance: In the second metric the
vectors are generated depending on the pairwise distance
between cells. The dimension of the vectors is equal to the
number of cells in the netlist. Thereby, every element of a
vector is mapped to a cell of the netlist. Let Vi be the vector
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TABLE II. Training vectors for the graph shown in Figure 7 generated by
the vectorization method “hyperbolic distance”

Cell Vector

Z0

(
1

1
,
1

3
,
1

2
,
1

3
,
1

4

)
Z1

(
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,
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Z3
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Z4
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1

4
,
1

4
,
1

3
,
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,
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1

)
TABLE III. Training vectors for the graph shown in Figure 7 generated by

the vectorization method “linear distance”

Cell Vector

Z0
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4
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corresponding to the cell Zi and let dij be the minimal distance
between the cells Zi and Zj . The hyperbolic equation

vij =
1

1 + dij
(4)

describes the generation of the training vectors. Table II shows
the vectors generated for the graph (Figure 7) used in the
previous example.

Metric 3 Linear distance: The third metric – like the
second one – depends on the pairwise distance between cells.
Therefore, the structure of the vectors is the same. In addition
to the former definition let dmax be the greatest distance
occurring in the netlist. The linear equation

vij = 1− dij
dmax + 1

(5)

describes the generation of the training vectors. Table III shows
the vectors generated for the graph (Figure 7) used in the
previous examples.

Metric 4 Distance to I/O-cells: This metric has to the best
of our knowledge been introduced by Amagasaki et al. in [11].
Instead of the pairwise distances between all cells, only the
distances to the input- and output-cells (I/O-cells) are used.
The dimension of the vectors is equal to the number of the
I/O-cells in the netlist. Table IV shows the vectors generated
for the graph (Figure 7) used in the previous examples.

Metric 5 Hyperbolic distance to I/O-cells: The fifth metric
is equal to the fourth metric, with the difference that the

TABLE IV. Training vectors for the graph shown in Figure 7 generated by
the vectorization method “I/O-distance”

Cell Vector

Z0 (0, 2, 3)

Z1 (2, 0, 3)

Z2 (1, 1, 2)

Z3 (2, 2, 1)

Z4 (3, 3, 0)

TABLE V. Training vectors for the graph shown in Figure 7 generated by
the vectorization method “hyperbolic I/O-distance”

Cell Vector

Z0

(
1

1
,
1

3
,
1

4

)
Z1

(
1

3
,
1

1
,
1

4

)
Z2

(
1

2
,
1

2
,
1

3

)
Z3

(
1

3
,
1

3
,
1

2

)
Z4

(
1

4
,
1

4
,
1

1

)

distances are normalized by the hyperbolic equation (4) like
the third metric. Table V shows the vectors generated for the
graph (Figure 7) used in the previous examples.

A disadvantage of the the second and third metric is that the
pairwise distance between all cells has to be determined before
the training vectors can be generated. Thanks to heuristics like
the one introduced by Edmond Chow [12] this is not as time
consuming as it might seem. An advantage of the fourth and
fifth metric is the comparatively small vector size.

C. Assuring a valid placement
A problem of all proposed metrics is that very similar

vectors will not activate two adjacent neurons as desired, but
exactly the same neuron. This leads to the generation of an
invalid placement because the cells must be placed distinctly
and are not allowed to overlap. The placement could be
legalized in an additional step, but this would clearly increase
the computational effort. An approach of making the vectors
distinguishable by the addition of orthogonal data, which
causes repulsion between them, also drastically increases the
computational effort for the self-organizing map. Therefore,
both approaches were rejected.

Instead, the self-organizing map was modified in a way
that the activation of the same neuron by different vectors is
already prevented during the training and thereby only valid
placements are generated. Therefore, first of all the training of
the self-organizing map was divided into training-cycles, where
each training-cycle means the stimulation with all training
vectors in a random succession. Furthermore, neurons that have
already won during a training-cycle are blocked until the end
of this cycle, so that they cannot win again. On the level of
the neuronal model this means the connection between the
winning neuron on the competition layer and the input layer is
temporarily muted until the end of the training-cycle. Thereby,
it cannot be activated again by a similar vector corresponding
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Figure 8. Synthetic, homogeneous graph of the size three

TABLE VI. Results for a synthetic, homogeneous 8 × 8 graph similar to
Figure 8

Nr. Metric Channels Path length

1 VPR 8 10.9 ns
2 membership 10 12.8 ns
3 linear distance 8 10.9 ns
4 hyperbolic distance 6 10.4 ns
5 I/0-distance 8 10.6 ns
6 hyperbolic I/0-distance 8 10.7 ns
7 hyperbolic distance 8 9.0 ns

to another cell. Instead, because the neighborhood influence
between the neurons on the competition layer remains active,
a similar vector will probably activate a neuron adjacent to
the blocked one. All the blocked neurons are released at the
beginning of every cycle. The mandatory competition between
the vectors about the neurons on the competition layer is not
suppressed by the blocking because of two reasons. First,
because in every cycle the vectors are used in a random
succession, a different vector has the chance to be the first
one in each cycle. Second, because neurons that have been
blocked are still influenced by their neighbors for the rest of
a cycle, neurons may “attract” totally or marginally different
vectors in the next cycle, depending on how much they have
been influenced.

With this approach not only the generation of a valid
placement is assured, but also the computational effort of
the determination of the winning neuron is reduced. This is
because there is no need to evaluate the distances between the
input vector and the weight vectors of the blocked neurons,
which cannot win anyway.

IV. RESULTS

For a first analysis the proposed method was implemented
prototypically in Python. The focus of this implementation lies
in adaptivity and interchangeability of the different modules
instead of a high computational performance. The software has
been used to evaluate the five metrics for vector generation
proposed in Section III. Therefore, synthetic, homogeneous
netlists were placed by the self-organizing map and routed
by VPR. Figure 8 shows a graph of the used netlist of the size
three meaning 3×3 logic blocks plus input and output blocks.

Table VI shows the results for a similar graph of the size
eight. The first line contains the results of VPR and should
be considered as the reference. The lines two to six show

TABLE VII. Results for a synthetic, homogeneous 16 × 16 graph similar to
Figure 8

Nr. Metric Channels Path length

1 VPR 8 21.1 ns
2 membership 12 33.9 ns
3 linear distance 8 25.5 ns
4 hyperbolic distance 8 18.6 ns
5 I/O-distance 10 26.1 ns
6 hyperbolic I/O-distance 8 25.9 ns

TABLE VIII. Characteristics of the selected MCNC benchmarks

Nr. Name CLBs Nets Inputs Outputs

1 e64 273 338 65 64
2 ex5p 1 064 1 072 8 63
3 apex4 1 261 1 270 9 18
4 misex3 1 397 1 411 14 14
5 alu4 1 522 1 536 14 8
6 seq 1 750 1 791 41 35
7 apex2 1 878 1 916 38 3
8 ex1010 4 598 4 608 10 10

the results of the different vectorization metrics for the self-
organizing map. The result achieved with vectorization by net
membership is worse than the reference solution of VPR both
in terms of the channel width and the length of the critical
path. The result achieved by linear distance is similar to the
reference. The vectorization by hyperbolic distance produces
a smaller minimal channel width than the reference (see line
four). This placement is one of the ideal solutions for the
given problem. To allow a fair comparison of the critical path’s
length the placement was routed again with the channel width
achieved by VPR. The result is shown in line seven. The
results for the I/O-distance based vector generation – with and
without normalization – are shown in line six and seven. Both
generate slightly better results than VPR, but the difference is
in the margin of error. As can be seen the critical path of the
reference placement generated by simulated annealing is about
21 percent longer than the one generated by the self-organizing
map with vectorization by hyperbolic distance.

Table VII shows the results for a graph of the size 16. These
results and further tests with synthetic benchmarks have shown
that the vectorization by hyperbolic distance creates the best
results, often even ideal ones. It has to be mentioned that the
large vector-size of this method has a high impact on the the
computation time of the self-organizing map. If this poses a
problem, then a vectorization method based on the I/O-distance
should be considered. However, this work concentrates on the
quality of the placement by selecting the hyperbolic distance
method. The computational effort is handled by parallelization
and utilizing the GPU.

To test the suitability of the self-organizing map for real
world netlists a selection of MCNC benchmarks was used.
Netlists with a global routing flag – often used for the clock
signal – were not supported by the first prototypic imple-
mentation and therefore were not examined. Table VIII shows
the selected benchmarks and their characteristics, namely the
number of logic blocks (CLBs), nets, input and output pins.

In a first approach the MCNC benchmark netlists were
placed by the self-organizing map and routed by VPR like
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TABLE IX. Placement results for MCNC benchmarks generated by the
self-organizing map (SOM) in comparison to the classical annealing with

random initialization (VPR)

Critical Path Min. Channels
Nr. Name VPR SOM VPR SOM

1 e64 7.4 ns 10.5 ns 14 10
2 ex5p 10.4 ns 16.4 ns 20 36
3 apex4 10.1 ns 14.7 ns 22 42
4 misex3 8.8 ns 11.6 ns 18 48
5 alu4 11.0 ns 16.0 ns 16 48
6 seq 8.7 ns 15.5 ns 18 46
7 apex2 10.4 ns 22.6 ns 20 46
8 ex1010 17.1 ns 31.8 ns 18 72

TABLE X. Detailed placement results for the MCNC benchmark e64
generated by the self-organizing map in comparison to the classical

annealing with random initialization (VPR)

Nr. Metric Channels Path length

1 VPR 14 7.4 ns
2 Membership 10 11.9 ns
3 Membership 14 11.7 ns
4 linear distance 10 9.5 ns
5 linear distance 14 9.5 ns
6 hyperbolic distance 10 10.5 ns
7 hyperbolic distance 14 10.2 ns

the synthetic benchmarks before. The results are shown in
Table IX. It is obvious that the self-organizing map is not able
to compete with the reference by any measure. The MCNC
benchmarks (like real world applications) are not as structured
as the previous synthetic examples. Because the self-organizing
map only uses the structural information of the netlist and
neither the critical path’s length, nor the channel width is
optimized directly, the sobering results concerning these two
indicators are not surprising.

The only exception is how well the self-organizing map
handles the e64 netlist regarding the minimal channel width
(see line one of Table IX). Because of this property, the
detailed results of this particular netlist were analyzed and
are shown in Table X. Even though the vectorization by liner
distance surpasses the vectorization by hyperbolic distance in
this special case, the latter method is kept up. The different
results of the e64 netlist are ascribed to its special structure
and characteristics. The e64 netlist has an unusually high I/O
to CLB ratio, which leads to a full occupation of the sur-
rounding I/O-cells, whereas the CLB-cells are used sparsely.
In this special case the self-organizing map tends to scatter
the logic over the whole plane (Figure 9), thereby optimizing
the routability and channel width. The simulated annealing in
contrast groups the logic in one part of the plane (Figure 10)
because it primarily optimizes the length of the critical path.

Because of the formerly stated drawbacks in using the
self-organizing map directly for the generation of the final
placement, its suitability as an initial placement for the itera-
tive algorithm simulated annealing was examined. The initial
temperature of the simulated annealing process was reduced,
so that only approximately the final 20 percent of the usual
swapping steps are executed. By this it is assured that the
generated initial placement is not “melted down” completely,

Figure 9. A placement generated with a self-organizing map for the e64
netlist on a 33× 33 CLB island-style architecture. Visualization by VPR

Figure 10. A placement generated with simulated annealing for the e64
netlist on a 33× 33 CLB island-style architecture. Visualization and

placement by VPR

which would result in the loss of the structural information
gained through the self-organizing map. Instead, it is optimized
locally to improve the length of the critical path and the
minimal channel width. For this series of measurements VPR
was modified to allow the loading of an initial placement and
used with a custom annealing schedule.
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TABLE XI. Placement results for MCNC benchmarks generated by the self-organizing map (SOM) with additional low temperature annealing in comparison
to the classical annealing with random initialization

Critical Path Min. Channels
Nr. Name Size Channels Random SOM Relative Random SOM Relative

1 e64 33 × 33 14 7.4 ns 5.9 ns 0.80 14 12 0.86
2 ex5p 33 × 33 22 10.4 ns 8.9 ns 0.86 20 22 1.10
3 apex4 36 × 36 22 10.1 ns 8.8 ns 0.87 22 20 0.91
4 misex3 38 × 38 18 8.8 ns 9.6 ns 1.09 18 16 0.89
5 alu4 40 × 40 16 11.0 ns 10.7 ns 0.97 16 16 1.00
6 seq 42 × 42 20 8.7 ns 8.2 ns 0.94 18 20 1.11
7 apex2 44 × 44 20 10.4 ns 10.4 ns 1.00 20 20 1.00
8 ex1010 68 × 68 18 17.1 ns 16.9 ns 0.99 18 16 0.89

Average 0,94 0,97

Table XI shows the results of placements for the formerly
introduced MCNC benchmarks. Column two shows the name
of the tested netlist, column three the size of the target archi-
tecture. The length of the critical path obtained by simulated
annealing with random initialization – the reference – is shown
in column five, the length of the critical path for simulated
annealing with initialization by the self-organizing map in
column six. Because the two approaches sometimes reach
different minimal channel widths – as shown in column eight
and nine – the larger channel width is used to determine the
critical path’s length, which is shown in column four. Column
seven shows the length of the critical path produced by the
initialization with the self-organizing map in relation to the
reference (random initialization).

The benchmarks are arranged by ascending size. Statisti-
cally the results for the relative critical path’s length for smaller
netlists are better than those for bigger ones. This can be
partially ascribed to the fact that in this series of measurements
the same amount of training cycles was used for all netlists.
The results for the misex3 netlist are of special interest. Even
though the proposed method needs a smaller channel width
than the reference for the routing of this netlist, it is the only
netlist for which the length of the critical path gets worse. On
average, the critical path’s length is reduced by six percent
through the use of the self-organizing map.

The minimal channel width is also affected by the use of
the self-organizing map. In four cases it is reduced by two
and in three other cases it is increased by two. Note that the
architecture demands an even channel width, so a change by
two is in fact only one step. The relative results are shown
only for the sake of completeness. On average, the minimal
channel width is reduced by three percent through the use of
the self-organizing map. Due to the small sample size and the
formerly described distribution of the results the significance
of this value is precarious.

V. PARALLELIZATION

The previous tests have shown that the sequential imple-
mentation of the self-organizing map is very slow, compared
to simulated annealing. For this reason, the algorithm has been
profiled to analyze the options to speedup its execution. In Ta-
ble XII the profiling results of the unoptimized implementation
of the self-organizing map for different sized netlists from the
MCNC benchmark-set introduced above are summarized. It
shows the relative computation times of the steps introduced
above. Especially for larger netlists, the test and learning

TABLE XII. Profiling results of the unoptimzed self-organizing map
implementation

Netlist FPGA Relative Computation Time
Name Size Size Test Learning Others

net16 256 16 × 16 69.0 % 29.0 % 2.0 %
ex5p 1 064 33 × 33 73.9 % 25.8 % 0.3 %
ex1010 4 598 68 × 68 75.4 % 24.6 % 0.0 %

Average 72.8 % 26.5 % 0.7 %

functions together consume almost all of the computation time.
In this part of the work, the focus is on the test process because
(with 73 percent on average ) it consumes the highest amount
of time. In the test process, the Euclidean distance between
the stimulating vector and every neuron is determined. The
neuron with the lowest distance is selected as winning neuron.
The subfunction for the calculation of the distance consumes
more than 99 percent of the test process (e.g., 368 seconds out
of 369 seconds for the ex5p netlist). Based on these numbers,
two levels of parallelism that could be exploited have been
identified:

1) Vector-level: The vector operation to determine the
distance d between the stimulating vector ~v and a
neuron’s weight ~w as described in (6), assuming ~v
and ~w have N elements.

2) Map-level: The calculation of all the distances and
the selection of the lowest distance.

d =

N∑
i=0

(~vi − ~wi)
2 (6)

Implementations to exploit both these levels of parallelism
have been developed and benchmarked. The corresponding
results are presented in the following subsections.

A. Vector-level parallelization
In a first attempt, the parallelism of the vector operations

was exploited to speedup the implementation of the self-
organizing map. Therefore, two alternative, parallel implemen-
tations of the distance function used heavily in the test loop
were created. One implementation is using the processor’s
Streaming SIMD Extensions (SSE) for vector operations, the
other is delegating the vector operations to the GPU using
OpenCL.
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TABLE XIII. Time consumption of the parallel implementations of the
distance function (6) for different vector sizes

CPU CPU SSE GPU OpenCL
Vector Size Time Time Speedup Time Speedup

100 cells 27 µs 64 µs 0.4 170 µs 0.2
1 000 cells 200 µs 74 µs 2.7 300 µs 0.7

10 000 cells 2 000 µs 112 µs 17.9 400 µs 5.0
100 000 cells 23 ms 458 µs 50.2 454 µs 50.7

1 000 000 cells 238 ms 7 000 µs 34.0 669 µs 355.8

TABLE XIV. Configuration of the “desktop class” test-system

CPU GPU

Intel® Core™2 Duo E8400 NVIDIA® GeForce® GTX 950
2 Cores 768 CUDA Cores
3 GHz Core Clock 1024 MHz Core Clock
6 MB Level 2 Cache 105.6 GB/s Memory Bandwidth
4 GB DDR2 RAM 2048 MB GDDR5 RAM

Table XIII shows the results of the parallel implementations
for different vector sizes. The speedups are given as the ratios
between the reference and the corresponding new approach as
follows:

Speedup =
Reference T ime

Benchmarked T ime
(7)

In this case these are the ratios between the calculation time
of a sequential implementation on a CPU (reference time) and
the parallel implementations on a CPU and GPU mentioned
above (benchmarked times). For this benchmark a desktop
computer with an “Intel® Core™2 Duo E8400” processor and a
“NVIDIA® GeForce® GTX 950” GPU was used. The detailed
configuration of the test-system is shown in Table XIV. In
comparison to the unoptimized implementation, the SSE im-
plementation breaks even between vector sizes of 100 and 1000
cells, whereas the GPU implementation breaks even between
1000 and 10000 cells. The SSE implementation and the GPU
implementation break even at a vector size of 100000 cells.
Even tough there are commercial FPGAs available with more
than a million CLBs today, the netlists are typically partitioned
to a smaller size before the placement and need much faster
placement algorithms anyway. Further analysis has shown that
the main problem of the tested OpenCL implementation lies in
the low complexity of a single distance calculation. This causes
a relatively large overhead for the memory transfer between
host and GPU memory.

Based on these findings, an improved version of the pro-
totypic, sequential implementation of the self-organizing map
was created. It uses the CPUs SSE extensions for all vector
operations. Table XV shows the computation times of both
implementations of the self-organizing map for a subset of the
netlists used in our previous work. The time is given for one
training cycle, meaning the training of every vector. The overall
speed of the training process was increased by a factor of up to
20. Especially the larger netlists benefit from the parallelization
because the wider vectors give a better utilization of the SIMD-
hardware. However, the simulated annealing algorithm of VPR
is still about one hundred times faster than the proposed SSE
implementation.

TABLE XV. Comparison of the computation times for one training cycle of
the original implementation of the self-organizing map (SOM) and an

improved version using SSE-accelerated vector operations

Netlist FPGA Computation Time
Name Size Size SOM CPU SOM SSE Speedup

net16 256 16 × 16 5 s 2 s 2.5
e64 273 33 × 33 23 s 7 s 3.3
ex5p 1 064 33 × 33 350 s 31 s 11.3
seq 1 750 42 × 42 1 476 s 95 s 15.5
ex1010 4 598 68 × 68 27 211 s 1 259 s 21.6

B. Map-level parallelization

To bridge this gap, the exploitation of map-level paral-
lelism with OpenCL on a GPU is evaluated. The goal is to
create bigger chunks of computational work and minimize the
overhead for memory transfer between host and GPU. Ideally,
the complete training loop takes place on the GPU, so that a
memory transfer is only necessary after the vector generation
and for the placement export. In Figure 11, a flowchart of the
proposed implementation is presented. The management of the
training data and the random selection of training vectors is
still executed on the host CPU, but the rest of the training-
cycle is executed on the GPU. Especially the comparatively
large datastructure of the self-organizing map is kept in the
GPU’s memory over the complete training. The set of training
vectors is kept in the GPU’s memory as well, eliminating
the need to copy the data from host- to device-memory for
every training loop. This is achieved by transferring only the
individual starting address of the vector to the kernel. Another
approach could be to address the vectors by transferring an
index. The computation on the GPU is done by three OpenCL
kernels, which are described in the following:

1) Calculate Distances: The Calculate Distances kernel
receives the map of weight vectors, the training vector and a
map marking the already occupied positions by reference. The
kernel is calculating the distance between every weight and the
given training vector, storing the results in a two-dimensional
map. It is rolled out in three dimensions, calculating each
distance (6) in a workgroup (if large enough). Thereby, a
fast workgrop-local buffer can be used to build the sum. If
the vector size is larger than the workgroup-size, the partial
sums of each workgroup are stored temporarily and summed
up after synchronization. If the corresponding position of the
kernel is marked as already occupied the distance is set to
“MAXFLOAT”, so that it will be ignored in the following
reduction.

2) Find Lowest Distance: The Find Lowest Distance kernel
receives the two-dimensional map of distances created by
the Calculate Distances kernel by reference. It searches the
map for the lowest distance and returns the corresponding
position, as well as the distance. Again the reduction is done
in workgroups, utilizing the fast local memory.

3) Learn Vector: The Learn Vector kernel – like the Cal-
culate Distances kernel – receives the map of weight vectors,
the training vector and a map marking the already occupied
positions by reference. Additionally, it receives the position
of the previously determined minimal distance weight (the
winning position). The kernel modifies the weights in the map
according to their distance to the winning position and marks
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Figure 11. Flowchart of a training-cycle of the self-organizing map using OpenCL

the winning position itself as occupied in the corresponding
map. There is no explicit grouping into workgroups and no
local memory is used because all operations happen indepen-
dently of each other and the results have to be stored in the
global memory.

To benchmark this implementation two test-systems have
been used. The first system is the “desktop class” computer
that has already been used to benchmark the vector-level
parallelization approach (see Table XIV). The second system
is a “workstation class” system. Its detailed configuration is
shown in Table XVI.

The benchmark results of the “desktop class” computer are
presented in Table XVII. They compare the computation times
of the high-level parallelization approach (GPU OpenCL) with
the low-level approach (CPU SSE) introduced above. The
durations are given for a complete placement-generation from
reading the netlist over ten full training-cycles to writing the
generated placement into a file. The speedup is given as
the ratio between the two approaches (7). It is shown that
even the placement of small netlists can be accelerated even
further compared to the already improved SSE implementation.
Netlists are placed up to 34 times faster on the GPU than on
the CPU’s SIMD-hardware. Generally, the speedup is higher
for larger netlists. The only exception is the largest netlist in
the benchmark (ex1010), which is experiencing the worst gain
of all. This is because its vector size supersedes the maximal
workgroup-size of the GPU and therefore a partially sequential
reduction scheme is used. Compared to the original, sequential
implementation the speedup is about 200 on average. For the
seq netlist the speedup is even 310.

The benchmark results of the “workstation class” computer
are presented in Table XVIII, it contains two additional (even
larger) netlists. Furthermore, the ability of OpenCL to target
not only GPUs, but also multicore CPUs has been evaluated.
Obviously the modern workstation CPU is considerably faster
than the comparatively older desktop CPU. However, the work-

TABLE XVI. Configuration of the “workstation class” test-system

CPU GPU

Intel® Xeon® E3-1245 v5 AMD® RADEON™ RX 480
4 Cores 36 Compute Units
8 Threads 2304 Stream Processors
3.5 GHz Core Clock 1120 MHz Core Clock
8 MB SmartCache 224 GB/s Memory Bandwidth
64 GB DDR4 RAM 8 GB GDDR5 RAM

TABLE XVII. Benchmark results of the high-level parallelization using
OpenCL on a “desktop class” system described in Table XIV

Netlist FPGA CPU SSE GPU OpenCL
Name Size Time Time Speedup

e64 33 × 33 84 s 5 s 16
ex5p 34 × 34 341 s 23 s 15
apex4 36 × 36 449 s 28 s 16
misex3 38 × 38 570 s 33 s 17
alu4 40 × 40 820 s 38 s 22
seq 43 × 43 958 s 47 s 20
apex2 44 × 44 1 777 s 52 s 34
ex1010 68 × 68 9 100 s 993 s 9

station GPUs performance is comparably weak on average,
especially considering that its rated peak performance is more
than three times higher than the peek performance of the desk-
top GPU (5.8 TFLOPS versus 1.7 TFLOPS). Additional tests
with other algorithms have underpinned the assumption that
the GPU is not unfolding its full potential in the workstation.
It has to be evaluated if this is due to driver- or compatibility-
problems. Also, the performance of the OpenCL code executed
on the CPU is underwhelming. Even though it uses all eight
cores of the CPU to full capacity, it is more than thirty times
slower than the single threaded SSE implementation on the
same hardware.
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TABLE XVIII. Benchmark results of the high-level parallelization using
OpenCL on a “workstation class” system described in Table XVI

Netlist FPGA CPU SSE GPU OpenCL CPU OpenCL
Name Size Time Time Speedup Time Speedup

e64 33 × 33 25 s 6 s 4.0 387 s 0.063
ex5p 34 × 34 121 s 27 s 4.5 4 208 s 0.029
apex4 36 × 36 150 s 32 s 4.7 5 160 s 0.029
misex3 38 × 38 193 s 54 s 3.6 6 895 s 0.028
alu4 40 × 40 297 s 58 s 5.1 7 662 s 0.039
seq 43 × 43 322 s 48 s 6,7 10 159 s 0.032
apex2 44 × 44 364 s 50 s 7.3 11 206 s 0.032
ex1010 68 × 68 3 269 s 313 s 10.4 251 654 s 0.013
s38417 81 × 81 8 086 s 554 s 14.6 513 873 s 0.016
clma 93 × 93 17 004 s 1 486 s 11.4 2 068 893 s 0.008

VI. CONCLUSION AND FUTURE WORK

In this work, an approach to improve the results of netlist
placement for FPGAs with a self-organizing map has been
presented. Different methods to generate the training vectors
have been compared based on synthetic benchmarks. For a set
of 8 MCNC benchmarks it has been shown that the length
of the critical path can be reduced by 6 percent on average.
The cost is a high computational effort for the training of the
self-organizing map.

To accelerate the self-organizing map, two parallelization
approaches have been introduced and benchmarked. A low-
level approach – exploiting the SSE units of the CPU – was
shown to accelerate the self-organizing map up to twentyfold.
It has been shown that the low-level approach is not suited to
be executed on a GPU because the chunks of work are too
small, resulting in a high overhead for memory transfer. For
this reason a high-level parallelization approach – conveying
the complete training loop to the GPU – has been introduced.
It has been shown that it again accelerates the execution up to
more than thirtyfold. On average, the OpenCL implementation
on the GPU is about 200 times faster than the original
sequential implementation. The results of OpenCL on a CPU
are not satisfying.

In future work the speed of the accelerated self-organizing
map should be compared directly to established placement
tools. At this point it is expected that the self-organizing map
is still perceptibly slower than for example VPR. If this poses
a problem, the vector size can be reduced by using the I/O-
distance metric for the vector generation. As has been covered
by Amagasaki et al. [11], this should improve the speed while
slightly reducing the quality.

REFERENCES
[1] T. Bostelmann and S. Sawitzki, “Improving the performance of a

SOM-based FPGA-placement-algorithm using SIMD-hardware,” in The
Ninth International Conference on Advances in Circuits, Electronics and
Micro-electronics (CENICS), July 2016, pp. 13–15.

[2] T. Bostelmann and S. Sawitzki, “Improving FPGA placement with a
self-organizing map,” in International Conference on Reconfigurable
Computing and FPGAs (ReConFig), Dec 2013, pp. 1–6.

[3] S. Kirkpatrick, C. D. Gelatt, and M. P. Vecchi, “Optimization by
simulated annealing,” Science, vol. 220, no. 4598, May 1983, pp. 671–
680.

[4] L. Ingber, “Adaptive simulated annealing (ASA): Lessons learned,”
Control and Cybernetics, vol. 25, no. 1, 1996, pp. 33–54.

[5] M. M. Atiqullah, “An efficient simple cooling schedule for simulated
annealing,” in International Conference on Computational Science and
Its Applications (ICCSA). Springer, 2004, pp. 396–404.

[6] J. Lam and J.-M. Delosme, “Performance of a new annealing schedule,”
in Design Automation Conference (DAC), 1988, pp. 306–311.

[7] P. Banerjee, S. Bhattacharjee, S. Sur-Kolay, S. Das, and S. C. Nandy,
“Fast FPGA placement using space-filling curve,” in International
Conference on Field Programmable Logic and Applications (FPL).
IEEE, 2005, pp. 415–420.

[8] T. Kohonen, Self-Organizing Maps. Springer, 1995.
[9] S. Yang, “Logic synthesis and optimization benchmarks user guide

version 3.0,” Microelectronics Center of North Carolina, Tech. Rep.,
1991.

[10] V. Betz and J. Rose, “VPR: A new packing, placement and routing tool
for FPGA research,” in International Conference on Field Programmable
Logic and Applications (FPL). Springer, 1997, pp. 213–222.

[11] M. Amagasaki, M. Iida, M. Kuga, and T. Sueyoshi, “FPGA placement
based on self-organizing maps,” International Journal of Innovative
Computing, Information and Control, vol. 11, no. 6, 2015, pp. 2001–
2012.

[12] E. Chow, “A graph search heuristic for shortest distance paths,”
Lawrence Livermore National Laboratory, Tech. Rep., 2005.

55

International Journal on Advances in Systems and Measurements, vol 10 no 1 & 2, year 2017, http://www.iariajournals.org/systems_and_measurements/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



PLD as a new technology for the fabrication of pH glass based  

planar electrochemical sensors 

Kristina Ahlborn, Frank Gerlach, Winfried Vonau 
Kurt-Schwabe-Institut für Mess- und Sensortechnik e.V. Meinsberg (KSI) 

Waldheim, Germany 
info@ksi-meinsberg.de 

 
 

Abstract—Traditionally sensitive silicate membranes for pH 
electrodes are fabricated by glassblowers. Recently, because of 
a more effective fabrication in certain cases, also so-called 
blowing machines are in use. In this way neither 
miniaturization nor a planar arrangement of the sensors can 
be realized. Pulsed laser deposition (PLD) could provide ideal 
conditions to reduce the above-mentioned drawbacks. In this 
contribution, the first results of using this technology for the 
fabrication of planar glass based electrochemical pH sensors 
are demonstrated, whereby the characterization of the 
amorphous silicate glass before and after the PLD process is in 
the focus of this article. 

Keywords- electrochemical sensor; pulsed laser deposition; 
planarity; sensor miniaturization; thin film; pH measurement; 
SEM; XPS; µ-RFA; EIS. 

 

I.  INTRODUCTION 

Sensitive membranes are essential functional 
components of potentiometric chemo sensors. In this 
respect, according to Figure 1, a distinction is made between 
solid-based and liquid membranes. 

 

 
 

Figure 1.  Classification of membrane materials for electrochemical sensors 
 

Amorphous glass materials, which can be realized in 
different ways [1, 2], play a significant role for the 
fabrication of solid membranes. The reason is that especially 
the pH determination, which is one of the analyses 
performed most frequently worldwide, is carried out with 
electrochemical electrodes based on such membranes 
according to standards [3]. The membrane materials used 
here are silicate glasses with high ionic conductivity, which 

are mainly achieved by using alkaline as well as alkaline 
earth metal oxides, changing the silicate glass network [4] 
like it is shown in Figure 2. 

 

 
 

Figure 2.  Two-dimensional structure of a silicate glass with network 
changing components 

●  Si,   o  oxygen bridge,   ʘ  separate oxygen,   X   network changing 

component,   +   cation 
 

Silica based electrode glasses, as a rule, are generated by 
melting their basic materials in covered platinum crucibles 
for several hours at temperatures > 1300 °C. For the further 
processing by the glassblower it is useful to outpour the 
liquid glass material, e.g., in a graphite flume. In this way, 
rods of the special glass are obtained. From these, 
glassblowers for the most parts produce basket or dome-
shaped conventional pH electrodes in quantities of several 
million pieces per year. They contain a buffer solution and 
an electrochemical reference system (as a rule an electrode 
of 2nd kind) in its interiors. Modifying the glass composition 
makes it possible to realize similarly constructed silicate 
glass based electrodes with sensitivities for a number of 
other cations, mainly of metals of the first group of the 
periodic table [5]. 

Beside the above mentioned sensors, whose 
functionality is based on ionic conductivity, there are also 
probes with electron conducting amorphous glass membrane 
materials. These include redox glass [6] and chalcogenide 
glass electrodes [7]. For both types of electrodes the 
selection of an optimal internal reference system is 
relatively simple. As a result of the predominant electron 
conductivity of the sensitive membrane materials a direct 
contact of the special glasses with a (noble) metal is 
appropriate.  
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Therefore, liquid system components are not applicable 
for chemo sensors based on such materials. From 
constructional point of view, on the one hand, it is possible 
to fabricate compact electrodes by sticking a wire directly 
on the surface of the functional amorphous body, e.g., using 
a conductive varnish (see Figure 3); on the other hand, it is 
also possible to form a thin metal coating directly on the 
electron conducting glass by electro-plating (see Figure 4). 

 

copper wire

glass or PVC tube

platinum wire

polypyrrol/nafion

platinum ring + Ppy  

chalcogenide glass  

coaxial cable

electrode cap
electrical lead
(Ag or Cu wire)

silver conduction
lacquer

elastomer

shaft glass

Ag coating

redox glass

fusion region of the
glasses needed
for sensor

 
 

 

Figure 3.  Schematic drawing of a 
chalcogenide glass electrode [8] 

 

Figure 4.  Schematic drawing of a 
redox glass electrode [9] 

 
Also, for silicate glass based cation selective electrodes 

it is an interesting task to replace the common liquid system 
components by solids due to the purpose of their 
application. The functionality causing ionic conductivity of 
siliceous pH- but also pLi-, pNa or pK-glasses [10] requires 
an interlayer with mixed electrical properties on the reverse 
side of the sensitive membrane. A transition from an ionic 
conducting material to an electronic conductor (e.g., metal) 
may lead to a so-called blocked interface and consequently 
to an unfavorable measurement behavior [11]. 

In the past, several suggestions were made to realize 
such interlayers. In the context of the investigations 
presented here, the possibility to form thin layers of zinc 
oxide or titanium oxide between sensitive glass and a noble 
metal should be mentioned [12]. Previous work on all solid 
state glass electrodes was concerned with sensors fabricated 
with precision manufacturing techniques and screen printing 
(see Figure 5). Here, a clear stabilization of the half-cell 
potentials over the time could be obtained compared to a 
direct metal contacting [13, 14, 15]. 

PLD as a preparation method for sensors used in 
electrolyte containing liquids has still not become 
widespread. Today the PLD technology is particularly used 
for the deposition of diamond-like carbon layers (DSL) in 
order to improve the surface properties of highly stressed 
tools and components [16]. For the application in 
optoelectronics and chemical sensors, chalcogenide films 
were prepared by pulse laser deposition [17, 18, 19]. In the 
following it is reported on investigations using PLD as 

fabrication technology to realize planar all solid state pH 
glass electrodes according to a layer design described above. 
Beside the realization of an adherent metallic basic 
electrode on a substrate, special attention will be focused on 
the stoichiometric deposition of the functional sensor 
material from a prefabricated glass target by laser ablation. 
There should be no material loss during the PLD process as 
described in literature, e.g., for the synthesis of bio glass 
thin films [20].  

 
 

a 
 

insulated
substrate

noble metal
electrode

conducting
path

metall oxide layer
ion selective
glass layer insulating

 
                                                                b 

 

Figure 5.  All solid state pH glass electrodes based on ZnO as interlayer 
    a  fabricated in fine and glass mechanics according to [14] 
    b  fabricated in thick film technology according to [15] 
 

In Section II, the fabrication of the glass targets, the 
PLD process for the glass layer deposition and the 
characterization of these layers are described. Results of 
scanning electron microscope investigations, micro-X-ray 
fluorescence analysis, X-ray photoelectron spectroscopy and 
electrochemical measurements are presented in Section III. 

 

II. EXPERIMENTAL 

 
A. Fabrication of the glass targets 

 
 The targets of the sensitive pH glasses for the PLD 
process are obtained by pouring the molten glass in a 
preheated graphite mold according to Figure 6a. This 
manufacturing method delivers homogeneous and also 
amorphous target materials with defined geometries. 
According to Figure 6b, the glass cylinders were fabricated 
and singularized in discs with a thickness of 5 mm by means 
of a precision saw (Accutom-50, Fa. Struers GmbH, 
Willich, Germany). To improve the mechanical stability the 
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glass rods were embedded in an epoxy resin and fixed on 
the target holder for the PLD process (Figure 6c). 
 

 
 
a) Pouring of molten 
glass in a graphite 
mold 

 
 
 
 

 
 

b) Targets of pH glass 
 

 
 
 
 

 
 
c) pH glass target 
fixed on target holder 

Figure 6.  Fabrication of the glass targets 
 

B. PLD process 
 

The preparation of the thin sensory functional layers was 
carried out by sputtering methods and PLD. For this 
purpose, a combined coating system CREAMET 500 PLD 
S2 (Creavac Vacuum Coating Technology GmbH, Dresden, 
Germany) was used, which provides both deposition 
processes (see Figures 7 and 8). Furthermore, a 
simultaneous substrate and mask handling is possible 
without an interruption of the vacuum during the coating 
process. 

 

1

2

 
 

Figure 7.  Combined coating system with 
PLD (1) and sputter (2) chamber 

 
With integrated substrate handler and mask change 

system, two sputter targets, six PLD targets and altogether 
five changeable masks can be used and combined for the 
process.  

As substrates pre-cleaned glass plates consisting of soda-
lime glass with a size of 50 mm x 15 mm and a thickness of 
1 mm were used. They were pretreated with the initial 
plasma process at a chamber pressure of 3.0x10-2 mbar 
under an argon atmosphere. As chamber pressure for the 
following sputtering processes of the adhesive layer (Ti) and 

the electrical conducting noble metal electrode (Au or Pt) a 
value of 7.0 x 10-3 mbar was used.  

 

 
Figure 8a.  Transfer device with mask and substrate 
handler 

 
 

 
Figure 8b.  Sub-
strate holder with 
changeable mask 
 

 
After finishing the sputtering processes the coated 

substrates were removed and the masks were changed in a 
so-called „Load-Lock-Box“. Prepared in this way, the 
substrates were transferred into the PLD coating chamber 
using a carrier and the PLD process was started.  

 

1

2

3
4

5

 
 

Figure 9.  Construction of the PLD chamber 
 

1  laser beam (KrF 248 nm) 2  laser power meter 
3  substrate holder  4  target holder 

5  ion source 

 
The deposition of the thin pH glass films was conducted 

by a KrF excimer laser source (ComPexPro 110, Coherent 
LaserSystems GmbH & Co. KG., Göttingen, Germany) 
using a wave length of 248 nm, a fluence of 5.6 J/cm2 at 
pulse lengths of 20 ns and a pulse frequency of 10 Hz. The 
determination of the laser power before and after the coating 
process in connection with a periodical cleaning of the entry 
window ensured long-term stable and reproducible basic 
conditions. The PLD process was carried out at a chamber 
pressure of 3.1x10-7 mbar in a N2 atmosphere. The substrate 
was kept at room temperature. As ablation time of the 
sensitive layers a period from 10 to 30 minutes was selected. 
The substrates were positioned perpendicular to the plasma 
(On-Axis-PLD) (Figure 9). 
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C. Characterization 
 

Physical Characterization 
 
The energy dispersive micro-X-ray fluorescence analysis 

(µ-RFA) system M4 Tornado (Bruker Nano GmbH, Berlin, 
Germany) was used for the position-sensitive chemical 
elemental analysis. It allows the analysis of large and 
inhomogeneous samples as well as smallest particles fast 
and at low vacuum under environmental conditions.  

In order to obtain information on the morphology, the 
surfaces of the prepared pH glass thin films were examined 
using the scanning electron microscope Helios 660 (FEI, 
Eindhoven, Netherlands).  

X-ray photoelectron spectroscopic (XPS) data were 
acquired with the system SAGE HR 100 Compact High 
Resolution (company SPECS Surface Nano Analyses 
GmbH, Berlin, Germany) using non-monochromatised 
MgKα radiation (hѵ=1253.6 eV) with 12.5 kV and 250 W 
beam settings at a pressure of 2x10-8 hPa in the analysis 
chamber. With XPS it is possible to determine the chemical 
composition of the uppermost atomic layer of a material 
surface, because low beam energy (12.5 kV) is applied. 
Other radiographically methods (e.g., like µ-RFA) require 
beam energies up to 50 kV; elements from the volume will 
also be detected. 

In addition to the described usage of µ-RFA and XPS, 
which allow statements about bulk properties of the target 
materials and adsorptive contaminations as well as surface 
effects, it is also possible to use energy dispersive X-ray 
analysis (EDX) and x-ray diffraction (XRD) as further 
radiographically research methods. Their application by 
means of the systems QUANTAX 400 D on FEI Helios 660 
with two XFlash® 6 detectors (Bruker Nano GmbH, Berlin, 
Germany) (EDX) and D8 Discover High-Resolution 
Diffractometer (Bruker AXS GmbH, Karlsruhe, Germany) 
(XRD) show that amorphous sensor glass membranes can 
be realized using PLD as thin film production method. 

 
Electrochemical Characterization 
 
Electrochemical impedance spectroscopy (EIS) is an 

approved method for the characterization of resistance 
changes of systems with ion-sensitive glass membranes 
even for high-impedance and easily polarizable systems, 
which are present in pH glass electrodes.  

In [21], EIS investigations on glass-metal transitions 
were carried out. Vonau et al. [22] used this method in 
combination with concentration analysis studies to describe 
the change in the pH properties of traditionally produced pH 
glass electrodes as a function of the duration of the 
application and the temperature and to elucidate their 
causes. Impedance spectroscopic methods were used to 
demonstrate the successful deposition of a glass layer by 
means of PLD technology on a sensor structure.  

On the basis of the determined impedance values 
(frequency-dependent alternating-current resistors), the 
electrical conductivities of the PLD thin films could be 
estimated.  

The impedance spectra were recorded using a 
measurement system Gamry Interface 1000 (Gamry 
Instruments Inc., Warminster, USA) in different buffer 
solutions according to the suggestions of the National 
Bureau of Standards (NBS) and of Thiel, Schulz and Coch 
(TSC). Potentiometric measurements were carried out using 
the PC Laboratory Multi-Parameter System LM 2000 
(Sensortechnik Meinsberg GmbH, Waldheim, Germany) to 
evaluate the electrochemical behavior depending on the pH 
value. 

III.  RESULTS 

 
A. Micro-X-ray fluorescence analysis (µ-RFA) 
 

The results of µ-RFA demonstrate that the pH glass 
targets used for PLD possess a good homogeneity (see 
Figure 10).  

 
 
 

 

 
 

 
Ba 

 
Mn 

 
Si 

 
Ti 

 
Figure 10.  Element mapping of a PLD-based pH glass thin film 
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Element mappings exhibit a uniform distribution of the 
elements over the entire analyzed surface; no pronounced 
defects or areas with an accumulation of an element were 
detected. This ensures - compared to conventional glass 
electrodes made by a glassblower - identical conditions of 
the sensor membrane concerning the interface between 
measuring solution and electrode surface. 

Subject of the investigations was the layering structure 
of the new pH thin film sensor according to Figure 11, 
consisting of a substrate (laboratory glass or alumina) with a 
sputtered gold basic electrode and a sensitive pH glass layer 
deposited by PLD. Finally, an isolation epoxy layer was 
applied. 

 
 
                        Figure 11: pH thin film electrode 
 
Consequently, the possible presence of gold on the 

sensor surface will be an indicator for a defect in the PLD 
based pH glass thin film.  
 
B. Scanning electron microscopy (SEM) 

 Figures 12 and 13 show SEM images of two different 
pH glass membranes, which were deposited by PLD process 
on glass substrates with a sputtered gold basic electrode on 
it.  

a 
 

b 
 

Figure 12.  SEM images of Li-pH glass membrane manufactured by PLD 
Magnification. 6527x (a) and 26113x (b) 

As it is to be seen, there are no holes and cracks and only a 
few droplets on the surface of the thin film. 
 Small anomalies are to be found specifically in 
Figure 15 for a Li-containing pH glass. The results of up to 
date XRD measurements - not presented in this article - 
suggest that there are no crystallites or areas of segregation. 

 

a 
 

b 
 

Figure 13.  SEM images of a high-temperature pH glass membrane 
manufactured by PLD - Magnification. 6522x (a) and 13057x (b) 

 
C. X-ray photoelectron spectroscopy (XPS) 
 
 Both - the used glass targets and the fabricated PLD 
based pH glass thin films - were investigated by means of 
XPS. 

 

 
Figure 14.  Comparative presentation of XPS spectra from a glass 

target and a pH glass thin film obtained from this target by PLD 
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Overview spectra and spectra of the single elements in 
regions of their highest sensitivity were recorded.  

In an exemplary manner, Figure 14 demonstrates a 
comparative presentation of the overview spectrum from a 
glass target and of a glass thin film deposited from this 
source by PLD. These spectra showed no differences in the 
chemical composition. In addition, a determination of the 
gold content on the surface of the pH thin film sensors was 
carried out (see Figure 15). There are no peaks at the typical 
positions for binding energies of gold to be found in the 
spectra that would indicate a presence of gold on the 
surface. This suggests that there are no holes in the thin pH 
sensitive glass and that this layer is tight. 

 

 
 

Figure 15.  XPS spectrum recorded on a PLD based glass thin film,  
region of the highest sensitivity for gold 

 
D. XRD 
 
 The recording of diffractograms by means of two-
dimensional X-Ray diffraction (XRD)2 is an appropriate 
tool for the characterization of glass based thin films. Using 
a High-Resolution Diffractometer with a general area 
detection diffraction system (GADDS), the detection limit 
of crystalline amounts can be reduced into a sub-percentage 
range. The X-Ray diffraction patterns of the PLD films in 
Figure 16 show significant first sharp diffraction peak, even 
in sub-µm thicknesses. 
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Figure 16.  Diffractogram of pH glass thin film 

 

E. Electrochemical Characterization 
 
 The investigations concerning the electrochemical 
behavior were carried out in NBS and TSC pH-buffer 
solutions at 25 °C [23]. 
 

0,01 0,1 1 10 100 1000 10000 100000
1

10

100

1000

10000

100000

1000000

1E7

1E8

 

 impedance
 phase

frequency (Hz)

im
p

e
d

a
n

ce
 (

O
h

m
)

-90

-80

-70

-60

-50

-40

-30

-20

-10

0

p
h

a
se

 (
g

rd
)

 
a)  pH glass electrode (conventional) 
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b)  gold electrode 
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c)  PLD based glass membrane 
 

 
Figure 17.  Impedance spectra in a NBS-buffer solution (pH=6.86) 
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EIS measurements 
 
 For EIS measurements in NBS-buffer pH=6.86 
(Figure 17) a three electrode arrangement was used, 
consisting of a working electrode (a traditional glass 
electrode, a PLD glass membrane electrode with the same 
glass composition or a gold basic electrode), a KCl-
saturated silver chloride reference electrode and a platinum 
sheet as counter electrode.  
 The resulting Bode-Plots in the diagrams look quite 
different. As expected, the impedance of the traditional 
glass electrode (Figure 17a) is significantly higher than that 
of the gold electrode (Figure 17b) due to the high glass 
resistance. 
 The impedance of the PLD glass membrane is lower 
than that of the conventional glass electrode – because of 
the lower thickness – but even higher than that of the gold 
electrode. This gives an indication, that the PLD glass 
membrane was deposited tightly and without holes. 
Nevertheless, the phase characteristic in Figure 15c is not 
fully understood yet. 
 
pH measurement 
 

Previous studies, as already mentioned above, were 
mainly carried out to adapt PLD technology for coating 
planar metallized glass substrates with ion conducting 
selective glass films. Only a few electrodes were tested for 
pH-measurements until now.  

 
Figure 18 shows the pH dependence of one of the first 

PLD electrodes in TSC buffer solutions, measured at 25 °C 
versus an Ag/AgCl//KClsat.-electrode as a reference 
electrode. 
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Figure 18.  Potential measurement with thin-film pH glass electrode  
in TSC-buffer solutions 

 
Actually, the PLD glass electrodes do not demonstrate 

the electrochemical sensitivity of the conventional glass 
electrodes filled with electrolytic solutions. Here, it could 
already be shown that PLD based pH glass layers in direct 

metal contact deliver sensor sensitivities of approximately -
32 mV/pH to 40 mV/pH at 25 °C. 

Currently, it is not ensured that a stoichiometric 
deposition of the functional pH glass takes place in the PLD 
process. Results of element determination in the deposited 
thin films by inductively coupled plasma optical emission 
spectrometry (ICP-OES) and flame photometry suggest that 
there are losses especially in the case of the alkaline content. 
If this will be confirmed by further investigations, an 
adjustment of the glass compositions is absolutely 
necessary, because changes in the glass composition cause a 
reduction of pH sensitivity. 

Drift behavior and long-term stability have to be 
optimized for the reasons outlined above by forthcoming 
integration of interlayers. In case of a positive outcome of 
the development with respect to resolution, repeatability and 
accuracy, a realization of  miniaturized planar all solid state 
glass electrodes with properties comparable to at the 
moment widely used sensor types can be expected. 
Electrodes with layers prepared by PLD technology should 
deliver measurement signals with a higher repeatability. 
This is due to the fact that this manufacturing process 
provides a better reproducibility of the thicknesses of the 
deposits. 

For the fabrication of corresponding pH glass electrodes 
with constant stable electrode potentials and electrode 
functions following the Nernst equation the realization of an 
additional semi- or mixed conducting interlayer (for 
example zinc oxide [13]) by the same technology is 
necessary [24]. This will be the subject of future projects.  

 

IV. CONCLUSIONS AND OUTLOOK 

 
In the present contribution, PLD technology is 

introduced as a new method for the deposition of sensitive 
glass membranes with high variability in the choice of the 
glass composition. Analyzing results and first 
electrochemical applications of the glass thin film electrodes 
are described.  

Homogeneity and leak-tightness of thin glass films 
fabricated in such way could be demonstrated by µ-RFA 
and XPS analyses. Due to the low thickness of the glass 
membrane planar PLD based pH sensors possess clearly 
smaller electrode resistances compared to those obtained by 
glass blowing and screen printing. This fact, as well as the 
possibility to deposit the sensitive membranes on different 
sensor substrate materials (glass, ceramics) offer a variety of 
applications, e.g., in the area of cell research. Here and in a 
lot of biomedical and biotechnological applications, the 
transparency of glass is an important progress. 

It should be also mentioned that the previously 
established thin film method for the fabrication of chemo 
sensors (CHEMFETs) is mainly based on CMOS 
technology. This requires high investment and running costs 
and can be introduced economically only if products with 
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identical composition and design are needed in large 
quantities. The described sensor fabrication by means of 
PLD allows, amongst others, to abstain completely from 
using photolithographic processes and additional 
encapsulation steps with simultaneous cost-efficiency also 
for small and medium quantities. The sensors described in 
this contribution work according to the potentiometric 
principle contrary to CHEMFETs. Thus, future appliers can 
still use their measurement devices for conventional sensors. 

Furthermore, in the future it should be possible to 
fabricate glass based multi sensors by means of the 
described method. This could be the case for planar probes 
to determine other monovalent cations than H+. For this 
purpose, it will be necessary to place several targets in the 
vacuum chamber and to vary the deposition conditions. 
Under such circumstances, it will be also possible to realize 
potentiometric multi sensors with several selective 
membranes consisting not only of glasses. Realizable seems 
a combination of electrode glasses with defined metal oxide 
layers with analytical electrode function in solutions, such 
as vanadium oxide [25, 26]. 
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Abstract—In the security sector, the partly insufficient safety of 

people and equipment due to failure of industrial components 

are ongoing problems that cause great concern. Since 

computers and software have spread into all fields of industry, 

extensive efforts are currently made in order to improve the 

safety by applying certain numerical solutions. This work 

presents a set of numerical simulations of ballistic tests which 

analyze the effects of composite armor plates. The focus lies on 

high-speed videos and modern investigation methods. The goal 

is to improve fiber-reinforced plastics in order to be able to 

cope with current challenges. Of course, the maximization of 

security is the primary goal, but keeping down the costs is 

becoming increasingly important. This is why numerical 

simulations are more frequently applied than experimental 

tests which are thus being replaced gradually. 

Keywords-solver technologies; simulation models; fiber-

reinforced plastics; optimization; armor systems; ballistic trials. 

I. INTRODUCTION  

This work will focus on composite armor structures 

consisting of several layers of ultra-high molecular weight 

polyethylene (UHMW-PE), a promising ballistic armor 

material due to its high specific strength and stiffness. The 

goal is to evaluate the ballistic efficiency of UHMW-PE 

composite with numerical simulations, promoting an 

effective development process. First approaches are 

discussed in detail in [1]. 

Due to the fact that all engineering simulation is based 

on geometry to represent the design, the target and all its 

components are simulated as CAD models. The work will 

also provide a brief overview of ballistic tests to offer some 

basic knowledge of the subject, serving as a basis for the 

comparison of the simulation results. Details of ballistic 

trials on composite armor systems are presented. Instead of 

running expensive trials, numerical simulations should 

identify vulnerabilities of structures. Contrary to the 

experimental result, numerical methods allow easy and 

comprehensive studying of all mechanical parameters. 

Modeling will also help to understand how the fiber-

reinforced plastic armor schemes behave during impact and 

how the failure processes can be controlled to our 

advantage. By progressively changing the composition of 

several layers and the material thickness, the composite 

armor will be optimized. There is every reason to expect 

possible weight savings and a significant increase in 

protection, through the use of numerical techniques 

combined with a small number of physical experiments. 

After a brief introduction and description of the different 

methods of space discretization in Section III, there is a 

short section on ballistic trials where the experimental set-

up is depicted, followed by Section V describing the 

analysis with numerical simulations. The paper ends with a 

concluding paragraph in Section VI.  

II. STATE-OF-THE-ART 

The numerical modeling of composite materials under 

impact can be performed at a constituent level (i.e., explicit 

modeling of fibre and matrix elements, e.g., [2]), a meso-

mechanical level (i.e., consolidated plies or fibre bundles, 

e.g., [3]), or macromechanically in which the composite 

laminate is represented as a continuum.  

In [4–7] a non-linear orthotropic continuum material 

model was developed and implemented in a commercial 

hydrocode (i.e., ANSYS
®
 AUTODYN

®
) for application 

with aramid and carbon fibre composites under 

hypervelocity impact. The non-linear orthotropic material 

model includes orthotropic coupling of the material 

volumetric and deviatoric responses, a non-linear equation 

of state (EoS), orthotropic hardening, combined stress 

failure criteria and orthotropic energy-based softening. For 

more detail refer to [8].  

Lässig et al. [9] conducted extensive experimental 

characterization of Dyneema
®

 HB26 UHMW-PE composite 

for application in the continuum non-linear orthotropic 

material model, and validated the derived material 

parameters through simulation of spherical projectile 

impacts at hypervelocity. The target geometry is 

homogenized. The projectile is an aluminum ball in 

simplified terms. However, homogenized target geometries 

with orthotropic material models are not able to reproduce 

different modes of failure. The results are valid for 
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aluminum spherical-shaped projectiles in hypervelocity 

range only. 

Nguyen et al. [10] evaluated and refined the modeling 

approach and material model parameter set developed in [9] 

for the simulation of impact events from 400 m/s to 6600 

m/s. Across this velocity range the sensitivity of the 

numerical output is driven by different aspects of the 

material model, e.g., the strength model in the ballistic 

regime and the equation of state (EoS) in the hypervelocity 

regime. Here, the target geometry is divided into sub-

laminates joined by bonded contacts breakable through a 

combined tensile and shear stress failure criterion.  

The models mentioned above are valid for blunt FSP´s 

from a velocity range of 400 to 6600 m/s. They show 

considerable shortcomings in simulating pointed projectiles 

and thick HB26-composites. 

This paper will present an optimal solution of this 

problem with an enhanced model for ultra-high molecular 

weight polyethylene under impact loading. For the first 

time, composite armor structures consisting of several layers 

of fiber-reinforced plastics are simulated for all the current 

military threats. 

III. METHODS OF SPACE DISCRETIZATION 

To deal with problems involving the release of a large 

amount of energy over a very short period of time, e.g., 

explosions and impacts, there are three approaches: as the 

problems are highly non-linear and require information 

regarding material behavior at ultra-high loading rates 

which is generally not available, most of the work is 

experimental and thus may cause tremendous expenses. 

Analytical approaches are possible if the geometries 

involved are relatively simple and if the loading can be 

described through boundary conditions, initial conditions or 

a combination of the two. Numerical solutions are far more 

general in scope and remove any difficulties associated with 

geometry [11]. They apply an explicit method and use very 

small time steps for stable results. 
The most commonly used spatial discretization methods 

are Lagrange, Euler, ALE (a mixture of Lagrange and Euler), 
and mesh-free methods, such as Smooth Particles 
Hydrodynamics (SPH) [12].  

A. Lagrange 

The Lagrange method of space discretization uses a mesh 
that moves and distorts with the material it models as a result 
of forces from neighboring elements (meshes are imbedded 
in material). There is no grid required for the external space, 
as the conservation of mass is automatically satisfied and 
material boundaries are clearly defined. This is the most 
efficient solution methodology with an accurate pressure 
history definition.  

The Lagrange method is most appropriate for 
representing solids, such as structures and projectiles. If 
however, there is too much deformation of any element, it 
results in a very slowly advancing solution and is usually 

terminated because the smallest dimension of an element 
results in a time step that is below the threshold level.  

B. Euler 

The Euler (multi-material) solver utilizes a fixed mesh, 
allowing materials to flow (advect) from one element to the 
next (meshes are fixed in space). Therefore, an external 
space needs to be modeled. Due to the fixed grid, the Euler 
method avoids problems of mesh distortion and tangling that 
are prevalent in Lagrange simulations with large flows. The 
Euler solver is very well-suited for problems involving 
extreme material movement, such as fluids and gases. To 
describe solid behavior, additional calculations are required 
to transport the solid stress tensor and the history of the 
material through the grid. Euler is generally more 
computationally intensive than Lagrange and requires a 
higher resolution (smaller elements) to accurately capture 
sharp pressure peaks that often occur with shock waves.  

C. ALE  

The ALE method of space discretization is a hybrid of 
the Lagrange and Euler methods. It allows redefining the 
grid continuously in arbitrary and predefined ways as the 
calculation proceeds, which effectively provides a 
continuous rezoning facility. Various predefined grid 
motions can be specified, such as free (Lagrange), fixed 
(Euler), equipotential, equal spacing, and others. The ALE 
method can model solids as well as liquids. The advantage of 
ALE is the ability to reduce and sometimes eliminate 
difficulties caused by severe mesh distortions encountered by 
the Lagrange method, thus allowing a calculation to continue 
efficiently. However, compared to Lagrange, an additional 
computational step of rezoning is employed to move the grid 
and remap the solution onto a new grid [13].  

D. SPH 

The mesh-free Lagrangian method of space discretization 
(or SPH method) is a particle-based solver and was initially 
used in astrophysics. The particles are imbedded in material 
and they are not only interacting mass points but also 
interpolation points used to calculate the value of physical 
variables based on the data from neighboring SPH particles, 
scaled by a weighting function. Because there is no grid 
defined, distortion and tangling problems are avoided as 
well. Compared to the Euler method, material boundaries 
and interfaces in the SPH are rather well defined and 
material separation is naturally handled. Therefore, the SPH 
solver is ideally suited for certain types of problems with 
extensive material damage and separation, such as cracking. 
This type of response often occurs with brittle materials and 
hypervelocity impacts. However, mesh-free methods, such as 
Smooth Particles Hydrodynamics, can be less efficient than 
mesh-based Lagrangian methods with comparable 
resolution. 

Fig. 1 gives a short overview of the solver technologies 
mentioned above. The crucial factor is the grid that causes 
different outcomes.  

65

International Journal on Advances in Systems and Measurements, vol 10 no 1 & 2, year 2017, http://www.iariajournals.org/systems_and_measurements/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



 
Figure 1.  Examples of Lagrange, Euler, ALE, and SPH simulations on an 

impact problem [14]. 

The behavior (deflection) of the simple elements is well-

known and may be calculated and analyzed using simple 

equations called shape functions. By applying coupling 

conditions between the elements at their nodes, the overall 

stiffness of the structure may be built up and the 

deflection/distortion of any node – and subsequently of the 

whole structure – can be calculated approximately [15]. 

For problems of dynamic fluid-structure interaction and 

impact, there typically is no single best numerical method 

which is applicable to all parts of a problem. Techniques to 

couple types of numerical solvers in a single simulation can 

allow the use of the most appropriate solver for each domain 

of the problem.  

The goal of this paper is to evaluate a hydrocode, a 

computational tool for modeling the behavior of continuous 

media. In its purest sense, a hydrocode is a computer code 

for modeling fluid flow at all speeds [11]. For that reason a 

structure will be split into a number of small elements. The 

elements are connected through their nodes (see Fig. 2).  

The behavior (deflection) of the simple elements is well-

known and may be calculated and analyzed using simple 

equations called shape functions. By applying coupling 

conditions between the elements at their nodes, the overall 

stiffness of the structure may be built up and the 

deflection/distortion of any node – and subsequently of the 

whole structure – can be calculated approximately [16].  

Using a CAD-neutral environment that supports 

bidirectional, direct, and associative interfaces with CAD 

systems, the geometry can be optimized successively [17].  

 

Figure 2.  Example grid. 

Therefore, several runs are necessary: from modeling to 

calculation to the evaluation and subsequent improvement 

of the model (see Fig. 3). 
Bullet-resistant materials are usually tested by using a 

gun to fire a projectile from a set distance into the material in 
a set pattern. Levels of protection (see Fig. 4) are based on 
the ability of the target to stop a specific type of projectile 
traveling at a specific speed.  

IV. BALLISTIC TRIALS 

Ballistics is an essential component for the evaluation of 

our results. Here, terminal ballistics is the most important 

sub-field. It describes the interaction of a projectile with its 

target. Terminal ballistics is relevant for both small and 

large caliber projectiles. The task is to analyze and evaluate 

the impact and its various modes of action. This will 

provide information on the effect of the projectile and the 

extinction risk.  

Terminal ballistics is the general name for a large 

number of processes which take place during the high 

velocity impact of various projectiles/target combinations. 

There are two related disciplines which deal with launching 

these projectiles. Interior ballistics concerns their 

acceleration to the desired velocity, and exterior ballistics 

deals with their flight dynamics from the launcher to the 

target. 

The science and engineering of impacting bodies have a 

large range of applications depending on their type and their 

impact velocities. At very low velocities, these impacts can 

be limited to the elastic range of response, with practically 

no damage to the impacted bodies. In contrast, at very high 

impact velocities these bodies experience gross deformation, 

local melting, and even total disintegration upon impact. 

Various scientific and engineering disciplines are devoted to 

specific areas in this field such as: vehicle impacts, rain 

erosion, armor and anti-armor design, spacecraft protection 

against meteorites and the impact of planets by large 

meteors at extremely high velocities.  

 
Figure 3.  Basically iterative procedure of a FE analysis [15]. 
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In order to follow these different events the researcher 

has to be acquainted with diverse scientific fields which 

include: elasticity and plasticity of solids, fracture 

mechanics and the physics of materials at high pressures and 

temperatures.  

Terminal ballistics is the generic name for the science 

and engineering of impacts which are of interest to armor 

and anti-armor engineers. The relevant impact velocities 

usually range between 0.5 and 2.0 km/s, the so-called 

ordnance velocity range. These are the velocities at which 

projectiles are launched against personnel, armored vehicles 

and buildings, by rifles and guns. The impact velocities of 

shaped charge jets are within the hypervelocity range of 

2.0–8.0 km/s, and their interaction with armor is also of 

major interest to both armor and anti-armor engineers.  

The science of terminal ballistics started with the works 

of the great mathematician Leonard Euler (1745) and the 

British engineer Benjamin Robins (1742), who analyzed 

data for the penetration of steel cannonballs in soil as a 

function of their impact velocities. In the following two 

centuries, until the Second World War, the field of terminal 

ballistics was based on empirically derived relations 

between the penetration depth and the impact velocity of 

various projectiles into different targets. The reviews of 

Hermann and Jones (1961) and Backman and Goldsmith 

(1978), summarize many of these empirical formulas which 

were suggested over this period.  

During the years of WW-II, scientists in the US and UK 

have analyzed the penetration process of shaped charge jets 

and rigid steel projectiles into armor plates, through 

analytical models which were based on physical 

considerations. These models identify the main force 

exerted on the projectile during penetration, which is then 

inserted in its equation of motion. The aim of these models 

is to reduce the mathematical description of a complicated 

three dimensional problem to a simple form which retains 

the essential physics of the penetration process. This 

simplification results in either a low dimensional system of 

ordinary differential equations or a few one-dimensional 

partial differential equations, which can be easily solved. 

The models can be tested by controlled experiments, in 

which the parameters are varied in a systematic way, in 

order to establish the non-dimensional parameters of the 

process. With these analytical models data correlation is 

made easy and extrapolations, to areas beyond the ability of 

experimental facilities, are possible. On the other hand, 

these analytical models require some compromise to be 

made, limiting their use to ideal cases where only a single 

mechanism is at work. Still, these models have been used 

successfully in order to account for the data and to reduce 

the number of the necessary experiments in terminal 

ballistics. Since the advancements in numerical simulations, 

the role of analytical models seems to decline as the codes 

are getting better and more efficient. However, these 

numerical simulations are often used just to account for 

experimental data, offering little physical insight for the 

process. Our strong belief is that analytical modeling is 

crucial for the field of terminal ballistics in order to 

understand the physics involved, and to highlight the 

important parameters which influence these processes.  

Predictive numerical simulation of any structural 

deformation process requires objective constitutive 

equations including parameters that are derived objectively 

for the material. Objective, in this context, means that the 

parameters are valid for the whole spectrum of loading 

conditions covered by the material model. This includes its 

applicability to arbitrary domains or geometries without 

restriction to specific structures. Experimental parameter 

derivation providing that kind of data can be called material 

test. The objectivity criterion to the parameters distinguishes 

the material test from a structural test used for verification 

or validation purposes. 

Given that a projectile strikes a target, compressive 

waves propagate into both the projectile and the target. 

Relief waves propagate inward from the lateral free surfaces 

of the penetrator, cross at the centerline, and generate a high 

tensile stress. If the impact was normal, we would have a 

two-dimensional stress state. If the impact was oblique, 

bending stresses will be generated in the penetrator. When 

the compressive wave reached the free surface of the target, 

it would rebound as a tensile wave. The target may fracture 

at this point. The projectile may change direction if it 

perforates (usually towards the normal of the target surface).  

Because of the differences in target behavior based on 

the proximity of the distal surface, we must categorize 

targets into four broad groups. A semi-infinite target is one 

where there is no influence of distal boundary on 

penetration. A thick target is one in which the boundary 

influences penetration after the projectile is some distance 

into the target. An intermediate thickness target is a target 

where the boundaries exert influence throughout the impact. 

Finally, a thin target is one in which stress or deformation 

gradients are negligible throughout the thickness.   

There are several methods by which a target will fail 

when subjected to an impact. The major variables are the 

target and penetrator material properties, the impact 

velocity, the projectile shape (especially the ogive), the 

geometry of the target supporting structure, and the 

dimensions of the projectile and target. 

In order to develop a numerical model, a ballistic test 

program is necessary. The ballistic trials are thoroughly 

documented and analyzed – even fragments must be 

collected. They provide information about the used armor 

and the projectile behavior after fire, which must be 

consistent with the simulation results (see Fig. 5). 
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In order to create a data set for the numerical 

simulations, several experiments have to be performed. 

Ballistic tests are recorded with high-speed videos and 

analyzed afterwards. The experimental set-up is shown in 

Fig. 6.  

Testing was undertaken at an indoor ballistic testing 

facility (see Fig. 7). The target stand provides support 

behind the target on all four sides. Every ballistic test 

program includes several trials with different composites. 

The set-up has to remain unchanged.  

The camera system is a PHANTOM v1611 that enables 

fast image rates up to 646,000 frames per second (fps) at 

full resolution of 1280 x 800 pixels. The use of a polarizer 

and a neutral density filter is advisable, so that waves of 

some polarizations can be blocked while the light of a 

specific polarization can be passed. 

Several targets of different laminate configurations were 

tested to assess the ballistic limit (V50). The ballistic limit is 

considered the velocity required for a particular projectile to 

reliably (at least 50% of the time) penetrate a particular 

piece of material [20]. After the impact, the projectile is 

examined regarding any kind of change it might have 

undergone. 

Figure 4. The APR 2006 resistance classification and related CAD models [19]. 
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Figure 5.  Ballistic tests and the analysis of fragments. 

 

Figure 6.  Experimental set-up. 

 

Figure 7.  Indoor ballistic testing facility. 

The damage propagation is analyzed using the software 
called COMEF [21], image processing software for highly 
accurate measuring functions. The measurement takes place 
via setting measuring points manually on the monitor. Area 
measurement is made by the free choice of grey tones 
(0…255). Optionally the object with the largest surface area 
can be recognized automatically as object.  Smaller particles 
within the same grey tone range as the sample under test are 
automatically ignored by this filter.   

Fig. 8 shows an example of measuring and analyzing 

damages after impact.  

V. NUMERICAL SIMULATION 

The ballistic tests are followed by computational 
modeling of the experimental set-up. Then, the experiment is 
reproduced using numerical simulations. Fig. 1 shows a 
cross-section of the projectile and a CAD model. The 
geometry and observed response of the laminate to ballistic 
impact is approximately symmetric to the axis through the 
bullet impact point.   

Numerical simulation of modern armor structures 
requires the selection of appropriate material models for the 
constituent materials and the derivation of suitable material 
model input data. The laminate system studied here is an 
ultra-high molecular weight polyethylene composite. Lead 
and copper are also required for the projectiles.  

The projectile was divided into different parts - the jacket 
and the base - which have different properties and even 
different meshes. These elements have quadratic shape 
functions and nodes between the element edges. In this way, 
the computational accuracy, as well as the quality of curved 
model shapes increases. Using the same mesh density, the 
application of parabolic elements leads to a higher accuracy 
compared to linear elements (1st order elements). 

A. Modelling 

In [9], numerical simulations of 15 kg/m
2
 Dyneema

®
 

HB26 panels impacted by 6 mm diameter aluminum spheres 
between 2052 m/s to 6591 m/s were shown to provide very 
good agreement with experimental measurements of the 
panel ballistic limit and residual velocities, see Fig. 9.  
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Figure 8.  Ballistic tests and the analysis of fragments. 

The modelling approach and material parameter set from 

[8] were applied to simulate impact experiments at 

velocities in the ballistic regime (here considered as < 1000 

m/s). In Fig. 9 the results of modelling impact of 20 mm 

fragment simulating projectiles (FSPs) against 10 mm thick 

Dyneema
®
 HB26 are shown. The model shows a significant 

under prediction of the ballistic limit, 236 m/s compared to 

394 m/s. 

B. Simulation Results 

Relatively newer numerical discretization methods, such 

as Smoothed Particle Hydrodynamics (SPH), have been 

proposed that rectifies the issue of grid entanglement. The 

SPH method has shown good agreement with high velocity 

impact of metallic targets, better predictions of crack 

propagation in ceramics and fragmentation of composites 

under hypervelocity impact (HVI) compared to grid-based 

Lagrange and Euler methods. Although promising, SPH 

suffers from consistency and stability issues that lead to 

lower accuracy and instabilities under tensile perturbation. 

The latter makes it unsuitable for use with UHMW-PE 

composite under ballistic impact, because this material 

derives most of its resistance to penetration when it is 

loaded in tension. For these types of problems, the grid-

based Lagrangian formulation still remains the most feasible 

for modeling UHMW-PE composite. 

3D numerical simulations were performed of the full 

target and projectile, where both were meshed using 8-node 

hexahedral elements. The projectile was meshed with 9 

elements across the diameter. The target is composed of 

sub-laminates that are one element thick, separated by a 

small gap to satisfy the master-slave contact algorithm 

(external gap in AUTODYN
®
) and bonded together as 

previously discussed. The mesh size of the target is 

approximately equal to the projectile at the impact site. The 

mesh was then graded towards the edge, increasing in 

coarseness to reduce the computational load of the model. 

Since UHMW-PE composite has a very low coefficient of 

friction, force fit clamping provides little restraint. 

 

 
Figure 9.  Experimental and numerical impact residual velocity results for 

impact of 6 mm diameter aluminum spheres against 15 kg/m2 Dyneema® 

HB26 at normal incidence (left) and impact of 20 mm fragment simulating 
projectiles against 10 mm thick Dyneema® HB26 at normal incidence 

(right). Lambert-Jonas parameters (a, p, Vbl) are provided in the legend. 
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High speed video of ballistic impact tests typical showed 

the action of loosening and moving clamps upon impact. As 

such no boundary conditions were imposed on the target. 

The FSP material was modelled as Steel S-7 from the 

AUTODYN
®
 library described using a linear EoS and the 

Johnson-Cook strength model [22]. The aluminum sphere 

was modelled using AL1100-O from the AUTODYN
®

 

library that uses a shock EoS and the Steinburg Guinan 

strength model [23]. The master-slave contact algorithm 

was used to detect contact between the target and projectile. 

The sub-laminate model with shock EoS was applied to 

the aluminum sphere hypervelocity impact series and 20 

mm FSP ballistic impact series presented in Fig. 9, the 

results of which are shown in Fig. 10. The sub-laminate 

model is shown to provide a significant improvement in 

predicting the experimental V50 of 394 m/s for the FSP 

ballistic impacts (377 m/s) compared to the monolithic 

model (236 m/s).  

 

 

Figure 10.  Comparison of the experimental results with the two numerical 

models for impact of 20 mm fragment simulating projectiles against 10 mm 

thick Dyneema HB26® at normal incidence (left) , and impact of 6 mm 
diameter aluminium spheres against 15 kg/m2 Dyneema® HB26 at normal 

incidence (right). Lambert-Jonas parameters (a, p, Vbl) are provided in the 

legend. 

 

Figure 11.  Bulge of a 10 mm target impact by a 20 mm FSP at 365 m/s 

(experiment) and 350 m/s (simulations), 400 µs after the initial impact. 

The ballistic limit and residual velocity predicted with 

the sub-laminate model for the hypervelocity impact case 

are shown to be comparable with the original monolithic 

model. For conditions closer to the ballistic limit, the sub-

laminate model is shown to predict increased target 

resistance (i.e., lower residual velocity). For higher 

overmatch conditions there is some small variance between 

the two approaches. 

In Fig. 11, a qualitative assessment of the bulge 

formation is made for the 10 mm panel impacted at 365 m/s 

(i.e., below the V50) by a 20 mm FSP. Prediction of bulge 

development is important as it is characteristic of the 

material wave speed and is also a key measure in defence 

applications, particularly in personnel protection (i.e., vests 

and helmets). The sub-laminate model is shown to 

reproduce the characteristic pyramid bulge shape and 

drawing of material from the lateral edge. In comparison, 

the bulge prediction of the baseline model is poor, showing 
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a conical shape with the projectile significantly behind the 

apex. In the baseline model penetration occurs through 

premature through-thickness shear failure around the 

projectile rather than in-plane tension (membrane) which 

would allow the formation of a pyramidal bulge as the 

composite is carried along with the projectile. Furthermore, 

in the baseline model the extremely small through thickness 

tensile strength (1.07 MPa) in the bulk material leads to 

early spallation/delamination of the back face. This allows 

the material on the target back face to fail and be accelerated 

ahead of the projectile. In the sub-laminate model, these two 

artifacts are addressed, and so a more representative bulge is 

formed.   

C. Further Validations 

The material model developed in [9] and [10] has some 

shortcomings regarding the simulation of handgun 

projectiles (see Fig. 12). The ballistic limit was significantly 

under predicted. Evaluation of the result suggests that the 

failure mechanisms, which drive performance in the rear 

section of the target panel (i.e., membrane tension) were not 

adequately reproduced, suggesting an under-estimate of the 

material in-plane tensile performance. 

 

Figure 12.  Comparing experimantal results with the previous simulation 

models of Lässig [8] and Nguyen [9], 265 μs after impact (grey = plastic 

deformation, green = elastic deformation, orange = material failure); 
projectile velocity: 674 m/s; target thickness: 16.2 mm (60 layers of HB26). 

A major difficulty in the numerical simulation of fibre 

composites under impact is the detection of failure 

processes between fibre and matrix elements as well as 

between the individual laminate layers (delamination). One 

promising approach is the use of "artificial" 

inhomogeneities on the macroscale. Here, an alternative 

simulation model has been developed to overcome these 

difficulties. Using sub-laminates and inhomogeneities on 

the macroscale, the model does not match the real 

microstructure, but allows a more realistic description of the 

failure processes mentioned above. 

Approaches based on the continuum or macroscale 

present a more practical alternative to solve typical 

engineering problems. However, the complexity of the 

constitutive equations and characterization tests necessary to 

describe an anisotropic material at a macro or continuum 

level increases significantly. 

When considering the micromechanical properties of the 

orthotropic yield surface with a non-linear hardening 

description, a non-linear shock equation of state, and a 

three-dimensional failure criterion supplemented by a linear 

orthotropic softening description should be taken into 

account. It is important to consider all relevant mechanisms 

that occur during ballistic impact, as the quality of the 

numerical prediction capability strongly depends on a 

physically accurate description of contributing energy 

dissipation mechanisms. Therefore, a combination of 

ballistic experiments and numerical simulations is required. 

Predictive numerical tools can be extremely useful for 

enhancing our understanding of ballistic impact events. 

Models that are able to capture the key mechanical and 

thermodynamic processes can significantly improve our 

understanding of the phenomena by allowing time-resolved 

investigations of virtually every aspect of the impact event. 

Such high fidelity is immensely difficult, prohibitively 

expensive or near impossible to achieve with existing 

experimental measurement techniques. 

The thermodynamic response of a material and its ability 

to carry tensile and shear loads (strength) is typically treated 

separately within hydrocodes such that the stress tensor can 

be decomposed into volumetric and deviatoric components. 

Since the mechanical properties of fibre-reinforced 

composites are anisotropic (at least at the meso- and 

macroscale level), the deviatoric and hydrostatic 

components are coupled. That is deviatoric strains will 

produce a volumetric dilation and hydrostatic pressure leads 

to non-uniform strains in the three principal directions. 

The strength and failure model was investigated by 

modeling single elements under normal and shear stresses. It 

was found that under through-thickness shear stress, the 

element would fail prematurely below the specified through-

thickness shear failure stress. It was found that if the 

through-thickness tensile strength was increased, failure in 

through-thickness shear was delayed. This evaluation study 

shows the importance of the strength, failure and erosion 

models for predicting performance in the ballistic regime. 
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Previous material models for fiber-reinforced plastics 

were adjusted and the concept has been extended to 

different calibers and projectile velocities. Composite armor 

plates between 5.5 and 16.2 mm were tested in several 

ballistic trials and high-speed videos were used to analyze 

the characteristics of the projectile – before and after the 

impact. 

The simulation results with the modified model are 

shown in Fig. 13. The deformation of the projectile, e.g., 

7.62×39 mm, is in good agreement with the experimental 

observation. Both delamination and fragmentation can be 

seen in the numerical simulation.  

Compared to the homogeneous continuum model, 

fractures can be detected easily. Subsequently, the results of 

experiment and simulation in the case of perforation were 

compared with reference to the projectile residual velocity. 

Here, only minor differences were observed. 
It should be noted that an explicit modeling of the 

individual fibres is not an option, since the computational 

effort would go beyond the scope of modern server systems 

(see Fig. 14 and Fig. 15). 

VI. CONCLUSIONS 

Coming back to the task of designing structures for 

vehicles or buildings under dynamic loading conditions like 

crash, impact or blast, we realize that virtually all fields of 

application are nowadays supported if not driven by 

numerical simulation. Along with the rapid development of 

computer power, utilization of numerical methods as a tool 

to design structures for all kinds of loading conditions 

evolved. Simulation of the expected structural response to 

certain loadings is motivated by the wish 

• to optimize the design 

• and to better understand the physical processes. 

For both intentions the predictive capability of the 

codes is an indispensable quality. In fact, the predictive 

capability separates numerical tools from graphical 

visualization. It means nothing less than the ability to 

calculate physical processes without experimental results at 

hand to a sufficient degree of precision. 

This work demonstrated how a small number of well-

defined experiments can be used to develop, calibrate, and 

validate solver technologies used for simulating the impact 

of projectiles on complex armor systems and composite 

laminate structures.  

Existing material models were optimized to reproduce 

ballistic tests. High-speed videos were used to analyze the 

characteristics of the projectile – before and after the 

impact. The simulation results demonstrate the successful 

use of the coupled multi-solver approach and new modeling 

techniques. The high level of correlation between the 

numerical results and the available experimental or observed 

data demonstrates that the coupled multi-solver approach is 

an accurate and effective analysis method.  

 

 

Figure 13.  Effect of a 5.5 mm target impact by a 7.62×39 mm bullet at 686 
m/s, 47 µs and 88 µs after the initial impact. 

 

Figure 14.  Cross section of a Dyneema® HB26 panel. 

 

Figure 15.  Setup / structure of a Dyneema® HB26 prepreg. 
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A non-linear orthotropic continuum model was 

evaluated for UHMW-PE composite across a wide range of 

impact velocities. Although previously found to provide 

accurate results for hypervelocity impact of aluminum 

spheres, the existing model and dataset revealed a 

significant underestimation of the composite performance 

under impact conditions driven by through-thickness shear 

performance (ballistic impact of fragment simulating 

projectiles). The model was found to exhibit premature 

through thickness shear failure as a result of directional 

coupling in the modified Hashin-Tsai failure criterion and 

the large discrepancy between through-thickness tensile and 

shear strength of UHME-PE composite. As a result, 

premature damage and failure was initiated in the through-

thickness shear direction leading to decreased ballistic 

performance. By de-coupling through-thickness tensile 

failure from the failure criteria and discretizing the laminate 

into a nominal number of kinematically joined sub-

laminates through the thickness, progresses in modelling the 

ballistic response of the panels was improved. 

New concepts and models can be developed and easily 

tested with the help of modern hydrocodes. The initial 

design approach of the units and systems has to be as safe 

and optimal as possible. Therefore, most design concepts 

are analyzed on the computer. 

FEM-based simulations are well-suited for this purpose. 

Here, a numerical model has been developed, which is 

capable of predicting the ballistic performance of UHMW-

PE armor systems. Thus, estimates based on experience are 

being more and more replaced by software.  

The gained experience is of prime importance for the 

development of modern armor. By applying the numerical 

model a large number of potential armor schemes can be 

evaluated and the understanding of the interaction between 

laminate components under ballistic impact can be 

improved. 

The most important steps during an FE analysis are the 

evaluation and interpretation of the outcomes followed by 

suitable modifications of the model. For that reason, 

ballistic trials are necessary to validate the simulation 

results. They are designed to obtain information about 

• the velocity and trajectory of the projectile prior to 

impact, 

• changes in configuration of projectile and target 

due to impact, 

• masses, velocities, and trajectories of fragments 

generated by the impact process. 

Ballistic trials can be used as the basis of an iterative 

optimization process. Numerical simulations are a valuable 

adjunct to the study of the behavior of metals subjected to 

high-velocity impact or intense impulsive loading. The 

combined use of computations, experiments and high-strain-

rate material characterization has, in many cases, 

supplemented the data achievable by experiments alone at 

considerable savings in both cost and engineering man-

hours. 
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Abstract—In this paper, a new velocity-based finite element
approach for non-linear dynamics of beam-like structures is
introduced. In contrast to standard approaches we here base
the formulation on velocities and angular velocities expressed in
the most suitable basis regarding standard approximation and
interpolation techniques. The additivity of angular velocities in
local frame description brings several benefits, such as trivial
discretization and update procedure for the primary unknowns
and improved stability properties of the time integrator. On the
other hand, different initial orientations of elements connected
together lead to nodal angular velocities that are expressed in
different frames and cannot be directly equalized. The compati-
bility of angular velocities over the finite element boundaries thus
needs to be solved. We avoid introducing constraint equations and
additional degrees of freedom and introduce a computationally
cheap solution instead.

Keywords–non-linear dynamics; spatial beams; finite-element
method; boundary conditions; velocity-based approach; continuity
of velocities.

I. INTRODUCTION

The total set of equations in solid mechanics consists of non-
linear equilibrium, kinematic and constitutive equations that
need to be solved for displacements, strains and stresses. Many
practical problems in solid mechanics deal with structures that
have one dimension larger than the other two, e.g., columns
and girders in civil engineering, robotic arms, rotor blades and
aircraft wings in mechanical engineering, deoxyribonucleic
acid (DNA) molecules in biology and medicine, nanotubes
in nanotechnology. Such structures are usually modelled as
beams. It is of utmost importance to consider properly the
boundary and continuity conditions when proposing a novel
finite element (FE) beam model [1]. We focus in this paper
on a structure of a velocity based beam element and the
computational aspects in satisfying the continuity conditions
over the boundaries.

The paper is structured as follows. Section II presents the
oveview of the beam formultions, while Section III introduces
the governing equations of the Cosserat beam model. In
Section IV, we describe a novel numerical solution method
for Cosserat beams. The treatment of boundary conditions
is presented in Section V. In Section VI, some numerical
examples are given. The paper ends with concluding remarks.

II. BEAM FORMULATIONS

For beam-like structures the kinematics of a body be-
comes simplified but the equations remain non-linear, see,
e.g., Antman [2], Reissner [3] and Simo [4]. Additionally, the
reduced kinematics introduces the three-dimensional rotations
of rigid cross-sections to describe the configuration of a beam.
Spatial rotations are often taken to be the primary variables
in three-dimensional beam formulations, see, e.g., [4]–[15],
despite their demanding mathematical structure. In the solu-
tion algorithms for beams many authors reduce the total set
of equations in such a way that the configuration variables
(displacements and rotations) become the only unknowns of
the problem. For numerical solution methods, such reduction
means that the configuration variables need to be discretized
with respect to space and time. The multiplicative nature of
rotations, characterized by non-additivity, orthogonality and
non-commutativity, needs to be properly considered in the
numerical solution methods to gain a sufficient performance
of calculations and accuracy of the results. Such demands
highly increase the complexity of algorithms and disable direct
applicability of the methods developed for standard Euclidean
spaces, see, e.g., [16]–[21].

Mathematically, rotations are linear transformations in three-
dimensional Euclidean space and can therefore be represented
by 3 × 3 matrices. However, these nine components have six
constraints, which makes a matrix representation of rotations
less convenient for numerical implementations. Widely used
are the three-parameter representations of which the often
chosen “rotational vector” [22] is only one among many possi-
bilities. It is well known that all three-parameter descriptions of
rotations posses singularities. To avoid them a four parameter
representations were also used, e.g., [23]–[25]. Surprisingly, it
was only recently that this ideas were successfully revived, see,
e.g., [14], [15], [26]–[29]. In this paper, rotational quaternions
will be used as a suitable representation of rotations, but they
will not be taken to be the primary unknowns of the problem.
From the perspective of total mechanical energy of the system
the velocities and angular velocities seem to be more natural
quantities.

Thus, the alternative approach employed here exploits com-
putationally simpler angular velocities as the primary quan-
tities for the description of rotational degrees of freedom.
Such approach brings several advantages to non-linear beam
dynamics:
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• when expressed in local bases, the components of an-
gular velocity vector become additive, which enables
the use of standard discretization and interpolation tech-
niques;

• the stability of implicit time integrators is improved by
taking the derivative of configuration quantities as the
iterative unknowns, see Hosea and Shampine [30];

• the time discretization, linearization of equations and
the update procedure are much simpler compared to
standard beam elements.

Besides its advantages, this new approach brings some novel
issues that need to be properly solved. The crucial idea of
the finite element method (FEM) lies in subdivision of a
larger structure into smaller parts called finite elements. An
important part of the solution procedure is the assembly of
equations of finite elements into a larger system of equations
that describe the problem at the structural level. The simplest
assumption used in the assembly procedure is that the elements
are rigidly connected so that the displacements and rotations
are continuous over the boundaries. When the displacements
and rotations are chosen as the primary variables, a simple
Boolean identification of degrees of freedom can be used. This
yields that velocities and angular velocities are continuous over
the finite element boundaries as well, but only when expressed
with respect to a fixed basis.

For the sake of computational advantages at the element
level, we express the angular velocities with respect to the
moving frame. Because of this choice, the simple identification
of degrees of freedom that belongs to the joints between ele-
ments can no longer be used due to different initial orientations
of elements. Thus, the continuity of configuration quantities
in a fixed frame leads to a more complicated relation in the
local frame. This relation could be introduced at the structural
level using the method of Lagrange multipliers, but such an
approach would increase the number of degrees of freedom
and the computational complexity of the overall algorithm.
An elegant and computationally cheap alternative is presented
here. Excellent properties of the proposed numerical model are
demonstrated by numerical examples.

III. COSSERAT BEAM MODEL

Among beam models, the Cosserat theory of rods, [2], is
widely used. The numerical implementation of the model is
usually attributed to Reissner [3] and Simo [4], where it is also
called the geometrically exact beam. Only a brief description
of the model is presented here.

The centroidal line
{
⇀
r (x, t) , x ∈ [0, L] , t ≥ 0

}
and the

family of cross-sections {A (x, t) , x ∈ [0, L] , t ≥ 0} of the
beam are parametrized by the arc-length parameter x and the
time t, where L is the length of the beam in its initial position,
see Figure 1. We assume that cross-sections are bounded plane
regions that preserve their shape and area during deformation.

For the description of beam equations and the quan-
tities therein, we introduce the local orthonormal basis

O
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2
3

G

G

X

YZ

2

3

r

( )x,t

( )x,t

( )x,t

G1( )x,t
*

*
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*

g

g
g

*

*
*

Figure 1. A three-dimensional beam.

{
⇀

G1 (x, t) ,
⇀

G2 (x, t) ,
⇀

G3 (x, t)

}
, which defines the orienta-

tion of each cross-section, and the global orthonormal basis{
⇀
g 1,

⇀
g 2,

⇀
g 3

}
, which is fixed in time and space. A rotation

between the global and the local basis, defined by the quater-
nion multiplication (◦) reads

⇀

Gi (x, t) = q̂ (x, t) ◦⇀g i ◦ q̂ ∗ (x, t) , i = 1, 2, 3, (1)

where q̂ denotes the rotational quaternion and q̂ ∗ its conjugate.
A comprehensive presentation of the quaternion algebra can
be found, e.g., in the textbook [31]. For more details on the
application of quaternions in beam models please refer to [32]
or [15].

Note that any rotational quaternion q has a firm physical
meaning. It be presented as the sum of a scalar and a vector,

q̂ = cos
ϑ

2
+ sin

ϑ

2

⇀
n,

∣∣∣⇀n∣∣∣ = 1, (2)

where ϑ denotes the angle of rotation and
⇀
n is the unit vector

on the axis of rotation.
In what follows abstract vectors will be replaced by com-

ponent representations. The bold-face letters will be used to
represent vector quantities in the component form. The lower
case letters will be used when a vector is expressed with
respect to the fixed frame and the upper case letters are used for
the local basis description. A hat over the letter denotes a four-
dimensional vector, a member of the algebra of quaternions.
The dependency of quantities on space x and time t will be
mostly omitted for better readability.

A. Kinematic compatibility

In Cosserat rod theory the resultant strain measures at the
centroid of each cross-section are directly introduced and ex-
pressed with kinematic variables by the first order differential
equations

Γ = q̂∗ ◦ r′ ◦ q̂ + Γ0, (3)
K = 2q̂∗ ◦ q̂′, (4)
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where Γ and K denote the translational and rotational strain,
respectively, both expressed with respect to the local basis. The
prime (′) denotes the derivative with respect to x. Similarly,
when we measure the rate of change of configuration variables
with time, we have

v =
·
r, (5)

Ω = 2q̂∗ ◦
·
q̂, (6)

introducing velocity v in fixed basis and angular velocity
Ω in local basis description, while the dot denotes the time
derivative. It is important to observe that strains, velocities,
and angular velocities are mutually dependent. Their direct
relation is obtained by comparing mixed partial derivatives.
After a straightforward derivation, we have

Γ̇ = q̂∗ ◦ v′ ◦ q̂ + (q̂∗ ◦ r′ ◦ q̂)×Ω, (7)
·

K = Ω′ + K×Ω. (8)

Equations (7)–(8) describe the kinematic compatibility of
continuous system, [33], [34]. Its importance is obvious:
the relation between the rotational strains and the angular
velocities is described without rotational parameters. Since
the rotational degrees of freedom are usually highly non-
linear when compared to other quantities such modification
of kinematic equations can be numerically advantageous.

B. Governing equations

The continuous balance equations of a three-dimensional
beam in quaternion notation read:

n′ + ñ = ρA
·
v, (9)

m′ + r′ × n + m̃ = q ◦
(

Jρ
·
Ω + Ω× JρΩ

)
◦ q̂ ∗. (10)

Equation (9) is a standard linear momentum balance equation,
while equation (10) represents the angular momentum balance
equation in terms of quaternion algebra as it follows from the
generalized d’Alembert principle considering the unit norm of
rotational quaternion. Here, n and m are the resultant force and
moment vector of the cross-section expressed in fixed frame,
i.e.,

n (x, t) = q̂ (x, t) ◦N (x, t) ◦ q̂ ∗ (x, t) , (11)
m (x, t) = q̂ (x, t) ◦M (x, t) ◦ q̂ ∗ (x, t) , (12)

where N and M are the same vectors expressed in local
basis; ρ is the density of the material; A is the area of the
cross-section; Jρ is the matrix of mass moments of inertia; ñ
and m̃ are vectors of applied distributed force and moment.
Together with balance equations the following conditions at
the boundaries need to be satisfied:

n(0, t) + f0 (t) = 0, (13)
m(0, t) + h0 (t) = 0, (14)
n(L, t)− fL (t) = 0, (15)

m(L, t)− hL (t) = 0, (16)

f0, h0, fL and hL are the external time-dependent point forces
and moments at the two boundaries, x = 0 and x = L.

For constitutive equations various models could be taken,
but here we limit ourselves to the simplest case of linear elastic
material, where

N = diag [ EA GA2 GA3 ]Γ, (17)
M = diag [ GI1 EI2 EI3 ]K. (18)

Here, EA/L is the axial stiffness, EI2 and EI3 denote the
bending stiffness, GI1/L is the torsional stiffness, GA2 and
GA3 are the shear stiffnesses.

IV. NUMERICAL SOLUTION METHOD

We will solve the balance equations using the method of
weighted residuals. Equations (9) and (10) are multiplied by
test functions Ip (x), p = 1, 2, ..., N , and integrated along the
length of the beam:

L∫
0

[
n′ − ñ− ρA··

r
]
Ip dx = 0, (19)

L∫
0

[m− (r′ × n)− m̃− q̂ ◦
(

Jρ
·
Ω

)
◦ q̂ ∗Ip

+ Ω× (q̂ ◦ (JρΩ) ◦ q̂ ∗) ]Ip dx = 0. (20)

The terms nIp and mIp are integrated by parts, which after
considering the boundary conditions (13)–(16) gives:

L∫
0

[
nI ′p − ñIp + ρA

··
rIp

]
dx− δpf = 0, (21)

L∫
0

[mI ′p − (r′ × n) Ip − m̃Ip + q̂ ◦
(

Jρ
·
Ω

)
◦ q̂ ∗Ip

+ ω × (q̂ ◦ (JρΩ) ◦ q̂ ∗) Ip] dx− δph = 0. (22)

Here

δpf =


f0, p = 1

fL, p = N

0, otherwise

,

δph =


h0, p = 1

hL, p = N

0, otherwise

.

Equations (21)–(22) represent a system of 6N algebraic equa-
tions that is in general too demanding to be solved analytically.
In our approach, we express all the unknown quantities with
velocity and angular velocity. The approximative solution in
both time and space is then spanned on these two quantities.
for completeness the details on discretization will be briefly
introduced.
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A. Time discretization

For the time discretization, we use the approximation of
displacements at tn+1 following from the mean value theorem:

r[n+1] = r[n] + h
v[n] + v[n+1]

2
,

which yields

r[n+1] = r[n] + hv,

where v denotes the average velocity

v =
v[n] + v[n+1]

2

and h = tn+1 − tn is the time step of the scheme.

For accelerations we can similarly employ

a[n] + a[n+1]

2
=

v[n+1] − v[n]

h
.

After some rearrangement of terms, the scheme for transla-
tional degrees of freedom reads

r[n+1] = r[n] + hv,

v[n+1] = −v[n] + 2v, (23)

a[n+1] = −a[n] − 4

h
v[n] +

4

h
v.

This scheme can be interpreted as a modification of the
classical implicit Newmark scheme, where the average velocity
becomes the iterative unknown, see [8] and [35].

A similar approach can be used for rotational degrees of
freedom with an important exception stemming from the non-
linear relationship between angular velocities and rotational
quaternions. The exponential mapping is used to map from
incremental angular velocities to incremental rotations. The
incremental rotation is then multiplied with the current one.
The scheme for rotational degrees of freedom reads

q̂[n+1] = q̂[n] ◦ exp
(
h

2
Ω

)
,

Ω[n+1] = −Ω[n] + 2Ω, (24)

α[n+1] = −α[n] − 4

h
Ω[n] +

4

h
Ω,

where exp denotes the quaternion exponential

exp (x̂) = 1̂ +
x̂

1!
+

1

2!
x̂ ◦ x̂ +

1

3!
x̂ ◦ x̂ ◦ x̂ + .... (25)

The above presented time-discretization scheme describes
the assumptions taken regarding displacements, rotations and
their time derivatives. For deformable structures time dis-
cretization of strain quantities is also needed. We derive

the discrete compatibility equations analogously as for the
continuous case. This gives

Γ[n+1] = exp∗
(
h

2
Ω

)
◦
(
Γ[n] − Γ0

)
exp

(
h

2
Ω

)
+ hq̂∗[n+1] ◦ v′ ◦ q̂[n+1] + Γ0, (26)

K[n+1] = exp∗
(
h

2
Ω

)
◦K[n] ◦ exp

(
h

2
Ω

)
+ 2 exp∗

(
h

2
Ω

)
◦ exp′

(
h

2
Ω

)
. (27)

When the governing equations of a beam are evaluated at
discrete time tn+1 and the schemes (23)–(24) are taken into
account, we obtain the system of equations dependent only on
the arch-length parameter x. In order to solve these equations
at each particular time step we need to introduce the spatial
discretization.

B. Spatial discretization

After the time discretization introduced, the average veloci-
ties v and Ω are the only unknown functions along the length
of the beam for any particular discrete time. They are replaced
by a set of nodal values vp, Ω

p
at discretization points xp,

p = 1, . . . , N , with x1 = 0 and xN = L, and interpolated by
a set of interpolation functions Ip(x) in-between:

v (x) =

N∑
p=1

Ip (x)vp, (28)

Ω (x) =

N∑
p=1

Ip (x)Ω
p
. (29)

The same discretization procedure is performed at every finite
element of the structure. Thus, boundary nodes x1 and xN
become members of the global notes important at the structural
level, while x2,... xN−1 are internal points of the element, often
but not necessarily condensed at the elements level. Angular
velocities in local basis description are additive quantities and
the standard aditive-type interpolation used is in complete
accord with the properties of the configuration space.

C. Newton iteration

After time and space discretization, the governing equations
(21)–(22) are replaced by a set of nonlinear algebraic equations
that need to be solved at each discrete time for all the nodal
values. The non-linear equations are solved iteratively using
the Newton-Raphson method

K[i]δy = −f [i], (30)

where K[i] is the global Jacobian tangent matrix, f [i] the resid-
ual vector of discretized equations (21)–(22), both in iteration
i, and δy a vector of corrections of all nodal unknowns

δy =
[
δv1 δΩ1 · · · δvM δΩM

]T
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A suitable choice of nodal variables allows the kinematically
admissible additive update:

v[i+1] = v[i] + δv, (31)

Ω
[i+1]

= Ω
[i]

+ δΩ (32)

at each discrete point of the structure. Further details on
linearization of equations can be found in [36].

V. CONTINUITY OF BOUNDARY VALUES

Finite elements have equal displacements and rotations at the
rigid joints. However, the initial rotations of different elements
are not necessarily equal. When the initial orientations differ,
we need to distinguish between the initial and the relative
rotations. Let us start with two elements having different initial
orientations, described by quaternions q̂I

0 and q̂II
0 at the joint:

q̂I
0 6= q̂II

0 . When the joint is rigid the position vectors are equal,
but the total rotations differ

rI = rII and q̂I 6= q̂II, (33)

as shown in Figure 2.

element I

element II

node 1

node 2

node 3
...

...
r, qII

r, qII II

Figure 2. A rigid joint of two differently oriented elements.

The total rotations can be expressed as a composition of
initial and relative rotation

q̂I = q̂I
0 ◦ k̂I and q̂II = q̂II

0 ◦ k̂II, (34)

where the relative rotations are equal:

k̂I = k̂II. (35)

The continuity condition, which could also be called the
compatibility of rotations at the element boundaries, thus reads

q̂I ◦ q̂I∗
0 = q̂II ◦ q̂II∗

0 .

In configuration based approach we usually avoid enforcing
this condition by introducing the relative rotational quaternion
k̂ as the nodal variable. For the velocity-based approach, we
can similarly observe that

vI = vII and Ω
I 6= Ω

II
,

as the angular velocities are expressed in different local frames.
We will derive the compatibility condition for angular veloci-
ties at the joints and propose a similar strategy as for rotational
quaternions to avoid the use of Lagrange multipliers method by
the substitution of the primary unknowns of Newton’s iteration
at the structural level. The details are presented in the sequel.

A. Relation between boundary angular velocities

The angular velocity vector expressed in the local frame is
defined as

Ω = 2q̂∗ ◦
·
q̂, (36)

which yields the expressions for the nodal angular velocities
of elements I and II at the joint

Ω
I
= 2q̂I∗ ◦

·
q̂I and Ω

II
= 2q̂II∗ ◦

·
q̂II.

After considering (34), we have

Ω
I
= 2q̂I∗

0 ◦ k̂I∗ ◦
·

k̂I ◦ q̂I
0,

Ω
II
= 2q̂II∗

0 ◦ k̂II∗ ◦
·

k̂II ◦ q̂II
0 .

Since the relative rotation k̂ is continuous over the boundaries
of elements, eq. (35), we are able to express the constraint
relation between the boundary angular velocities

q̂I
0 ◦Ω

I ◦ q̂I∗
0 = q̂II

0 ◦Ω
II ◦ q̂II∗

0 . (37)

For the clarity of further derivation, it is convenient to express
(37) in terms of rotation matrices:

RI
0Ω

I
= RII

0 Ω
II
, (38)

where RI
0 and RII

0 denote the standard rotation matrices
equivalent to quaternion-based rotations expressed with q̂I

0 and
q̂II
0 .

B. Algorithmically enforced boundary conditions

A solution of two moment equilibrium equations (22) ex-
pressed at the same node, here formally written as

MI
(
Ω

I
)
= 0 and MII

(
Ω

II
)
= 0, (39)

needs to be found. The solution must also satisfy the algebraic
constraint

RI
0Ω

I −RII
0 Ω

II
= 0. (40)

Following the method of Lagrange multipliers the constraint
equation is multiplied by a multiplier λ and linearized. The
corresponding partial derivatives are then added to the initial
variational problem to obtain the weak form of Lagrange
function. For the present case it reads

MI
(
Ω

I
)
+ RI

0λ = 0, (41)

MII
(
Ω

II
)
−RII

0 λ = 0, (42)

RI
0Ω

I −RII
0 Ω

II
= 0. (43)

The method thus increases the size of the system and the
computational demands. It introduces three additional scalar
unknowns and three additional equations for each rigid joint
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between two elements. To avoid this, we introduce the follow-
ing change of variables describing the nodal rotation-related
unknowns:

Ω
I

R = RI
0Ω

I
and Ω

II

R = RII
0 Ω

II
. (44)

Based on the substitution of unknowns (44), the method of
Lagrange multipliers gives

MI
(
RIT

0 Ω
I

R

)
+ λ = 0, (45)

MII
(
RIIT

0 Ω
II

R

)
− λ = 0, (46)

Ω
I

R −Ω
II

R = 0. (47)

The system (45)–(47) can be easily reduced since the nodal
unknowns are now identical: ΩR = Ω

I

R = Ω
II

R. These new
variables can be interpreted as the relative angular velocities
in a relative local frame. It is important to observe that the
equations (45)–(46) represent the moment equilibrium equa-
tions, both written with respect to the same fixed basis. This
fact allows us to sum the first two equations which directly
leads to the reduced moment equilibrium equation at the joint:

MI
(
ΩR

)
+MII

(
ΩR

)
= 0.

Translational degrees of freedom are left unchanged. The
vector of nodal unknowns now becomes

yR =
[

v1 ΩR,1 · · · vM ΩR,M

]T
,

while its iterative correction vector reads

δyR =
[
δv1 δΩR,1 · · · δvM δΩR,M

]T
.

Note that the corrections of newly introduced variables (44)
can still be directly summed up to the current iterative values.
This property follows from the distributivity of multiplication
of time-constant matrix R0 with the sum of angular velocity
and its update. The original quantities Ω

I
and Ω

II
remain to

be the interpolated quantities at the elements level. Hence in
each iteration step i the variables Ω

I
and Ω

II
are extracted

from Ω
I

R = Ω
II

R and applied for further calculations.
In order to adapt a block of the corresponding tangent

stiffness matrix at an arbitrary boundary node of a element,
we express it with four submatrices appurtenant to translational
and rotational degrees of freedom

KI
node =

[
KI

vv KI
vΩ

KI
Ωv KI

ΩΩ

]
,

KII
node =

[
KII

vv KII
vΩ

KII
Ωv KII

ΩΩ

]
,

where Kvv and KvΩ denote the partial derivatives of (21)
with respect to velocities and angular velocities, respectively.
Similarly, KΩv and KΩΩ denote the partial derivatives of
(22). While the matrices Kvv and KΩv are left unchanged,
the derivatives with respect to angular velocities need to be
transformed in accord with the newly introduced variable
leading to

K̃I
node =

[
KI

vv KI
vΩ

(
RI

0

)T
KI

Ωv KI
ΩΩ

(
RI

0

)T
]

K̃II
node =

[
KII

vv KII
vΩ

(
RII

0

)T
KII

Ωv KII
ΩΩ

(
RII

0

)T
]
.

The above transformation allows the direct summation of nodal
tangent matrices within the Boolean identification technique to
be admissible for the chosen formulation:

K̃node = K̃I
node + K̃II

node.

With this procedure only six variables per node are needed
and computational complexity is only slightly increased due
to transformation of tangent stiffness matrices and the recon-
struction of average angular velocities at the element’s level
from the relative ones at the structural level. This procedure
is done by applying a simple time-independent rotation. The
main advantage, i.e., the additivity of the iterative and the
interpolated unknowns, is preserved. The size of the problem
for each element thus remains equal to 6N , which means
that on the structural level we need to solve 6(N · E − n)
equations, where E denotes the number of elements and n the
number of rigid joints. To enforce the boundary conditions,
the proposed method requires n additional matrix products
of the initial transposed rotation matrix, RT

0 , and the relative
angular velocity, ΩR. As we will show by numerical example,
these costs are negligible with respect to the overall numerical
procedure.

VI. NUMERICAL STUDIES

The applicability and excellent performance of the proposed
method will be demonstrated by standard benchmark examples
for flexible beam-like structures with finite strains where the
structure undergoes large displacements and rotations. Equidis-
tant discretization points were chosen for spatial discretization
and standard Lagrangian polynomials were taken to be inter-
polation functions. Integrals were evaluated numerically using
the Gaussian quadrature rule. The Newton-Raphson iteration
scheme was terminated when the Euclidean norm of the vector
of corrections of all primary unknowns was under 10−9. The
geometric and material data chosen in the examples are

EA = GA2 = GA3 = 106 N,

GI1 = EI2 = EI3 = 103 Nm2,

ρA = 1 kg/m.

Other data are provided separately for each example.

A. Free flight of a beam: the computational performance

In our first example, we analyse the computational perfor-
mance of the present approach when solving a problem similar
to the one introduced by Simo and Vu-Quoc [18]. The beam
is initially inclined and subjected to a piecewise linear point
force fX and point moments hY and hZ at the lower end, as
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shown in Figure 3. The mass-inertia matrix of the cross-section
is taken to be: Jρ = diag [ 10 10 10 ] kgm.

For this particular problem, all elements have equal initial
orientations. A simple Boolean identification of degrees of
freedom is therefore reasonable even if angular velocities in
local frame description are the primary unknowns, which is
the case in our approach. This allows us to solve the problem
in two different ways: i) with Boolean identification and ii)
using the proposed algorithm. By doing so, we will be able to
compare the computational times and demonstrate the demands
of the presented algorithm. Note that the Boolean identification
is not appropriate when solving problems, where elements have
different initial inclinations, which limits its applicability and
generality.

200

5.02.5 t� [s]

6 m

8 m

f

f� t h t( )= ( )/10/m

h� t h t( )= ( )/2

X

X

hZ

h

h� [Nm]

Y

Y

Y

YZ

X

Z

O 1

3

g

g

*

*

Figure 3. Unsupported beam that is initially straight but inclined.

To compare both methods, a dense mesh of 100 linear
elements has been used. For this problem a small number of
elements would be sufficient, but by increasing their number
the complexity of the overall algorithm raises so the additional
demands of the proposed algorithm can be easier observed.
Besides that, the computational error of the results becomes
negligible with very dense mesh. The average computational
times of the same evaluation in seconds are presented in Table
I.

TABLE I. COMPUTATIONAL TIMES OF INITIALLY STRAIGHT BEAM.

Method initial time step ten time steps
Boolean identification 3.415 42.820
proposed algorithm 3.508 34.011

We can observe that computational times of the proposed
method are only slightly larger after the first time step. How-
ever, in the time stepping procedure the proposed algorithm be-
haves better since the newly introduced relative velocities seem
to be more suitable computational unknowns, which leads to a
lower number of total iterations needed and, therefore, lower
computational times.

B. Large deflections of right-angle cantilever

This classical example introduced by Simo and Vu-Quoc
[18] was studied by many authors. A right-angle cantilever
beam is subjected to a triangular pulse out-of-plane load at the
elbow, see Figure 4. Each part of the cantilever is dicretized
with two third-order elements. A dynamic response of the
cantilever involves very large magnitudes of displacements
and rotations together with finite strains. After removal of
the external force, the cantilever undergoes free vibrations
and the total mechanical energy of the cantilever should
remain constant. Therefore, the stability of the algorithm
is here checked through the energy behaviour. The cen-
troidal mass-inertia matrix of the cross-section is diagonal:
Jρ = diag [ 20 10 10 ] kgm. Originally, the solution
was computed on the time interval [0, 30] s with fixed time
step 0.25 s, later the interval was extended to [0, 50] s by
Jelenić and Crisfield [37] claiming that most of the algorithms
encounter numerical stability problems between times 30 s and

21
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Figure 4. The right-angle cantilever subjected to out-of-plane loading.
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Figure 5. The out-of-plane displacements at free-end and at elbow for the
right-angle cantilever.
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Figure 6. The time history of the total mechanical energy for the right-angle
cantilever.

50 s. Here on a longer time interval [0, 100] s solution was
obtained without any numerical problems noticed, see Figure
5. However, the time step used had to be reduced by half,
h = 0.125 s, otherwise the iteration could not achieve the
prescribed tolerance condition at time 51.5 s. From Figure 6
we can observe almost constant total mechanical energy after
time t = 5 s; only slight discrepancy of about 0.2% can be
observed, which indicates good stability of calculations. The
present results on the time interval [0, 30] s agree well with
the results reported by other authors.

C. Large overall motion of a flexible cross-like structure

The large overall motion of completely free “cross” was first
presented by Simo et al. [38] to illustrate the performance of
the algorithm when calculating the dynamics response of a
reticulated structure. The geometry and the applied external
out-of plane forces are depicted in Figure 7. The centroidal
mass-inertia matrix of the cross-section is taken to be Jρ =
diag [ 10 10 10 ] kgm.

M t( )
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A

F t( ) F t( )

F t( ) F t( )

200
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5 m

Figure 7. The geometry and the loading of the “cross”.

In this example, four finite elements are rigidly connected
at the central point sharing the same velocities and the same
relative angular velocities. Thus, it is very suitable for the
demonstration of the appropriateness of the proposed approach.
The solution was computed on a very large time interval
[0, 1000] s with time step h = 0.1 s. We observed perfect
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Figure 8. The displacements of the “cross” at point A at the beginning and
at the end of calculation.
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Figure 9. The time history of the total mechanical energy for the “cross”.

quadratic convergence of the algorithm during the whole
calculation. Because the interval of calculation is so extremely
long we present only displacements on short intervals at the
beginning and at the end of calculation, see Figure 8.

After removal of external forces at time t = 5 s the cross
vibrates freely in a periodic-like dynamic pattern and the total
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mechanical energy is almost constant as expected, see Figure
9. The calculations remain stable even after 10 000 time steps.
More detailed results are, to author’s best knowledge, not
available in literature. However, almost the same response is
obtained by finer mesh and/or smaller time step indicating that
the computational errors for this problem are small.

VII. CONCLUSION

A novel finite-element approach for the beam dynamics has
been presented. The proposed method exploits the benefits of
the favourable properties of angular velocity in the local frame
description. The computational advantages of the quaternion
representation of rotations are preserved, but additionally with
the replacement of the primary unknowns we gain the consider-
able increase of numerical stability and robustness of the model
without any other measures needed. The issue of the continuity
of the structural unknowns over the element boundaries has
been resolved with minimal computational cost. The classical
benchmark examples demonstrate the excellent performance of
the proposed method. Even for large number of time steps a
reliable results were obtained and almost perfect preservation
of the total mechanical energy is gained for sufficiently dense
meshes and sufficiently small time-step sizes.
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Abstract—In this paper, 3 of the most popular search 

optimization algorithms are applied to study the multi-

extremal problems, which are more extensive and complex 

than the single-extremal problems. This study has shown that 

only the heuristic algorithms can provide an effective solution 

to solve the multiextremal problems. Among the large group of 

available algorithms, the 3 methods have demonstrated the 

best performance, which are: (1) particles swarming modelling 

method, (2) evolutionary-genetic extrema selection and (3) 

search technique based on the ant colony method. The 

previous comparison study, where these approaches have been 

applied to an overall test environment with the multiextremal 

Rastrigin functions, has shown already their suitability to solve 

multiextremal problems. In addition, they are characterized 

with superior performance properties. Nevertheless, each of 

the selected heuristic algorithms has demonstrated its own 

specific search features that allow the detection and 

identification of both global and local extremes. In this paper, 

the investigated algorithms have been validated on a larger test 

functions environment with different types of extremes. The 

particular attention was given to analyse their individual 

methods when solving the data-clustering problem. The main 

conclusion is that each of these methods can find the extremes 

by satisfying any desired precision and have acceptable 

performance, when applied to the variety of practical 

problems. 

Keywords—searching optimization; multi-extremes; genetic 

algorithm; swarm algorithm; ant algorithm. 

I.  INTRODUCTION 

For the current state of the theory of optimization is quite 
common that most of the known methods are designed to 
find only the global optima. Many of these methods are 
highly effective [1][2][3][4]. At the same time, the scope of 
the optimization methods, and related application areas are 
continuously expanding, as being part of the most advanced 
areas in science and technology. In addition, many social and 
economic projects, military and other applications are almost 
always faced to the formulation of optimization problems for 
which more precise solutions are needed. 

Many modern practical optimization problems are 
inherently complicated by counterpoint criterion 
requirements of the involved optimized object. The expected 
result - the global optimum - for the selected criteria is not 
always the best solution to consider, because it incorporate 
many additional criteria and restrictions. It is well known 
that such situations arise in the design of complex 
technological systems when solving transportation and 
logistics problems among many others. In addition, many 
objects in their technical and informational nature are prone 
to multi-extreme property. In particular, these objects and the 
discrete nature of their respective systems have significant 
multi-extreme property (ME) [5][6][7][8][9][10] [11][12]. 

A distinctive approach for solving such problems 
requires iterative steps to evaluate a large number of options 
in order to shape and find the solutions. The result of this 
process is that the developers are forced to apply search 
engine optimization (SO) [2][3][4]. 

In the second half of the last century and at the beginning 
of this century, the theoretical research and the practical 
application of their results have shown that it is inappropriate 
to find such methods in the class of so-called deterministic 
methods, as many attempts in following such approach have 
resulted to be ineffective. The reason is that these techniques 
are too sensitive to non-smoothness and other characteristics 
that are encountered when having continuous dependency, 
while as well-known, the problems related to the discrete 
programming lead to the application of the NP-complete 
algorithms. 

Therefore, to solve many practical optimization 
problems, especially problems of ME, it is appropriate to 
apply the so-called heuristics methods. These methods, 
according to the authors, are the most promising for solving 
the discussed ME problems [6][7][8][9][10][11][12]. 

A. Formulation of the problem 

As mentioned above, the motivation is to apply the most 
common heuristic SO methods to the environment having 
more typical, universal and complex ME problem, which 
has to be solved. The performed research revealed the 
possibility of finding some or all the extremes by applying 
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the selected methods. For this qualitative evaluation, it is 
necessary to numerically assess the accuracy of the found 
extremes values, as well as, the accuracy of their 
coordinates. Therefore, in the first stage of this research, we 
suggest the ME test function that might provide a common 
evaluation environment for validating the selected methods, 
when solving the proposed ME tasks. In the second stage of 
this research, the exact heuristic approaches are chosen, in 
order to determine both the well-known methods of solving 
ME tasks and their implementation algorithms. 

B. Choosing multiextremal test function with a preliminary 

analysis of its properties 

The most common and effective test functions for 

developing and analysing the SO methods are the 

Rosenbrock, Himmelblau and Rastrigin functions. The 

Rastrigin function (RF) is the most widely applied ME 

function between all of them. This universal function is not 

convex, as already shown in 1974 by Rastrigin [13]. The 

equation of N function arguments is:

   


n

i ii xAxnAxf
1

2 )2cos()(   

where: x=(x1,…,xn)
T
 – vector; A=10. 

The global minimum of this function is at the point 
(0,0)=0. It is difficult to find a local minimum of this 
function, because it has many local minimums. The 
isolation and evaluation of extremes is a complex task. 

In Section II, the 3 most popular approaches of finding 
the set of extreme problems are discussed for the 2-
dimensional Rastrigin function. Section III describes the 
related work. In Section IV, the conclusion of the conducted 
research is given. 

II. SELECTING A GROUP OF HEURISTIC METHODS 

In this paper, the authors established the 3 most relevant 
tasks, which are common in practice, when solving various 
search optimization tasks. 

A. RF using swarming particles method 

The essence and reasons in using the method of 
swarming particles (MSP) in SO tasks is well known 
[14][15][16][17][18]. The classic MSP algorithm simulates 
the real behaviour patterns of insects, birds, fishes, many 
protozoa, etc. However, ME objects require to know some 
specific properties of this algorithm. 

The authors of [19][20][21] and other members of R. 
Neudorf team [8][9][10][11][12] have significantly reworked 
the canonical MSP algorithm. In particular, a new modified 
version of this algorithm was developed for solving the ME 
tasks, which is based on a model based on the mechanical 
principles of the moving particle, and complemented by the 
mechanisms borrowed from the biological laws, as well as, 
the method of adaptation mechanisms, being property of the 
ME task. 

 

The Mechanical Movement Model (MMM) of particles 
[21] in MSP was significantly modified and refined: 

 tVXX ittittti   )()(


 

 tAVV ittittti   )()(


 

 tripii FFA


  

where: X(t-∆t)i – i-th particle previous position; Xti – i-th 
particle current position; Vti – i-th particle velocity at the 
current time; V(t-∆t)i – i-th particle current velocity; A(t-∆t)i – 
particle previous acceleration in previous time; ∆t – 
integration interval; Fpi – acceleration caused by the particles 
biologically action attractive forces; Ftri – slowing under the 
action of friction forces. 

Fpi – acceleration caused by the particles biologically 
action attractive forces includes 3 sub-attractions: 

 C
pi

L
pi

G
pipi FFFF


  

where: F
G

pi - particle attraction to global extreme; F
L

pi - 
particle attraction to the local extreme of particle (the best 
finding position by particle during its existence); F

C
pi - 

particle attraction to the nearest cluster. 
The sub-attraction in the described algorithm is based on 

an analogue of the law of gravitational attraction: 

 
2r

mmG
F ei

Q
Q
pi




  

where: Q ϵ {G, L, C}, G
Q
 – the proportionality coefficient 

(gravity prototype); mi - the desire measure of i
th
 particle to 

the selected best particle with bio-similar of me mass for the 
attractive particle (as a "bee flies to the womb"); r - the 
distance between the current position of the particle and 
extrema. 

In order to eliminate the errors (occurring at r=0 and r→
0

+
) the following changes are introduced: 

 when the particle is updating the global, local or 
cluster extreme, it loses one or more sub-attraction, 
because it is currently located in the best position 
(global, local or cluster) and thus continues the 
movement at the expense of the remaining sub-
attractions or inertia; 

 when the particle is at the point of the current global, 
local or cluster extreme (r=0). The limitation is 
naturally set in MM by formula (6): 





2r

mmG
F ei

Q
Q
pi




 

where ε - setup option, limiting the maximum 
acceleration, delaying the passage of the actual (and 
finding) particles from the centre of gravity; 
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 when the particle moves too close to the global, local 

or cluster extreme (r→0
+
). The particle gets a great 

acceleration that causes an increase in resistance of 
the medium (Ftri) and limits the maximum 
acceleration/speed. 

To improve the searching properties, the stochastic blur 
parameter was introduced: 

 ))5.0)1((21()(  rnd  

where: λ
ξ
(ε) – fluctuating parameter value at each iteration; ε 

– distorted relative deviation parameter from nominal value; 
rnd(1) – random number in the range [0, 1]. 

MSP contains the reflect mechanism. The particles 
reflect within the boundaries ranges of the selected function. 
This increases the area under investigation when particles try 
to "fly" over the treated area. 

Initially, the authors had decided to implement a dynamic 
clustering mechanism, which would allow particles to 
localized extremes, to further improve the search results, by 
swarming around the found local and global extremes. 
However, after preliminary research, authors decided to 
implement the clustering mechanism that is a combination of 
the 2 concepts - kinematic and dynamic. The kinematic 
concept is expressed at each iteration where the positions of 
all particles together with the previously created clusters 
points undergo the clustering ("A quasi-equivalence" 
algorithm [22][23]). This mechanism allows selecting the 
area of all found global and local extremes (the number of 
localized extremes may not exceed the number of particles * 
number of carried out iterations), by selected criteria. 

"A Quasi Equivalence" clustering algorithm does not 
require resulting number of clusters. It can be described by 
the following equations, which is the matrix of normal 
similarity measures: 


)),((max

),(
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where: x – is the plurality of elements; Q – is a number of 
elements in plurality; (q, i) = {1, Q}; d(x,y) – is a clustering 
criterion (like Euclidean distance between points or etc.). 

The relative similarity measures are defined with: 

 )()(1),( jxixjix xxxx
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where: (i, j, q) = {1, Q}. 
The matrix of similarity measures of the elements 

plurality: 
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where: a, b ϵ X. 

The result matrix: 

  RRR qq 1  

where: S=max, T=min. 
The values in the R matrix show whether the pair of 

points belongs to the R relation, called "quasi-equivalence 
levels" - a. The choice of a particular level divides the 
plurality into equivalence classes, which correspond to the 
separate clusters. Fig. 1 demonstrates the flowchart of "A 
Quasi Equivalence" clustering. 

 

Figure 1.  "A quasiequivalence" algorithm flow-chart 

The ME MSP modification requires the "A Quasi 
Equivalence" clustering based on the Euclidean distance 
between the allocated extremes criteria. After this action, all 
the points in the considered clusters are deleted, except the 
extreme point, which allows to dropout the sub-local values. 

The dynamic concept consists of the following steps: 
after the kinematic clustering particles appear with the 
"attractive force" to the extreme areas of the whole swarm, 
not only the global extreme, found as the best position for the 
particle. In this paper, the authors have chosen a strategy of 
particles attraction to be the centre of the nearby cluster, as it 
allows them to react instantly to changing situations (the 
emergence of new areas to find extreme). 

To test and debug MSP, the authors have developed the 
software tool «MMSP» (implemented by I. Chernogorov), 
which has enhanced functionality. The tool is implemented 
in C#. Fig. 2 shows the part of MMSP interface (without 
sub-area, which visualized the selected function, particles 
and created clusters. The Canvas and Helix library were used 
to display it. Authors used different libraries, because the 3D 
scene heavy loads the PC, which is not intended for huge 
experiments. Fig. 3(a) and 3(b) display the visualization of 
Guinta function, position and velocity vectors of the 
particles, and created clusters for 2D and 3D scenes), 
highlighting the diverse areas to display information. 

MMSP workspace is divided into the following sub-
areas: 
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 orange rectangle – MMSP sub-area, is responsible 
for the initialization of particles, the iteration (in the 
"step by step" and "automatic" mode) and restarting 
the computation; 

 green rectangle – MMSP sub-area, in which the user 
selects the desired test function and variable ranges; 

 blue rectangle - MMSP sub-area, in which the user 
sets up the 2D or 3D display mode by selecting the 
function and/or particles and/or created clusters; 

 purple rectangle – MMSP sub-area, is responsible 
for the customization of MSP parameters; 

 pink rectangle – MMSP sub-area, showing the MSP 
results at current moment: the global extreme 
computing time of initialization, iteration and 
clustering, number of the current iteration and the 
number of test function calls. 

The testing modifications effectiveness was carried out 
for RF in coordinate range (x,y) ϵ [-1.5, 1.5]. In this area, RF 
has 9 local minimums, including one global. Fig. 4(a), 4(b) 
and 4(c) show extreme areas localization process with 
kinematic-dynamic clustering and the creation of the 
corresponding clusters. 

 
Figure 2.  Part of MMSP interface.  

 
a) 

 
b) 

Figure 3.  Visualization of the function, particles and clusters in MMSP on 

(a – 2D scene; b – 3D scene).  

Fig. 4(a), 4(b) and 4(c) show that the particles are 
initially attracted to the resulting cluster, which is located in 
the global extreme area. This is due to the overall 
prevalence of the global attraction power over the local 
forces of attraction. Some peripheral particles might find the 
local extremes, which are attracted to them, and gathered in 
clusters. In strict clusters areas, the ME MSP algorithm (in 
case of having less isolated and significant extremes) is 
repeated.  
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 a) b) c) 

 
 d) e) f) 

Figure 4.  Extremal RF areas localization of (a – the initialization, b – the 1st iteration, c – the 50th iteration). RF local identification of global extreme of (d – 

the initialization, e – the 1st iteration, f – the 50th iteration) 

 
 a) b) c) 

Figure 5.  Extremal Schwefel_26 function areas localization of (a – the initialization, b – the 1st iteration, c – the 50th iteration).

This process is iteratively repeated until the desired 
accuracy of the local and global extreme parameters is 
achieved. Within the limited time for fulfilling the algorithm 
of each cluster, a quite stable dynamic equilibrium of 
particles is set. The calculations, for the modelling activity, 

make obvious that the average number of the particles is 
correlated with the value of the extreme. The degree of 
correlation depends on the ME MSP algorithm settings. 

In order to improve the accuracy of any extreme 
parameters estimation, the repetition of ME MSP algorithm 
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is applied to the contracted areas of the defined clusters. 
This process can be iteratively repeated until the desired 
accuracy is achieved, by taking into account all the local and 
global extremes. 

The examples in Fig. 4(d), 4(e) and 4(f) demonstrate the 
fragments of the iterative identification of the global 
extreme, which is located at the point [0, 0]. TABLE I 
shows the results obtained by the localization and additional 
identification in all areas. The table presents the coordinates 
x=x1 and y=x2, and the RF values obtained by applying the 
equation (2). The increase of number of iterations (and the 
search time) improves the estimated accuracy. Searching 
tasks carried out on the PC with AMD Phenom II P960 
processor and 6Gb of RAM. At the same time, to achieve 
the described accuracy (localization of all extremes areas 
and additional identification of 9 areas) took ~ 32 seconds. 
Thus, we can conclude that ME MSP is an effective tool for 
solving the ME tasks. 

TABLE I.  RESULTS OF THE EXPERIMENT 

Standard Extremal evaluation item 

x y f (x, y) 
Coordinates Value 

x Y f (x, y) 
-1 1 2 -1.00007 1.0001 2.000382825 

-1 0 1 -1.0001 -0.0004 1.000292529 

-1 -1 2 -1.00001 -1.0003 2.000595233 

0 1 1 -0.0001 1.00009 1.000177161 

0 0 0 -0.0005 0.0002 0.000049304 

0 -1 1 -0.0006 -1.0003 1.000659723 

1 1 2 1.0005 1.0008 2.002827059 

1 0 1 1.0003 -0.002 1.001544741 

1 -1 2 1.0003 -1.0004 2.001314045 

 
Additional testing modifications effectiveness was 

carried out for more asymmetric Schwefel_26 test function 
[24] in coordinate range (x,y) ϵ [-250, 250]. The equation of 
N function argument is: 

  


n

i ii xxnxf
1

)sin(9829.418)(  

Search format was changed: extremes – the highest 
values. Fig. 5(a), 5(b) and 5(c) show MSP work on different 
stages. To select a larger number of local extremes it is 
needed to optimize the a clustering parameter. 

The modification of the kinematic-dynamic clustering 
mechanism allows reducing the time and increasing the 
search accuracy. In subsequent papers the authors decided to 
carry out modification of the clustering mechanism, in the 
direction of a dynamic paradigm, to give the particles more 
resemblance to a real prototype, expecting to improve the 
search results and to reduce the computing clustering time. 

B. Features of the evolutionary-genetic algorithm. 

In solving the search engine optimization problems 
[25][26][27], one of the most popular, proven and, 
therefore, demanded tools is the evolutionary genetic 
algorithm (EGA). The structure of classical EGA, its 
respective components, and their processing operators are 
well known. However, depending on the objective 

applications, EGA can be characterized by considerable 
structural parametric features. In particular, the use of EGA 
for solving ME problems [28][29][30][31], as shown by 
studies [28][29][30], requires the addition of classical EGA, 
which application is based on the assessment and extremes 
selection tools. The evaluation and selection are necessary 
to identify the type of the extreme (maximum, minimum), 
and for measuring their size. Furthermore, it is necessary to 
determine the position of extreme in the factor space, i.e., 
coordinates. 

For the Clustering Algorithm, we develop an approach 
for the selection of extremes, based on one-sample Student 
t-test criteria [30][31][32]. The proposed approach involves 
the implementation of 2 sequential stages: 1 - generation 
and 2 - evolutionary selection of populations by EGA and 
subsequent clustering to receive its finishing generations 
results - the fittest. The obtained results, in the form of 
quantitative assessments, identified the extremes distributed 
over the coordinate groups, by checking them in respect to 
the 0-hypothesis. 

The clustering algorithm, implemented in this approach, 

is a logical comparison of the obtained vectors iv


 - results 

of evolutionary individual’s selection with the average 0v


 

vector for each cluster sample and considers an expectation 
estimate to find the real extreme. The application of the 
theoretical positions of 0-hypothesis by using one sample 
Student t-test takes a decision about the inclusion or non-
inclusion of the individual within a cluster sampling. As a 
result, the clusters are formed from individuals, which 
structure corresponds to the known necessary and sufficient 
conditions, for the existence of a local extreme. 

Conceptually, these conditions are set to have in each 
cluster the best individual and the best estimate (estimate of 

local extreme ev


) for the sample, and the remaining 

individuals are forming the extreme neighbourhood. For the 
neighbouring individuals the sufficient conditions for the 

extreme ev


 is to fulfil one of the 2 conditions: 

 if ev


 - maximum, then 

 )()( ei vvei


  ,  

 if ev


 - minimum, then 

 )()( ei vvei


  , 

where φ(·)- function for which extremes are sought. 
For implementation of the algorithm, in order to be able 

to estimate one sample, 0-hypothesis requires testing of the 

toiletries in each formed EGA vector of arguments v


 with 

each cluster in the finish population. 

 ]},1[|{ kkik nivV 


.  

However, the form of multi-dimensional vector based 
argument makes it impossible to be directly applied to one 
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sample Student t-test, formulated for the treatment of the 
scalar arrays. 

In connection with this algorithm, the transformation of 
the vector quantities is implemented for their scalar 
evaluation. The main vector estimates of cluster Vk are 

averaged over a cluster sample vector 0v


 and the vector of 

local extreme evaluating ev


. The main scalar evaluations of 

cluster Vk are metric estimation of the discrepancy vectors 
(the distance between the points in the factor space). A 
measure of the audited individual proximity between the 

coordinates of the vector v


 and the cluster is a unit vector 

of its deviation from 0kv


: 

 || 0kk vvv


   

The statistical sampling, which may or may not belong 

to the v


, with an estimate of the proximity to it (16) is the 

set of scalar distances estimates of cluster elements (15) 

from the 0kv


  

 ]},1[||{ 0 kkkikik nivvvv 


.  

The decision of the vector v


 belonging to the set is 

accepted for the selected confidence level Pk. To determine 

the supplies of vector v


 to the sample (17), we need to 

calculate the average based on a sample, as follows: 

 

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i
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The following step requires to compute the standard 
deviation of the vectors that have already been identified in 
the cluster: 

 
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and compute the standard average with the sample within 
the deviation cluster  
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Further on, and according to the calculated values, it is 
necessary to calculate the experimental value of one-sample 
Student t-test criteria: 
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

||

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If the obtained empirical value ti does not exceed the 
table value tp [33] with n degrees of freedom, and can be 
selected the confidence level Pk in the table, we can assume 

that v


 belongs to this cluster. 

The described algorithm is one of the high quality 
instruments to study the ME dependencies [33][34]. On its 
basis, the software tool “EGSO_MET” was developed. The 
software structure includes 8 separate classes that inherit the 
standard class Object: 

1. Individual class - is used to describe objects such as 
individual EGA; 

2. Cluster class - is used to describe objects such as a 
cluster; 

3. CreatePopulation class - includes methods for 
creating an initial population of EGA, which 
consists of a special type of objects; 

4. FormPopulation class - contains the methods for the 
selection and formation of the initial population in 
EGA based on the user-set parameters; 

5. FunctionDeal class - includes methods for 
calculating the objective function value of the 
object; 

6. EvolutionaryGeneticAlg class - includes methods 
for simulating crossover and mutation operators in 
EGA; 

7. Student_tTest class - includes methods of clustering 
obtained with EGA results; 

8. MainViewModel class - contains the methods of 
interaction with the «EGSO_MET» software 
interface. 

A more detailed description of the EGSO_MET 
interface and structure for each class can be found in 
[30][31]. This software has an intuitive graphical user 
interface, which includes a user input settings module, a 
graphical display of the object in 3-dimensional space and in 
addition has the statistics gathering module. The instruments 
used for its reconstruction include: 

 Windows Presentation Foundation (WPF) - a 
system for building the Windows client application 
with visually appealing possibilities of interaction 
with the user. The graphics (presentation) 
subsystem is a part of .NET Framework (since 
version 3.0), supported with the XAML language. 

 Helix toolkit 3D is the graphics framework, based 
on DirectX engine. It allows you to re-create the 
elementary 3-dimensional animation.  

The input parameters, in addition to the standard input 
(population size, number of generations, probability of 
crossover, probability of mutation, the search area, the 
accuracy, the object under study) have been extended with: 

 extremes parameter (minimum / maximum); 

 special selection parameter (roulette / casual / 
tournament); 

 parameter of crossover type (single point / two-
point); 

 parameter of mutation type (one-point / multipoint); 

 parameter of breakpoints type. 
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Intuitive «EGSO_MET» software interface is shown in 
Fig. 6. On Fig. 6(a) are shown the settings of EGA border 
parameters, accuracy and extremes type. 

 
a) 

 
b) 

Figure 6.  «EGSO_MET» main window settings interface: a)border 

settings; b) EGA settings. 

On Fig. 6(a) are shown the settings of EGA border 
parameters, accuracy and extremes type. On Fig. 6(b) are 
shown the settings of EGA parameters. 

In addition to the tabs of the main window, EGSO_MET 
software has tabbed settings for the local search options and 
the tabs for the results to set the global and local search. An 
example of the displayed results of the global and local 
searches is shown in Fig. 7. 

 
Figure 7.  «EGSO_MET» obtained results interface. 

ME functions research using EGSO_MET software. As 
example, the modified EGA results of the Himmelblau 
function research (search minima) and the Shekel function 
research (maxima search) are presented with the 
EGSO_MET software described above. It is worth noting 
that the Himmelblau function study was carried out in the 

range of [-4, 4], and Shekel function research was carried 
out in the range [0, 20]. The EGA input parameters are: 

 Number of generations = 20; 

 Individuals in each generation = 1000; 

 Crossover probability = 95%; 

 The probability of mutation = 30%; 

 The accuracy of the study = 7 digits after the 
decimal. 

In the study of Himmelblau function, 4 clusters are 
allocated, and the minimums of each cluster can be 
correlated with Himmelblau function minimums situated in 
the study area. In the study of Shekel function, 3 clusters are 
allocated, and peaks of each cluster can be correlated with 
the Shekel function peaks situated in the study area. 

Figure 3 shows the graphs finding sequentially the 
values of the Himmelblau function, their various 
coordinates (X and Y) and the corresponding values of the 
objective function (F (X, Y) ≈ 0), which are sorted in the 
descending order. In Himmelblau function clearly shows 
that value of the objective function which are close to each 
other (or in some cases equal to) have significant differences 
in the coordinate parameters (i.e., parameters of the 
objective function, providing close to the minimum values 
are different). This fact confirms that the object has multi-
extremes. It should be noted that this property is also 
inherent to the Shekel function. 

In the study of Himmelblau function cluster, the 4 
obtained minimum values can be considered for a global 
extreme, which characterized the local minima of the 
function, see Fig. 8 (a). 

In the study of a Shekel function cluster, see Fig. 8 (b), 
the 2 obtained extremes are peripheral and their maximum 
values characterize the local maxima of the Shekel function, 
and the maximum value of one of the three found with the 
help of research clusters, characterizes the global Shekel 
function maximum. 

The study of Himmelblau and Shekel functions in 
finding the global and the local extremes are presented in 
TABLE II and TABLE III, respectively, with their actual values 
and their corresponding coordinates. 

 
 a) b)  

Figure 8.  Extremes localization areas: a) selected clusters of Himmelblau 
function b) selected clusters of Shekel function. 

As seen from TABLE II and TABLE III, the extremes 
evaluation values and their coordinates are not very 
accurate. If the obtained values do not satisfy the required 
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accuracy, it has to be followed with a second study of the 
cluster function. As example, the second research in each 
cluster area of the Himmelblau function is shown in TABLE 
IV. The authors have developed the approach for the local 
search in the extreme areas [31], based on the EGA 
[29][30], where similar extremes values of the 2

nd
 cluster 

(Himmelblau function) can be seen in Fig. 9 (a); the best 
extreme evaluation is highlighted with a red circle. The 
search was carried out in the area around the highlighted 
extremes, see Fig. 9 (b). 

TABLE II.  OBTAINED ON THE FIRST ITERATION RESULTS (CLUSTERS 

OF HIMMELBLAU FUNCTION) 

Himmelblau function 

Standard Extremal evaluation item 

X Y f(x,y) 
Coordinates Value 

X Y f(x,y) 
3.58442 -1.84812 0 3.58931 -1.86579 0.00527 

3 2 0 2.98944 2.03233 0.01531 

-3.77931 -3.28318 0 -3.76109 -3.25452 0.04045 

-2.80511 3.13131 0 -2.79797 3.09164 0.06383 

TABLE III.  OBTAINED ON THE FIRST ITERATION RESULTS (CLUSTERS 

OF SHAKEL FUNCTION) 

Shekel function 

Standard Extremal evaluation item 

X Y f(x,y) 
Coordinates Value 

X Y f(x,y) 
2 10 1.01439 1.94624 9.87414 0.99575 

10 15 0.51646 9.95978 14.99479 0.51612 

18 4 0.51646 18.08359 4.03641 0.50665 

TABLE IV.  EXTREMES LOCALIZATION (SECOND RESEARCH) OF 

HIMMELBLAU FUNCTION 

Values 1st cluster 2nd cluster 3rd cluster 4th cluster 

X 3.58518 2.99946 -3.7783 -2.8023 

Y -1.85084 2.00173 -3.28153 3.1294 

f(x,y) 0.00012 0.00004 0.00013 0.0004 

 
 a) b) 

Figure 9.  Form of clusters in localized area: a) 100th; b) 110th 

generation. 

C. Solving ME problems by ant colony method. 

The "Ant colony method" (ACM) is studied in this 
section, as the third group of methods that are widely used 
in solving various optimization problems. A distinctive 

feature of ACM is that the fundamental behaviour of the 
real ants is modelled [34][35]. Such behaviour allows the 
colony to achieve effective results in life, which are often 
close to optimal solution. As a rule, the ACM is mainly used 
for the route minimization problems in graph [35][36][37], 
but, according to studies and to a number of scholars and 
authors [38][39], these algorithms also show good results in 
other areas. In this paper, the modification of the classical 
ACM is used to optimize the reference test ME functions 
Ursem01 [40] and Styblinski-Tang [41]. 

In the following section, a method based on the classical 
implementation of ACM is described. It is used to solve 
problems on graphs [35], however, for solving the ME 
problems, some modifications are required. 

By analogy with the classical ACM, this modification 
called MACM, inherited the well-known steps as 
"placement and initialization", "ants moving" and 
"breakpoint checking conditions." 

Algorithmic and mathematical model of MACM. In 
general, mathematical and algorithmic model studies the 
multi-extremal problems which are depending on Φ(𝑥). It 
has the arbitrary order 𝑛   (i.e., 𝑥  - 𝑛   - vector), and 
represented as follows. The field of study Φ(𝑥) using the 
MACM in factor space is divided into 

  
n

1i
i



 mM   

fragments – hyper-parallelepipeds, each of which is 
associated with the value of the function at the centre. 
Furthermore, each fragment is originally assigned to some 
small positive pheromone level and a certain number of ants 
are placed inside the fragment. 

Thus, many fragments can be described as a multi-
dimensional cellular matrix of the form 
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fulfilling the necessary degree of nesting. The dimension 𝑛 
can be odd. Then the external matrix is column matrix. 

The search algorithm implemented in MACO due to 
[34][35][36][37][40] that every ant in hyper-parallelepiped 
𝑎𝑖1,𝑖2…𝑖𝑛

 evaluates all adjacent hyperparallelepipeds and 

calculates the probability 𝑃
𝑖1,𝑖2,… 𝑖𝑛

𝑖𝑗±1
 of transfer expediency 

according to the (24), where 𝑖𝑖, 𝑚𝑖  – the serial number on 
the fragment location on 𝑥𝑖  axis of factor space; 𝑄  – the 
optimization criterion; 𝑓 – the number of pheromones in a 
fragment of a particular index;  𝛼 – the variable pheromone 
exposure factor on the transition probability of an ant; 𝛽 -  
the variable ratio of the intensity variation of the function 
when passing over the edge. 

94

International Journal on Advances in Systems and Measurements, vol 10 no 1 & 2, year 2017, http://www.iariajournals.org/systems_and_measurements/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



 
   

    


























 






  



,0)...,...,()...,...,(

)...,...,()...,...,(

,1;,1...;,1;,1

1

,1 1,1
...,...,...,...,

...,...,...,...,

1
1

,...,

2211

11

11

1111

11

21

njnj

jjk

nknk

njnj

njnj
j

n

iiiiii

nj iii
iiiiii

iiiiii

iiiiii
i

iii

nn

xxxQxxxQ

Qf

Qf
xxxQxxxQ

P

njmimimi





  

 
Model (24) is supplemented by model updates 

pheromone - the main tool of giving an effective search, 
inherent only to ACM. Its essence, at each iteration, occurs 
both the growth and the evaporation of pheromone. 
Therefore, changing the pheromone stock in each fragment 
𝑎𝑖1,𝑖2…𝑖𝑛

 in one simulation step ℎ  is calculated by the 

following equation of state in discrete form: 
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where: 𝜌 ∈ (0; 9)  – the variable evaporation coefficient; 

𝑓𝑎𝑖1,𝑖2…𝑖𝑛
(ℎ)  - pheromone content in 𝑎𝑖1,𝑖2…𝑖𝑛

 hyper-

parallelepiped; ∆𝑓𝑎𝑖1,𝑖2…𝑖𝑛
(ℎ)  – the increment on each 

iteration, calculated according to the formula: 
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where 𝐾 – the pheromone growth coefficient. 
The phenomenon of pheromone evaporation is taken as 

real property information exchange and causes the ant to 
confirm or update its results within the search model, thus 
providing a review of the whole space of possible solutions. 

When looking for the minima where  

𝑄 (𝑥𝑖1
, … 𝑥𝑖𝑗

, … 𝑥𝑖𝑛
) < 𝑄 (𝑥𝑖1

, … 𝑥𝑖𝑗±1, … 𝑥𝑖𝑛
)  is satisfied, 

transition between fragments is banned. Thus, the 
breakpoint condition is fulfilled if all the ants are unable to 
move. As a result, after N iterations ants get fragment with 
the lowest functions value and localize the minimums. 

The software tool Multi-Extreme Optimization of 
Function by MACM description. On the basis of the 
described algorithm and model (22)-(26), the software tool 
(ST) was developed that implements the search of local and 

global extremes. The ST structure includes 6 independent 
classes that inherit from the standard class Object: 

1. class Ant – class that is used to describe objects such 
as ant; 

2. class Algorithm – class that is used to describe 
objects of MACM algorithm; 

3. class Drawing – class that contains methods for 
GUI; 

4. class Parameters – class that contains global 
parameters; 

5. class Results – class that is used to generate and 
output the resultant information; 

6. default classes Form and Program – standard 
classes that are created by default in the 
development environment. 

ST has an intuitive graphical user interface, which 
includes a user input settings module, a graphical display of 
the object, as well as statistics collection and displaying the 
results modules. To create a modelling module were 
involved: 

 Windows Forms — Application Programming 
Interface (API), is responsible for the graphical user 
interface and is part of Microsoft.NET Framework; 

 Tao Framework — a library that provides 
developers with .NET and Mono access to features 
of popular libraries like OpenGL and SDL. 

Fig. 10 shows the software tool graphical user interface 
(GUI). 

The user settings are located on the right side of the the 
main GUI window, and in the left side of the visual 
represenattion of the object is dispalyed. The graphical 
display is based on the Tao framework library using 
OpenGL. The settings window allows to change all the 
parameters of the algorithm in an easy way. In the process 
of implementation, all the information is gathered and 
displayed on the screen for the visual assessment of the 
computed optimization results. 

To display all localized extremums and their status, a tab 
with the results is shown in Fig. 11. 
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Figure 10.  «MEOF_MACM» main GUI 

ME functions research using MEOF_MACM. As 
example, we considered and optimized Ursem01 function 
and Styblinski-Tang, which plots are presented in Fig. 12. 

Research Ursem01 function is performed in the range of 
x and y [-2;2] coordinates. The selected area is initially 
divided into fragments with 0.0133 step, and one ant was 
placed on each fragment. Coefficients α = 1, β = 0.7, ρ = 
0.5, K = 1 and τ = 1. Fig. 14 shows the individual stages of 
ST.  

The localization results of each extrema are presented in 
TABLE V.  

Figure 11.  «MEOF_MACM» result interface 

  
 a) b) 

Figure 12.  Plots of additional functions to study (a – Ursem01 function plot, b – Styblinski-Tang function plot) 
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 a) b) 

Figure 13.  The stages of the localization 300x300 division area (a, b –

intermediate results) 

TABLE V.  LOCALIZED RESULTS (URSEM01 FUNCTION) 

Ursem01 function 

Standard Extremal evaluation item 

X Y f(x,y) 
Coordinates Value 

X Y f(x,y) 

1.69714 0 -4.8168 1.69500 -0.00499 -4.81676 

- - - -1.44666 -0.00666 -3.24594 

 
The research on the Styblinski-Tang function is 

performed in the range [-5; 5] with the partition of the test 
area by 400x400. Fig. 14 shows the individual stages of ST. 

  
 a) b) 

Figure 14.  The stages of the localization 400x400 division area (a, b –

intermediate results) 

The localization results of each extremum are presented 
in TABLE VI. If the results are not accurate enough, the 
algorithm can be repeated with the resulting fragments, and 
in such way the extreme will be found. 

TABLE VI.  LOCALIZED RESULTS (STYBLINSKI-TANG 

FUNCTION) 

Styblinski-Tang function 

Standard Extremal evaluation item 

X Y f(x,y) 
Coordinates Value 

X Y f(x,y) 

-2.90353 -2.90353 -39.1659 -2.91249 -2.91249 -39.16477 

- - - -2.91249 2.73749 -32.09647 

- - - 2.73749 -2.91249 -32.09647 

- - - 2.73749 2.73749 -25.02818 

 
It is worth noting that this algorithm and its software 

implementation have no special mechanism for clustering. 

This is due to the fact that the clustering mechanism is 
incorporated in the mathematical models (22). This 
approach is characterized by some discreetness. The test 
area is divided into fragments, thus the resulting agents 
somehow are combined into groups, which are further 
referring to a specific function value within the fragment. 

D. Computational resources and performance 

The search of the extremes by the swarming particles, 
evolutionary-genetic and ant colony algorithms on 2-
dimensional Rastrigin function is carried out on a PC with 
processor AMD Phenom II P960 with 6 GB of RAM. 

To achieve the accuracy 10
-3

, the time was up to 40 sec. 
For the additional search within each area, the required 
computational time was up to 20-50 sec. 

III. RELATED WORK 

In the design optimization process, we are often 
confronted with problems facing the ME conditions. Such 
situation requires several decisions to be taken, which take 
into consideration several identical or close extremes, and 
the best choice in-between them has to be used. The 
classical theory of scheduling gives examples, where several 
identical optimums and identical sub-optimums, close to 
them exist. The majority of discrete, integer and 
combinatory programming problems differs in such 
property, in particular, when finding solution for graphs. 
The finite number (though to be very big) of admissible 
decisions requires considering the ME solutions for the 
discrete environment optimization. It is important to have a 
complete solution of the ME task, because the criterion is 
usually a numerical expression related to the optimized 
object. However, there are many additional conditions, 
which can help to choose the extreme, equivalent or close in 
size, and satisfy both, the numerical criteria estimates and 
the heuristic ideas. Therefore, the choice of the most 
effective methods and algorithms, is an extremely important 
step to find such solution of the ME task. 

However, not all of the search methods provide the 
successful solution for the ME task. It is well known that the 
determinate methods are sensitive to the sign-variable, so-
called "gullied" surfaces, which define the real variables in 
the factor space. The solution of discrete tasks by such 
methods leads to the nondeterministic polynomial, in order 
to be defined for the complete problem in time. The 
methods of the accidental search are poorly predictable, 
since it is impossible to control the time expenditure, and 
even the basic decision, on which heuristic method to apply, 
when having a real search optimization problem. In 
particular, in Russia, in the last years, the quite intensive 
research is conducted to find appropriate solutions for the 
many optimization problems. Among these methods, it is 
important to mention the swarming particles algorithm 
[14][15][16][17][18][19][20][21], the evolutionarily genetic 
algorithm [25][26][27][28][29][30][31][32][33], and the ant 
colony algorithm [34][35][36][37][38][39][40][41]. These 
algorithms were investigated, as the traditional optimization 
tasks, and in relation to find the solution of the ME tasks. 
For the last case, they have been significantly modified, by 
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experimenting with different heuristic methods, which 
research was already conducted by the authors. Therefore, 
the presented work brings forward a peculiar theoretical 
result, and trace the roadmap for the future research in this 
direction. 

IV. CONCLUSION 

The application analysis of the 3 heuristic algorithms for 
solving the ME tasks showed that these methods are 
efficient, effective, and bring some essential features to the 
presented solutions.  

The specific approaches to solve the task for each of 
these particular cases is determined through the analysis of 
the algorithms features; the detection and identification of 
local extremes, clustering methods and subsequent 
operations resulting from such analysis. However, in all 
these cases, the modifications of algorithms is connected 
with the data clustering necessity, which was found to be 
essential. In addition, all the methods showed reasonable 
performance.  

To conclude, all the 3 studied methods are considered to 
be relevant and promising for the future applications. The 
specific choice of the algorithm tool for solving ME tasks 
depends on the experience and personal researcher 
preferences, as well as on the special features of the domain 
specific research area. 

In this paper, the task of finding the set of extremes for 
2-dimensional Rastrigin test function was examined. In 
future research, it is advisable to study the problem of 
higher dimension (3 or more) in order to assess the impact 
of algorithms’ parameters affecting the time and search 
accuracy, and to enable algorithms modifications for the 
mathematical models of any-scale problem dimension. 
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