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Framework for Adaptive Sequential Pattern Recognition Applied on Credit Card
Fraud Detection in the Online Games Industry

Michael Schaidnagel, Thomas Connolly
School of Computing
University of the West of Scotland
B00260359@studentmail.uws.ac.uk
Thomas.Connolly@uws.ac.uk

Abstract—Online credit card fraud presents a significant
challenge in the field of eCommerce. In 2012 alone, the total
loss due to credit card fraud in the US amounted to $ 54
billion. Especially online games merchants have difficulties
applying standard fraud detection algorithms to achieve timely
and accurate detection. This paper describes the special
constrains of this domain and highlights the reasons why
conventional algorithms are not quite effective to deal with this
problem. Our suggested solution for the problem originates
from the fields of feature construction joined with the field of
temporal sequence data mining. We present feature
construction  techniques, which are able to create
discriminative features based on a sequence of transaction and
are able to incorporate the time into the classification process.
In addition to that, a framework is presented that allows for an
automated and adaptive change of features in case the
underlying pattern is changing.

Keywords-feature construction, temporal data mining, binary
classification, credit card fraud

. INTRODUCTION

This work is an extension of our work in the field of
fraud detection [1]. The approximate global business volume
of the computer gaming industry in total rose from $ 79
billion in 2012 to $ 93 billion in 2013 [2]. It is estimated to
reach $ 111 billion in 2015. New technology developments,
such as browser games and Massive Multiplayer Online
Games have created new business models (based on
micropayments) for online games merchants. Both,
technology and business model affect the customers payment
behaviour. Their first choice for performing online payments
is the credit card. The downside of this development is an
increase in online credit card fraud, which continues to pose
a big threat for online merchants. Over all branches, the total
loss due to credit card fraud rose to $ 54 billion in 2013 in
the US alone [3] and is supposed to increase further.
Especially merchants in the online games industry are having
difficulties applying standard techniques for fraud detection.
The reason for this is the lack of personal information about
their customers as well as the need for real time
classification. Other online retailers (e.g., for fashion, books)
are able to compare the shipment address with the billing
address of an order to assess if a suspicious transaction is
placed. In addition to that, online retailers have more time for
extensive risk checks and can also have the manpower to
verify customer’s identify by phone for high amount orders.

Fritz Laux

Data Management Lab
Reutlingen University
Fritz.Laux@reutlingen-university.de

Online game merchants dealing with low volumes micro
transactions and need to deliver instantly in real time.
Therefore, an automated data mining approach needs to be
considered in order to deal with fraudulent credit card
transactions. The advantage of games merchants is their data
situation. Data about the in-game behaviour as well as the
earlier transactions can be collected along the way.
Therefore, it is obvious to use the so far collected data to
determine genuine and fraudulent behaviour patterns.

The collected transaction sequences have a more
complex structure that other tuple based data. It is collected
over time and incorporates timestamps of the particular items
bought. We apply feature construction techniques to
incorporate the temporal dimension of previous transactions
into the classification process and therefore aid finding
distinctive sequential patterns. A sequential pattern is only
visible in the course of time [4].

The rest of the paper is structured as follows: Section Il
gives a short introduction in to the field of temporal sequence
data mining to set the frame for the given set of problems.
This is followed by Section Ill, which explains feature
construction and feature selection. These research fields are
later used to retrieve information from data sequences. The
consecutive Section 1V will define the problem at hand,
introduces problem-related terms and describes the
contribution of this work. Section V will then give an
overview of the related work, which describes different data
mining algorithms that are normally suggested for the given
problem set. The algorithms are also part of the experimental
evaluation. Section V will detail our suggested method and
describe the major components. The suggested method is
applied to a real life data set in Section VII to show its
classification abilities. Section VIII concludes the results and
mentions a few points for future development.

Il.  FRoOM DATA MINING TO TEMPORAL DATA MINING

Data Mining is a multidisciplinary research field, which
uses methods and knowledge from many areas, such as
database technology, machine learning, information theory,
statistics, data visualization, artificial intelligence, and
computing [5]. This created a “solid science, with a firm
mathematical base, and with very powerful tools” [6] p. 5. It
is the natural result of the evolution of information
technology. This development started in the 1980°s when
data access techniques began to merge, the relational data
model was applied, and suitable programming languages
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were developed. The following decade included the next
significant step in data management: the use of Data
Warehouses and Decision Support Systems. They allowed
manipulation of data originating from several different
sources and supported a dynamic and summarizing data
analysis. However, these systems are not able to find more
hidden patterns in data-rich but information-poor situations.
This requires advanced data analysis tools which are
provided by the research field of data mining [7]. In contrary
to Data Warehouses and Decision Support Systems, Data
Mining is computer-driven. It solves the query formulation
problem. This means discovering patterns, which a user is
not able to put into a database query or is only able to
formulate the problem [7].

The term Temporal Data Mining refers to an emerging
research issue [8], that is defined by Lin, Orgun, and

Williams [9] p. 83 as “a single step in the process of

Knowledge Discovery in Temporal Databases that
enumerates structures (temporal patterns or models) over
the temporal data, and any algorithm that enumerates
temporal patterns from, or fits models to, temporal data
[...]”. This step increased its importance, since recent
advances in data storage enabled companies to keep vast
amounts of data that is related to time [9]. Temporal Data
Mining is concerned with inferring knowledge from such
data. Thereby the following two inference techniques can be
applied [9]:

e  Temporal deduction: inferring information that is a
logical consequence of the information in the
temporal database

e Temporal induction: inferring temporal information
generalized from the temporal database

According to Kriegel et al. [10], Temporal Data Mining

algorithms that are able to find correlations/patterns over
time will play a key role in the process of understanding
relationships and behaviour of complex objects. Complex
objects in this case can be, for example, data sequences that
contain several columns. A prime example therefore is
transactions in an online shop. All transactions from one
customer form a transaction sequence. Each transaction can
contain information about the purchase date, the purchased
items and the customers address etc. This work will show
how behaviour over time can be captured in meaningful
features and then be used for real time classification.

Ill.  FEATURE SELECTION AND FEATURE CONSTRUCTION

Today’s data sets can have billions of tuples and
thousands of (often useless) attributes [11]. This
development is often referred in the literature as the curse of
dimensionality. The performance of classification
algorithms can deteriorate if the wrong input is given and
also the computational costs can increase significantly. The
reason for this is the tendency of classifiers to overfit, if
provided with misleading information. So in terms of the
online shop example from above, the length of the street
name of the customers address does not have an effect on
the purchase behaviour and needs to be ruled out. In order to
do this, feature selection techniques are applied on the given
data to decrease data dimensionality. This results in an

International Journal on Advances in Software, vol 7 no 3 & 4, year 2014, http.//www.iariajournals.org/software/

increase of classification performance and also in a
reduction of the execution time.

Feature selection is defined as the process of selecting a
subset of attributes from the original dataset, which allows a
classifier to perform at least as good as with all attributes as
input [11]. There are several different feature selection
techniques that can be categorized as supervised,
unsupervised and semi-supervised. Supervised techniques
utilize the given label while unsupervised do not. In terms of
feature selection strategies, there can be a categorization
into filter, wrapper or hybrid models [12]. Filter models use
certain criteria to assess features and select the features with
the highest score. Wrapper models use clustering algorithms
to find feature subsets and then evaluate these in terms of
their clustering quality. The process is repeated until a
suitable quality is reached. The heuristic search strategy is
quite computationally expensive compared to the filter
model. Hybrid models include a filtering step before the
typical wrapper process in order to increase computational
efficiency. Our presented work is using a filter model based
on two measurements, which are further explained in
Section V.B.

Feature construction on the other hand is defined as the
process of discovering missing information about the
patterns in data by inferring or creating additional attributes
in order to aid the mining process [5], [7]. An example for a
simple feature construction technique on a two dimensional
problem could be the following: assume that 4, is the width
and A, is the length of a square. This can be transformed
into a one-dimensional problem by creating the feature F as
area F = A; * A, [13]. However, the success of feature
construction is dependent on the target hypothesis of the
Data Mining problem at hand. There is no use in calculating
the area as a feature; if the pattern (that needs to be found) is
connected to the aspect ratio of the squares. Shafti and Pérez
[14] distinguish between two types of features construction
techniques in terms of their construction strategy:

e hypothesis-driven: create features based on a

hypothesis (which is expressed as a set of rules).
These features are then added to the original data set
and are used for the next iteration in which a new
hypothesis will be tested. This process continues
until a stopping requirement is satisfied.

e data-driven methods: create features based on

predetermined functional expressions, which are
applied on combinations of primitive attributes of a
data set. These strategies are normally non-iterative
and the new features are evaluated by directly
assessing the data.

Our present work is using a data-driven construction
strategy since it allows for an automated feature
construction process that is not dependant on human
intervention.

IV. PROBLEM DEFINITION:

The problem of credit card fraud detection involves a
number of constraints, which make it difficult to apply
traditional algorithms.
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Firstly, gamers do not feel comfortable to reveal their real
life names and addresses in an online gaming environment.
This lack of personal data, in addition to the short transaction
histories of players, makes it difficult to apply standard Data
Mining techniques.

Secondly, the real time nature of business makes it
necessary to be able to apply an algorithm in real time, or
near real-time, in order to reject fraudulent transactions at
authorization time. Most of the techniques proposed so far
are bulk oriented and designed for offline batch processing.
Hence, it would be helpful to have a technique that can be
integrated into already existing systems. This is also
supported by Fayyad, Piatetsky-Shapiro, and P. Smyth [15]
p.49: “A standalone discovery system might not be very
useful ”.

Thirdly, cardinality of the occurrences in a dataset of the
given domain is either too high or too low. On the one hand,
there can be millions of different credit card numbers
involved in the transactions, so that standard algorithms are
not able to recognize the sequence structure of transactions
of the same credit card. On the other hand, the in-game
products sold in the online store can be very few, so that
frequent pattern mining algorithms having a hard time if
there are, for example, only 6 different products available.

Fourthly, the so far proposed methods are focusing on
static vectors of attributes without any temporal evolution.
Kriegel et al. [10] argues that due to historical reasons (i.e.,
given their static data during the 1980°s); many researchers
created their algorithms only for static descriptions of objects
and are therefore not designed to input data with dynamic
behaviour. The inclusion of the dynamic properties of
temporal data however, allows unveiling sequential patterns
that occur in the course of time. An example for this in the
field of credit card fraud detection is the current status of
transaction. A transaction that has been approved by the
credit card company (i.e., is booked as successful) can later
be charged back. This change of status represents vital
information that is revealed after some amount of time has
passed.

The framework described in this article is able to
overcome all the challenges described in this section. Key to
success is the understanding of temporal sequence based
patterns. However, the framework is currently focusing on
the domain of credit card fraud detection, since it also
contains domain-specific features (that will be described
further down). The next section highlights our contribution
to the body of knowledge. That is followed by a description
of the characteristics of sequential data. The last subsection
of this chapter will give a definition for feature interaction,
which is a pattern that can be used by our proposed
algorithm.

A. Contributions

There are several hints in the literature, which give
suggestions on how to solve such a sequence classification
problem that is presented by online credit card fraud: one
direction of development in the field of temporal data mining
is described by Lin, Orgun, and Williams [9]. They postulate
a temporal sequence measure method that allows “/...J an
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arbitrary interval between temporal points [...]“ 10 create
“[...] a very powerful temporal sequence transformation
method.” [9] p. 83.

Another direction of development is given by Tsai, Chen,
and Chien [16]. According to their article, a sequential
pattern classification problem can also be treated as a feature
mining problem. This would allow feature mining algorithms
to treat extracted patterns as features. However, Yang, Cao,
and Liu [8] state that the well-known standard classification
algorithms are difficult to be applied on sequential data due
to vast number of potential features that can be generated out
of a sequence. A solution for this could be to work on a
different abstraction layer, i.e., to use a form of aggregation
to simplify the data sequence into a row-based vector. This
would then allow standard classification algorithms to be
applied on complex sequential data.

Simplification is also suggested by Kriegel et al. [10]
p. 90: "Representing complex objects by means of simple
objects like numerical feature vectors could be understood
as a way to incorporate domain knowledge into the data
mining process”. However, he focuses more on the
incorporation of domain expert knowledge into data mining.
He postulates a technique to help domain experts “to use the
important features of an object to e.g., classify new objects of
the same type, eventually by employing sophisticated
functions to transform attributes of some type to features of
some other type” [10] p. 90 and to generalize this domain
knowledge to keep pace with more complex ways of mining
complex objects.

Our contribution to that research field is a novel
algorithm that incorporates these ideas and puts them into
one approach. The described feature construction techniques
are able to include the time dimension during the aggregation
of sequences. This allows using arbitrary time intervals as
suggested by Lin, Orgun and Williams [9]. In a later step, the
found features are normalized and arranged in a way that
enables threshold based classification.

The framework presented in this work is able to handle
the difficult data situation in the area of online credit card
fraud detection. In addition to that, the framework is able to
adapt to changes of the fraudulent behaviour. All necessary
steps are described, starting from data preparation to feature
construction to applying the right threshold.

In order to assess transactions without any history, a
concept of cultural clusters is introduced to help classifying
those transactions. In addition to that, a metric for assessing
the suitability of features as well as the calculation of the
threshold are introduced. The suggested approach was
pitched against other algorithms on a real life data set. It was
able to perform 16.26 % better than the best standard method
(Bayesian Net) and achieves an almost perfect 99.59 %
precision.

B. Characteristics of sequential data

Sequential Data is defined in the literature as a series of
nominal symbols from a defined alphabet. This list of objects
is normally registered within a domain ontology according to
Adda et al. [17] as well as Antunes and Oliveira [18]. The
term sequence must not be confused with the term time
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TABLE I. SCHEMA OF SEQUENTIAL DATA
rjt | sy | a a; a; | Sigpel

|t | Sy | @y ay, a;, 0
|t | Sa | Qi a, a 0
r3 | t3 | Sy | Qi a, a;, 0
|ty | S, | Q1 a, a;, 1
Ts5 ts Sid, a, az. a. 1
Tm | tm | Sid, | Q1,, | 2, a;,

series, which is a sequence of continuous, real-valued
elements. The research work proposed in this article is
focusing on transactional datasets, which include information
about the time of the transaction and can be attributed to
logical units (i.e., sequences). This logical unit in the field of
credit card fraud detection is the customer id. Every action
can be represented in a data base as a row r, which has
several attributes (i.e., columns). Each row is provided with a
timestamp t. The attributes a; € E of a row can be associated
to a logical unit s;; (i.e., the customer_id). There are n
sequences s;4, in a data set E. Each sequence s;; consists of
at least one row r. The number of rows in a sequence equals
the length of a sequence Is, so that 1 < Is < m.

Table | depicts the general schema of sequential data: It
is important to differentiate between the number of rows (or
tuples) m of a data set and the number of sequences n.
Sequence s;, from the example below, has a length Is = 3

aq,ay, -0y,
and can be described as matrix such as s; =| @1,a2,--Qi,
a13a23...ai3

C. Feature Interaction

The proposed framework is able to use interrelations
among attributes of a dataset: It is possible, that the original
data is not sufficient to adequately describe such an
eventually existing interaction among attributes. Thereby
interaction means that “the relation between one attribute
and the target concept depends on another attribute” [19]
p. 246. If the existing dependency is not constant, the
interaction is called complex. An example of a complex
interaction between two attributes in an instance space is
shown below in Figure 1.

The “+* and ‘- signs depict the distribution of the class
labels of instances. So in the case of the left hand side,
instances with a high vale for a; and a, have the label ‘-
Interactions among data in general pose a problem for
classifiers, since neither a;nor a, by itself contains enough
information to distinguish between the labels.
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a + a, +

-+
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| 'a1 I " al
Interaction Comple_x
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Figure 1. Schematic representation of complex feature interaction,
based on Shafti and Pérez [19] p. 246

V. PROPOSED FRAMEWORK

The proposed framework is designed for classification
tasks on data sequences consisting of transactions.
Originally, the used features were constructed manually and
incorporated domain specific knowledge [1]. The used
feature construction techniques were automated, enriched,
and generalized in a later step, also shown in Schaidnagel
and Laux [42]. These techniques (also briefly discussed in
Section V.A) are now combined to create an adaptive
algorithm that is able to attune to changing fraud behaviour.
Figure 2 shows an overview. The framework consists of two
systems: the first one processes the credit card transactions
and executes the classification (i.e., the fraud / non-fraud
decision). The decision is based on a signal value that is
calculated using the transaction history of the corresponding
user account. The calculation is carried out by the feature
assembler, which uses a formula (described in Subsection
V.D) that consists of a multitude of features. The features are
templates for how to aggregate a given sequence. They are
provided from the feature pool, which is kept up to date by
the second system.

The second system hosts the feature construction
algorithm, which is briefly described in Subsection V.A.
After a certain period of time, e.g., a week or a month, the
second system uses a sliding window to query for training
data, which is used to create new features. They are assessed
using feature selection (also described in Subsection V.B).
The performance of the newly constructed features is
compared to the older ones in the feature pool and replaced if
necessary.
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System 1: processing and
classification

System 2: feature construction

International Journal on Advances in Software, vol 7 no 3 & 4, year 2014, http.//www.iariajournals.org/software/

Section A
sliding time Feature Construction
[ ) window - used to expand
" . feature space Disti
istinct .
Incoming Train Data Concatenation
datastream storage Qccurrences
Numeric
Temporal based
) Section C operator
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i fed into Feature
Threshold based Dynamic ! )
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Figure 2. Framework Overview, Section A-E refer to the subsections in the description of Section V1.

A. Feature Construction for transactional data

As briefly described above, training data is periodically
drawn from the execution environment, which is then used
for ‘training’. The training process consists of constructing
and selecting suitable features that are able to distinguish
between the two given labels. The columns of the original
data set are called attributes, while the constructed data is
called features.

The feature construction techniques that we used for this
work utilizes a data-driven approach. It is in detail described
in [42]. The data set needs to be annotated in an initial step.
This is done by selecting an attribute s;; of the original data
set that is used as a sequence identifier column for sequence
aggregation. It identifies events/objects that can be logically
associated to one entity. An example for such an attribute
could be the account number or email address of a user. For
the domain of credit card fraud detection, we use the term
sequence to refer to all transactions belonging to a certain
user email address. Please note that in the feature
construction step, the transactions of a sequence are sorted
by the transactions timestamp prior to aggregation. In a next
step the user has to select two more columns: t and s;,p,; -
The timestamp column ¢t is used to calculate the time elapsed
between the collected data points of a sequence. The column
Siaper CONtains the binary target hypothesis. The label is
sequence based, which means that every sequence must only
have transaction of the same label value. In the domain of
credit card fraud detection this means that all transactions of
a user carry the genuine label until one transaction is charged
back. Then the label of the sequence (i.e., all associated
transactions) changes to fraudulent.

In a next step, we formulated feature construction
techniques, which are able to create distinctive features if
such a pattern is hidden in the data. We found four different

feature construction techniques, which will be briefly
described in the following subsections:

1) Features based on distinct occurences

A first approach for detecting sequential patterns is to
investigate the number of distinct occurrences per sequence.
It is possible that one target label has a higher variety in
terms of occurrences than the other. This variety can be
assessed by aggregating all sequences s, of an attribute a;,
and count the number of distinct occurrences, so no
duplicates are counted. This can be applied on all string as
well as numeric attributes of a data set. The results for all
sequences s;;, and attributes a; are stored in an
intermediate feature table and are assessed in terms of their
suitability for classification in step B of the proposed
framework.

2) Concatenation based features

A way to highlight interactions between two attributes is
to concatenate them. Therefore, we systematically
concatenate every string attribute in pairs of two and then
again, count the distinct value-pairs per sequence identifier.
Thereby interactions such as, if a; AND a, have low value
pair variety for label 0, but a high value-pair variety for label
1, are highlighted. Even for data sets with a high number of
different occurrences, this kind of feature construction will
highlight distinct occurrences between both labels.

This technique can be applied on all string attributes of
the given dataset. This simple technique is similar to most
common column combinations that are described widely in
the literature (e.g., [38], [40], [41]). However, we once again
use this technique on a different abstraction layer since we
aggregate by the sequence identifier s;;.
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3) Numeric operator based features

Interactions among data can also occur between two
numeric attributes. It is possible to capture such a pattern by
combining two numeric attributes with basic arithmetic
operators such as 7+7, -7, ”*” or ”/”. Garcia [39] and
Pagallo [37] describe such a technique for feature
construction  with  fewer operators. Our approach
incorporates more arithmetic operators and again, uses the
sequence identifier attribute to aggregate the constructed
features for each sequence. Let us put this into an example:
attributes a; and a; are combined with the multiplication
operator ”*” for a sequence s, . The resulting feature

f = a; * a; is derived from the sequence

Ay 4y
Sidy = i, G,
iz G

To construct f we have to multiply each ‘row’ in the
sequence and sum up the results: f = (a;, *q;, +a;, *
a;, +a; xa;,). If there is an interaction between two
attributes for a certain target label, it will affect the resulting
sum and can be measured (as described further in Section
B.1). This process is repeated for all possible combinations
of numeric attributes and for all of the above mentioned
arithmetic operators.

o))

4) Temporal based attributes

Patterns in sequences can also occur over time.
Therefore, we created a feature construction technique that is
able to use the time axis, which is incorporated in each
sequence by the timestamp column t . This feature
construction technique is applicable for both, numeric as
well as string attributes. However, for string attributes, there
need to be some preparations done, which are explained
further down in this subsection. The process for numeric
attributes basically multiplies the time interval (e.g., days,
hours or minutes), between earliest data point and the current
data point with the numeric value of the corresponding
attribute, which results in a weighting. A hypothetical
example is depicted in Table I1.

The example shows two attributes a; and a; for two
sequences (s;; = 1 and s;; = 2) as well as the t column. In
order to calculate the temporal based featuref, for attribute
sequence s,y = 1 in terms of attribute a;, we first have to
calculate the time between the earliest data point of s;; = 1
and each of the ’current’ data points. This is depicted in
Table 1l by the Atime in days column. The next step is to
multiply the value of each t; in s;; = 1 with its
corresponding delta time value: (a; *1,q;, * 11, ...,a;, *
24). The sum of this value is the new time based constructed
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TABLE Il EXAMPLE FOR CREATING TEMPORAL BASED FEATURES
Sig | t min(t) / s;; | Atime a; | | Sigpel
in days
1 | 01.01.2013 | 01.01.2013 1 a,|al 0
1 |10.01.2013 | 01.01.2013 11 a,|a, O
1 | 15.01.2013 | 01.01.2013 16 a,|a) O
1 | 23.01.2013 | 01.01.2013 24 a,|a, 0
2 | 24012013 | 01.01.2013 | 1 |ag|a 1
2 [28.01.2013 | 01.012013 | 5 |a,|a, 1
2 |30.01.2013 | 01.01.2013 7 a, | a, 1

feature £, .This technique can be applied on all numeric
attributes.

To use temporal based feature construction on string
attributes, we need to incorporate an intermediate step.
During this step we replace the string value by its posterior
probability p(8]x) (see also Hand [43], pp. 117-118 and pp.
354-356). The posterior probability is the probability of an
occurrence a;, given that its label s;,,,; = 1 divided by the
overall number of that occurrence p(a,). The probability is
based on the distribution of the occurrences in the training
data:

p(ailsiabel =1)
p(an)

2

It is possible that there is a pattern within the data that
can be characterized by certain occurrences. This means that
some occurrences have great tendency towards one of the
target labels (i.e., having a high probability for one label).
The above described technique allows us to make this pattern
visible by multiplying the posterior probability with the
temporal axis of the given sequences.

However, it is also possible that the number of distinct
occurrences of a string attribute is too high. This will lead to
very small posterior probabilities that make it difficult to
create meaningful and distinctive features. In such cases, it is
recommended to take the logarithm of the posterior
probability for cases with high cardinality.

p(a;|Sigper = 1) =

B. Feature Selection

The feature construction techniques described in previous
section generate a vast amount of features, which need to be
assessed if they are useful for classification. Therefore, the
next step in our framework (see also Figure 2) is dealing
with feature selection.

Feature selection in general is an important step in the
KDD process. The performance of classification algorithms
can deteriorate, if the wrong input is given and also the
computational costs can increase tremendously. Reason for
the deterioration in performance is the tendency of classifiers
to overfit, if provided with misleading information. In order
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to avoid this, data miners created methods such as feature
selection to decrease dimensionality of the data and as a
result of that, increase classification performance and also
the execution times.

A supervised filter model (see also Charu and Chandan
[12]) is adopted in our framework to find the most suitable
features created. There are two measurements that we used
for assessing whether a constructed feature is suitable to
distinguish between the two given label. The assessment is
executed by applying a user defined threshold for both
measurements. It is favourable to start with high thresholds,
since they allow only the most distinguishing features. This
also keeps the feature space, which needs to be constructed
during classification, on a manageable level. If the
classification performance of the top features is not
satisfactory, the threshold can be subsequently lowered.

1) Split

Goal for this feature selection measurement is to find
features that are ‘in general’ suitable for distinction between
the two given labels. The average of the features for both
groups (i.e., the two given labels) is calculated. The average
is a sort of centre for the two clusters. The so-called split
value is calculated by measuring the normalized distance
between the two cluster-centres as it can be seen in (5)

avgy = avg({f, € S|Swaper = 0}) (3)

avgy = avg({f, € SlSwaper = 1}) (4)
. _ lavgo—avg1]|

splity, = —avg2+avgi (5)

A large distance is thereby favoured. The advantage of
calculating the average is that a few false positives within the
data do not have such a big impact on the feature selection
process. However, average calculation is prone to single
extreme or erroneous values if the data is completely
unprepared (data normalization would not help in that case).

2)  Number of null values

The second feature selection measurement is the number
of NULL values for each target label. This is a support
measurement, which denotes if the achieved split value is
based on many sequences or not. So there could be the
situation that a constructed feature has a high split value, but
might be useless since it cannot be used very often due to
large number of NULL values for the particular features.

C. Fixed domain specific features

In order to maximize the amount of information retrieved
from the transaction history, we incorporate domain specific
features to the classification process. The concept of so
called cultural clusters was introduced in order to help
classifying transactions without any history. The basic idea is
to get as much information out of the given attributes as
possible. These attributes include the origin of the user (IP
country) and the origin of the credit card used in a
transaction (BIN country — BIN is an abbreviation for Bank
Identification Number: The first 6 digits of a credit card
number, enables to locate the card issuing bank of the
cardholder). Countries are grouped together by an expert
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regarding their cultural proximity to each other. The clusters
used in this work are roughly based on continents. A range
of weights is assigned to each cluster. Every country is
assigned with a specific weight within its cluster’s range
depending on its cultural distance to its cluster centre and the
risk of the county of being defrauded. The weight of a
country within a certain cultural cluster is set empirically and
can be subject for adaption, in case the fraudulent behaviour
changes. In other words: the weight of a country lies within
the range of its cultural cluster and is set by an initial value,
based on the experience of a fraud expert. If cards from this
country turn out to be defrauded frequently, the weight can
be increased (within the limits of its cultural clusters). This
will increase the risk value of a country pair, which can be
calculated as it can be seen in (6):

risk = |weight (IP country) — weight(BIN country)| (6)

This value will be low for country pairs within the own
country cluster (e.g., a user from Sweden tries to use a card
originated in Norway) or 0 if the user and the corresponding
card are from the same country. On the other hand, this value
increases if there is a suspicious country pair involved (e.g.,
cross-cultural cluster). This simple metric allows depicting
complex risk relationships between several countries.

D. Feature Assembler

The previous subsections described how to construct and
assess suitable features for the given fraud detection task.
This subsection is about how to use these features to make
use of feature interaction by assembling the respective
features in a certain way. Prior to that, the features are
normalized with the min-max normalization [5] to bring
them on the same numerical level (ranging from 0 to 1). The
Feature Assembler is part of System 1 and is invoked at the
time a sequence of credit card transactions need to be
classified. It uses the templates of features as input, which
are currently held in the Dynamic Feature Pool as well as the
fixed domain specific features (see also Figure 2). The
templates of the features (i.e., the description on how to
construct them), are then applied on the sequences in the
incoming data stream that need to be classified. We thereby
differentiate between two types of interactive features f; € F.

The first type of featuresf;  tends to 1 if normalized
and will be summed up in the nominator of a fraction. The
denominator, in contrary, is composed of the second type of
features f;, € F, which tend to O if normalized with
min-max normalization. If the quotient of the normalization
expression is not defined, it will be discarded. The fraction
depicted in (7), is used for calculating a signal value that can
then be used for binary classification.

The assembling of the interactive features will result in a
high signal value if the sequence in question is similar to the
average of all sequences of the target label.

finom

. [ =
stgna 2:fidenom
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E. Threshold selection and application

The resulting signal value from (7) is an indication on
how predominant fraudulent behaviour is in the assessed
sequence. As a last step of our framework, a threshold value,
whose violation will lead to the classification fraudulent
transaction, needs to be defined. This threshold is determined
empirically by undertaking a series of experiments with a set
of thresholds (e.g., from 0 to 100). We use accuracy metrics
such as Precision P, Recall R and score F1 to assess each
tested threshold.

Precision P is defined in the literature as (e.g., [44], [45])
the ratio of true positives (TP) and the total number of
positives predicted by a model. That is in our case the
number of genuine transactions that have been declared to be
genuine plus the number of fraudulent transaction that also
have been labelled genuine:

TP
P = (TP+FP) ®)

Recall R on the other hand is defined as the number of
true positives divided by the sum of true positives and false
negatives. In our example, we have to divide the number of
fraudulent transactions detected by our model by the sum of
the detected fraudulent transactions (TP) and the not detected
fraudulent transactions (FN):

—__r 9
" (TP+FN) ©)

The measurement F1 represents the harmonic mean of

Precision and Recall and is used to rank the performance of

different methods in the experimental evaluation:
P*R
F1=2% —
P+R
The development of these performance measures over
different threshold values is depicted Figure 3 for an

example case.

(10)

performance using different thresholds
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Figure 3. Determining threshold value

Accuracy indicators are increasing fast until threshold
value 5. It is not reasonable to select a threshold lower than
5, since the F1 is far from the global optimum. From
threshold 5 on, there is an intersection point, which will keep
the F1 near the global optimum. This second range can be
called “trade-off range” and spans up to threshold value 12,
in the case depicted in Figure 3. Within this range the
merchant can choose between detecting more fraudsters,
including a higher rate of false positives or catching less
fraudsters, but increase Precision and therefore avoid false
positives. This choice can depend on the ability of the
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merchant to deal with false positives and on the merchants
specific total fraud costs. In the context of fraud detection the
term total fraud costs means the sum of lost value, scanning
cost as well as reimbursement fees associated with a fraud
case.

After a certain threshold value, in the shown case 12, the
Precision is almost 1 and will only increase insignificantly.
The Recall and consecutively F1, will decrease from that
point. Reason for this is the intrinsic mechanic in the used
formula. Fraudulent transactions with a comparable low
fraud profile will be assigned a lower risk level. This level
will hopefully be still higher than the risk level of genuine
users. If however, the threshold is set high enough these
lower profile fraud cases will be classified incorrectly as
genuine. This will cause the Recall and F1 to drop. Hence, it
makes no sense to choose a threshold greater than 12.

VI. RELATED WORK

So far, there have been many standard data mining
algorithms applied in the field of credit card fraud detection
[5]. Please note that we do not go into details here on how
they work. All mentioned methods have been implemented
and will be compared in terms of fraud detection
performance in Section VII.

Artificial Neural Network (ANN): Gosh and Reilly [20]
were the first ones to adapt Neural Networks on credit card
fraud detection. Other authors such as Dorronsoro et al. [21],
Brause et al. [22] and Maes et al.[23] have also implemented
ANNs in real life applications. ANNs in general are too
dependent on meaningful attributes, which might not
necessarily be available. The information gain from such
attributes is too low to be utilized in ANNSs.

Bayesian  Belief ~ Network  (BBN):  The  first
implementation for fraud detection was done by Ezawa et al.
[24]. Other recent implementations are Lam et al. [23], Maes
et al. [23] and Gadi et al. [25]. However, some data set do
not provide enough attributes in order to construct a suitable
network.

Hidden Markov Model (HMM): In recent years several
research groups applied this model for fraud detection.
Srivastava et al. [26] have conducted a very systematic and
thorough research in their work. Other implementations were
done by Mhamane et al. [27], Bhusari et al. [28] as well as
Dhok and Bamnote [29]. A classic and comprehensive
introduction to the topic of HMM was published by Rabbiner
and Juang [30] and also Stamp [31] is worth reading for
introductory purposes. HMMs in general are only able to
utilize a single numeric attribute for their prediction, which is
insufficient for a proper classification.

Decision Tree (DT): The biggest impact on how Decision
Trees are built had Quinlan [32] in the late 90s. There have
been some applications on fraud detection in recent years,
e.g., Minegishi et al. [33]. Other mentionable fraud detection
implementations are Sahin and Duman [34], Sherly et al.
[35] and Gadi et al. [25]. DTs in general suffer the same
insufficiencies as ANNSs.

Support Vector Machine (SVM): Li and Sleep [49] use a
Support Vector Machine for sequence classification. In
essence, they compare similarity using a kernel matrix. Their

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

429



similarity measure is based on n-grams of varying length.
The problem of exploding features generation complexity is
alleviated by the use of LZ78 algorithm. The constructed
features are not only simple binary presence/absence bits, but
so-called relative frequency counts. This is assumed to create
a finer grain of features. They also use a weighting scheme to
highlight discriminative, but infrequent patterns. Dileep and
Sekhar [48] describe an intermediate matching kernel for a
SVM to help classification of sequential patterns.

Earlier work in the field of feature construction was done
by Setiono and Liu [36]. They used a neuronal network to
construct features in an automatic way for continuous and
discrete data. Pagallo [37] proposed FRINGE, which builds a
decision tree based on the primitive attributes to find suitable
Boolean combinations of attributes near the fringe of the
tree. The newly constructed features are then added to the
initial attributes and the the process is repeated until no new
features are created. Zupan and Bohanec [38] used a
neuronal net for attribute selection and applied the resulting
feature set on the well known C4.5 [32] induction algorithm.
Feature construction can also be used in conjunction with
linguistic fuzzy rule models. Garcia et al. [39] use previously
defined functions over the input variables in order to test if
the resulting combination returns more information about the
classification than the single variables.

However, in order to deal with the increasing complexity
of their genetic algorithm in the empirical part, Garcia et al.
only used three functions (SUM(x;,x;), PRODUCT(x;,x;),
SUBSTRACT_ABS(x;,x; )) to enlarge the feature space.
Another approach to feature construction, which utilizes a
genetic algorithm, is described by Sia and Alfred [40].
Although, his approach is not using different functions to
create new combinations of features, it can create a big
variety of features since it is not limited to binary
combination. The method is called FLFCWS (Fixed-Length
feature construction with Substitution). It constructs a set
that consist of randomly combined feature subsets. This
allows initial features to be used more than once for feature
construction. That means that it is able to combine more than
two attributes at a time. The genetic algorithm selects
thereby the crossover points for the feature sequences.
Another mentionable contribution to the field of feature
construction was done by Shafti and Pérez [41]. They
describe MFE3/GA, a method that uses a global search
strategy (i.e., finding the optimal solution) to reduce the
original data dimension and find new non-algebraic
representations of features. Her primary focus is to find
interactions between the original features (such as the
interaction of several cards in a poker game that form a
certain hand).

Lesh, Zaki and Ogihara [46] present FeatureMine - a
feature construction technique for sequential data. It
combines two data mining paradigms: sequence mining and
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classification algorithms. They understand sequences as a
series of events. Each event is described by a set of
predicates, e.g. AB --> B --> CD. There is also a timestamp
associated with each event. FeatureMine starts by mining
frequent and strong patterns. Frequency is defined by a
threshold that is specified by the user. Strong is defined as a
confidence level that needs to be over a user specific
threshold. The found sequences are pruned and selected
using some heuristics. The prevailing sequences lattices are
stored in a vertical database layout. The constructed features
have been feed into the Winnow and Naive Bayes
classification algorithms. However, this approach only
creates frequent itemsets and is not applicable on
transactional data.

Shafti and Pérez [47] present MFE3/GA, which is a
feature construction technique that is able to detect and
encapsulate feature interactions. The encapsulation is what
allows classifiers to deal with interacting features. MFE3/GA
in essence searches through the initial space of an attribute
subsets to find subset of interaction attributes as well as a
function over each of the found subsets. The suitable
functions are then added as new features to the original data
set. The C4.5 learner is then applied for the data mining
process. So far only nominal attributes are being processed,
so that class labels and binary/continuous attributes need to
be normalized. A feature is in this context is a bit-string of
length N, where each bit shows the presence or absence of
one of the N original attributes. This form of representation
reduces the complexity if elaborate features are constructed.
The number of subsets within each feature is limited by a
parameter, which is defined by the user. The bit
representation of data is not sufficient to model real-world
transactional data.

VII. EXPERIMENTAL EVALUATION

The performance of the proposed feature construction
techniques are compared to the standard techniques,
mentioned in the related work. This comparison is based on
real credit card fraud data, which was thankworthy provided
by a successful gaming company in the online games market.
Unfortunately, the given data did not span a long enough
time frame to show the adaption capabilities of the presented
feature assembler. Hence, Subsection VIIL.C shows a
synthetic example for a pattern that is changing over the
course of time.

A. Data Set

The given credit card fraud data set comprises of 156,883
credit card transactions from 63,933 unique users. The
records in the data set have the schema as it can be seen in
Table I11. Due to the high number of occurrences in several
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Figure 4. Fraud detection performance comparison
length of three (smaller sequences have been discarded) and
four derived attributes (see Table IVV) were added.
TABLEIll.  FULL DATASET SCHEMA The prepared data set comprised of 13,298 unique users,
— which are accompanied by 46,516 transactions. The data
column Name description

created timestamp of the payment transaction

user_signuptime Time a user startet the game

creditcard_token identifies credit card, hashed

card_bin Bank Identification Number

user_country user’s land of origin

user_id User identification number

user_email hashed for privacy compliance

transaction_amount Volume of purchase

order_payment_status | Status of order

TABLE IV. ADDITIONAL FEATURES OF THE PREPARED DATA SET
column Name description
bin_country 2 letter country code derived from card_bin

days_since_signup | integer attribute calculated as difference from

signup_time to created

total_count denotes total transaction figure for a particular
user_email
package a single letter attribute ranging from A to E. It

was derived from the offer_price attribute to
reduce the cardinality of the offer_price
attribute

columns as well as the lack of distinctive attributes, most of
the standard algorithms were not applicable on that data set
right away. In order to get a fair comparison and to overcome
these obstacles, several adaptations to the data set were
made. The resulting prepared data has a minimum sequence

label distribution in the data set is heavily skewed, which
means that there are ~99 % of genuine transactions. The last
transaction of each user was cut out in order to form the test
data set. This procedure segmented the prepared data set into
71.4 % train data and 28.58 % test data.

B. Fraud Detection Performance

All tests in this section were performed using the
prepared data set. We used the F1 score in order to rank the
compared methods. As shown in Figure 4, the proposed
approach is able to perform 16.25 % better than the best
standard method, which is the Bayesian Net. The SVM was
not able to detect the pattern within the rather short
sequences. Hence, it defaulted and predicted genuine for all
transaction. This resulted in a F1 measure of 0.00 %. Main
reason for the poor performance of HMM’s in credit card
fraud detection for online gaming merchants is the very low
sequence length. These models are successful at credit card
issuing banks since their sequence length enfolds the entire
history of the cardholder. The HMM is also not able to
properly use the time elapsed during the transactions. The
neural nets were performing poor due to their focus on just
the tuple level of the underlying data. They were not able to
incorporate the sequence dimension into the model.

There have also been additional experiments with various
combinations of neurons and different learning rates were
carried out. All experiments resulted in the weak
performance as shown above. The algorithm proposed in this
article is also able to achieve an almost perfect 99.59 %
Precision, which is especially valuable for online gaming
merchants, since it reduces the risk of punishing genuine
users and consecutively reduces the risk of reputation loss.
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C. Adaptive Framework example

This subsection describes a small example that will show
the adaptive capabilities of the proposed framework. To keep
things simple, we left out the sequential part of the
construction algorithm and just focus on a two dimensional
problem (rectangle classification).

Assume that we are given data about rectangles as shown
in Table V. Given are the two attributes width and length of
the rectangles as well as the label column. Goal is to be able
to distinguish between the two given classes. We can then
use this data to create several features, as described in
Section A. Please note that for the sake of simplicity in this
case we only create some operator numeric based features.
The constructed features are depicted in Table VI. The
constructed features are assessed by calculating the split
value, as described in Section B and shown in Table VII. The
highest split values have features f; and f;. Reason for this is
that these features are capturing the underlying pattern
behind the labels: the blue rectangles are ‘laying’ (length
<width) while the orange rectangles are ‘standing’ (length >
width).

So we can now use features f; and £, for classification of
new rectangles where the label is unknown (e.g., we set up a
threshold of 1 for feature f, so that f, = 1 — blue). The
blueprint of f; and the threshold are forwarded to the feature
assembler, which is used to execute the classification.

Now let us assume that some time has passed and new
training data is handed into the features construction system.
Table VIII depicts the new data. Again, we apply the feature
construction algorithm on the data (depicted in Table 1X) and
calculate the split value (depicted in Table X). It can be seen
that features f; and f, are not suitable anymore to distinguish
between the two given labels. Reason for this is that the
underlying pattern has changed. It seems like that the area of
the rectangles is now useful for classification. The proposed
framework can adapt to this change by sending the blueprints
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TABLE V. RECTANGLE EXAMPLE DATA
width | length

id a; a, label

#1 2 3 orange

#2 4 1 blue

#3 2 2 blue

#4 3 2 blue

#5 1 3 orange

TABLE VI.  CONSTRUCTED FEATURES
width | length fi= f,= fy= f=

id ag a, label | a;*a, | ayta, | a-a, | ala,
#1 2 3 orange 6 5 -1 0.67
#2 4 1 blue 4 5 3 4
#3 2 2 blue 4 4 0 1
#4 3 2 blue 6 5 1 1.5
#5 1 3 orange 3 4 -2 0.33

432
TABLE VII.  CALCULATING SPLIT VALUE
average | a;*a, | ayytay | a-ap | a/ap
blue 467 | 467 | 133 | 217
orange 4.5 4.5 -1.5 0.5
split 0.17 | 0.17 | 2.83 | 167
TABLE VIII.  NEW TRAINING DATA
width | length
id ay a, label
#6 2 1 orange
#7 3 2 orange
#8 5 3 blue
#9 6 2 blue
TABLE IX. NEW CONSTRUCTED FEATURES
width | length fi= f,= fy= s
id ay a, label | a;*a, | gty | a4y | =ai/a,
#6 2 1 orange 2 3 1 2
#7 3 2 orange 6 5 1 1.5
#8 5 3 blue 15 8 2 1.67
#9 6 2 blue 12 8 4 3
TABLE X. NEW FEATURE SELECTION
average | a; *a, | ata, | a;-a, | alda,
blue 135 8 3 2.33
orange 4 4 1 1.75
split 9.5 4 2 0.58

for feature f; to the feature assembler, which will then use
the new selected features for classification.

VIIl. CONCLUSION

Data pre-processing and selection are very important
steps in the data mining process. This can be challenging, if
there is no domain expert knowledge available. The
framework proposed in this work aims to give guidance on
how to systematically find knowledge in data by using an
automated feature construction algorithm. In addition to that
it shows how these features can be used for binary
classification. The proposed automated feature construction
algorithm is able to systematically find and assess suitable
sequence bhased features for binary classification tasks. It
thereby is able to utilize the time dimension in a sequence of
actions in order to access information, which can have a
significant impact on the discriminatory power of features.
The feature assembling formula is an efficient way to store
discovered patterns and use them without starting each time
from scratch when a new transaction is added to the
sequence.

The framework was applied on the problem of credit card
fraud detection in online games. The problem is caused by
the lack of useful financial data, the anonymity in online
games as well as the comparably short transaction sequences.
In addition, a domain specific concept of country clusters is
used to evaluate the legitimacy of a transaction. The
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proposed techniques were able to perform 16.25 % better
than the best standard method (Bayesian Net) and achieve
99.59 % Precision. The achieved Recall rate (87.05 %)
reduced the probability for false negatives and therefore the
need for human intervention is reduced.

Future Work: The next steps in the development of the
proposed algorithms and its associated techniques, is to
apply it on other domains with similar specifications.
Intrusion detection in networks or detecting DDOS attacks
are both fields in which few attributes are available and
behaviour over time is important.

The further development of the feature construction
algorithm comprises of the implementation of further
mathematical functions into the construction process. So it is
possible to generate features with logarithm or exponential
powers. It would also be possible to create features based on
more than two attributes.

In terms of feature alignment, it would also be helpful to
incorporate the sequence length into the algorithm. The
algorithm may be susceptible to the sequence length due to
the proposed additive technique depicted in Formula (7). The
used data set did not allow us to precisely quantify possible
impacts.
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Abstract - Cloud-centric collaboration in (global) software
development continues to gain traction, resulting in new
development paradigms such as Tools-as-a-Service (TaaS) and
Cloud Development Environments based on Software-as-a-
Service (SaaS). However, both within and between clouds,
there are associated security and privacy issues to both
individuals and organizations that can potentially hamper such
well-intentioned collaboration. This paper describes an inter-
cloud security and privacy concept for heterogeneous cloud
developer collaboration environments that pragmatically
addresses the distributed transmission, aggregation, storage,
and access of events, data, and telemetry related to
development projects, while giving individual developers fine-
granularity control over the privacy of the data collected. To
this end, the concept adapts an existing collaborative
development and measurement infrastructure, the Context-
aware Software Engineering Environment Event-driven
framework (CoSEEEK) to support cloud-based event
aggregation capabilities. The results and discussion show its
practicality and technical feasibility while presenting
performance tradeoffs for different cloud configurations. The
concept enables infrastructural support for privacy, trust, and
transparency within development teams, and could also
support compliance with national privacy regulations in such
dynamic and potentially global collaborative environments.

Keywords - cloud-based software engineering environments,
cloud-based software development collaboration, software project
telemetry, privacy, security, trust.

L INTRODUCTION

This article extends previous work in [1]. Global
software development (GSD) [2] is increasingly taking
advantage of cloud-based software applications and services
[3] and realizing its collaboration potential. Data acquired
and utilized during the software development and
maintenance lifecycle is no longer necessarily locally
controlled or even contained within an organization, but may
be spread globally among various cloud providers with the
acquired data retained indefinitely. Tools-as-a-Service
(TaaS) [4] and cloud mashups will enable powerful new
applications that utilize the acquired SE data [5]. And while
the technical landscape is changing, the corporate landscape
is also. A 2005 survey of American corporations conducted
by the American Management Association showed that 76%
monitored employee Internet connections, 50% stored and
reviewed employee computer files, and 55% retained and
reviewed email messages, with a rapidly increasing trend [6].

The ability to measure and minutely observe and track
software developers during their work is becoming
technically and economically viable to employers, managers,
colleagues, virtual teams, and other entities. While metrics
can be useful and provide a basis for improvements, be it at
the organizational level (e.g., the CMMI Measurement and
Analysis process area [7]), at the project level via automated
software project telemetry (e.g., [8]), or for personal
improvement (e.g., Personal Software Process [9], [10]).
Unintended effects and abuse are also possible, such as [11]
and [12], misuse of publicized information, misuse by
competitors, mobbing, etc. While software services and apps
developed by vendors for public customers typically attend
to user privacy due to their longevity, mass accessibility, and
regulatory and legal scrutiny, relatively little attention has
been paid to the privacy needs of software developers, an
estimated 17 million worldwide [13].

Consequently, privacy is becoming a looming concern
for software developers that faces unique technical
challenges that affect their collaboration. These challenges
include: a highly dynamic technical environment typically at
the forefront of software technology and paradigms (e.g.,
new languages, compilers, or platforms); diverse tools (for
instance, [4] alone identifies 384); heterogeneous project-
specific tool chains (e.g., application lifecycle management,
version control systems, build tools, integrated development
environments, etc.). Additionally, because development
environments are often project-centric (unique and perhaps
short-lived undertakings), the extra hassle and overhead for
addressing developer privacy may seem to be an unnecessary
hindrance to project progress and thus not be addressed at the
management level. When multinational coordination (e.g.,
offshoring) is involved, multiple regulatory issues may apply
and add to the complexity, etc. Developers may thus have
little leverage and currently few technical options or
suggestions for having their concerns addressed. Any
privacy options should thus be economical and practically
feasible, yet due to the dynamic technological nature of
collaborative ~ development  environments (CDEs),
standardization is unlikely or will be highly challenging.

To enable collaboration, the trust climate plays a vital
role in the success of virtual and distributed teams [14], and
trust and transparency are considered vital values for
effective teams and collaboration [15][16]. Where trust exists
(consider Theory Y [17]), collected data can be utilized
collaboratively to enhance team performance [18], for
instance by utilizing event data to coordinate and trigger
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actions and to provide insights, whereas where data is
misused as an instrument of power, monitoring, or
controlling (consider Theory X [17]), individuals require
mechanisms for protection. Since the technical development
infrastructure cannot know a priori what trust situation exists
between some spectrum of complete trust to complete
distrust, infrastructural mechanisms should support
collaboration within some spectrum, while allowing the
individuals and organizations to adapt their level of data
transparency to the changing trust situation. Not all actors
involved may have an issue with metric collection, while
those who favor complete transparency may presume that
those voicing privacy issues may seem to be "hiding
something".

Privacy is control over the extent, timing, and
circumstances of sharing oneself. Cloud service users
currently have few personal infrastructural mechanisms for
retaining and controlling their own personal data. Diverse
privacy regulations are applicable within various geographic
realms of authority. Various (overlapping) (multi-)national
laws and regulations may apply to such (global)
collaborative cloud contexts. For instance, Germany has a
Federal Data Protection Act, the European Union has a Data
Protection Directive 95/46/EC, and within the United States,
various states each have their own internet privacy laws.
Many privacy and security principles are typically involved,
including notice, consent, disclosure, security, earmarking,
data avoidance, data economy, etc. Various challenges for
security and privacy in cloud environments remain [19][20].
In the interim, pragmatic infrastructural approaches are
needed to deal with the issues in some way.

As in the initial paper [1] on which this extended version
is based, the contribution includes -elucidating the
requirements and describing a solution concept for
pragmatically addressing various privacy and security
concerns in cloud-based dynamic heterogeneous CDEs. The
solution is based on service layering, introduces distributed
cloud-based datasteading for individuals, and mediates trust
via brokers. Its technical feasibility and performance
tradeoffs are investigated in an initial case study. Additional
contributions of this extended version include a discussion,
details, and evaluation of an aggregator implementation
supporting push-based event collection from personal
datasteads.

This paper is organized as follows: the next section
describes the assumptions and requirements for a solution,
while Section III describes related work. In Section IV, the
solution concept is introduced, with the following section
providing details of a technical implementation based on the
concept. Evaluation results are presented in Section VI
Section VII provides a discussion, which is then followed by
a conclusion and description of future work.

II.  REQUIREMENTS

The following requirements, assumptions, or constraints
(denoted by the prefix R: in italics) were elicited from the
primary problems, goals, and challenges introduced in the
preceding section, and are considered to be generally
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applicable for any conceptual solution. They are summarized
here to highlight key considerations in the solution concept.

Multi-cloud configurability (R:MultCld): in view of
GSD, inter-organizational collaboration, and the long-term
nature and scale of certain development projects, any
solution should support private clouds (R:PrivCid), public
clouds (R:PubCld), and community clouds (R:CmtyClId) for
a wide array of deployment options.

Cloud portability or provider-specific cloud API
independence (R:CldPort) should be supported to avoid
cloud provider lock-in and allow wider adoption and
applicability. Development teams tend to want choices in
their tooling and infrastructure to optimize and tailor their
project or situation based on costs or risks (business, quality-
of-service, potential espionage risks, etc.). If this is
challenging because cloud vendors do not want to change or
agree to some common interoperability standard, adaptation
techniques such as bridging, brokers, or mediators could be
used to support common infrastructure functionality.

Cloud compatibility (R:CldCmpaf) with current public
cloud provider and private cloud APIs and services should be
supported. This entails avoiding exotic requirements for
special configurations that would constrain its practical
usage, such as refraining from special hardware requirements
such as the Trusted Platform Module (TPM), or obtuse
software languages, platforms, operating systems, or
communication mechanisms that, while perhaps increasing
privacy or security to some degree, might nevertheless
hinder overall adoption of such an approach because such
configurations require too much effort or become too
unwieldy or difficult to implement and maintain.

Single tenancy (R:1Tenant) in the personal (developer's)
cloud should be supported to reduce risk (e.g., to avoid a
misconfiguration compromising a much larger set of tenants
simultaneously) and to avoid access by organizational
administrators, which can involve an additional trust issue
beyond the project level.

Disclosure (R:Dsclsr): three fundamental levels of
disclosure shall be supported: non-disclosure, anonymized
disclosure, and personally-identifiable disclosure to specific
aggregators. This allows the developer to adapt the
disclosure of events and data to the trust situation of a
specific project or group.

Sensor Privacy (R:SnsPriv): It is assumed that any client-
side and server-side sensors, (e.g., version control system
sensors) distribute personally-identifiable events according
to a privacy concept, or are at least configured in such a way
that they only transmit their events securely directly to a
single datastead.

Entity-level — privacy  control — (R:EntityCtrl).  the
granularity of privacy is controllable by the entity involved
or affected, be it persons, teams, organizations, projects, etc.,
and flows from bottom-up (from persons to teams) and
across for similar levels (e.g., between teams or between
organizations). Top-down controls can only restrict privacy,
e.g., in the case where organizations no longer trust each
other (perhaps due to legal action), they cannot forcibly
increase the disclosure levels of lower entities.
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Restrict network access (R:R:PrivNtwk) to collaboration
participants only, e.g., via Virtual Private Networks (VPN),
to reduce the accessibility of the communications to the
collaborators only. It may also be useful even within a larger
organization's intranet to reduce accidental leakage risk.

Secure communication (R:SecComm) can be used to
protect internal or external data transmission. This may be
considered useful even within a VPN for retaining personal
privacy.

Basic security mechanisms (R:BscSec): this specifies the
reliance on  widely-available off-the-shelf security
mechanisms (e.g., HTTPS), without any dependence on
specialized or exotic hardware or software security platforms
(e.g., Trusted Platform Module) or research-stage
mechanisms that would constrain its practicality.

Encryption (R:Encrypt) can be used to protect data
accessibility and storage.

Trusted code implementation (R:TrstCd): Open source
and/or independent code audits together with secure
distribution mechanisms (e.g., via digital signatures from a
trusted website) provide assurance that the code
implementation can be trusted.

Remote runtime code integrity verification (R:Intgrty)
should be supported to allow agents (e.g., automated
temporally random auditing requests or manually initiated
user requests) to detect any tampering with the
implementation, sensors, configuration, or the compromise
of any privacy safeguards.

It is generally assumed that the environment and culture
within an organization and between organizations is
fundamentally one of mutual respect, benefit, and trust, with
appropriate IT policies that reflect this, and that explicit
surveillance and undermining tactics, tools, etc. are not
tolerated or utilized to undermine employee personal
privacy. In other words, this solution is not meant to address
privacy and security at a hacker, professional, corporate, or
espionage level, but rather to give developers choices in
sharing their personal event and metric data with others in
differing personal and project trust contexts and where they
understand and know how that their collected data will be
used to enhance productivity collaboratively. It has been said
“you get what you measure,” and, when applied to
individuals, the repercussions could be greater the more
exposure certain personal data has. This could result in
(un)intentional manipulation or misinterpretation of the data
out of context, in one direction to perhaps show off, and
could negatively affect other hitherto positive interactions.
E.g., if one measures individual programmer productivity
and broadcasts this, then such desired behaviors as helping
others or team or quality issues may be diminished or
ignored. Other team members may very well be crucially
supporting the development effort but not in ways currently
being measured.

In summary, a primary tenet here is that organizations
and teams want to support privacy freedom for individuals,
that they support and value self-organizing teams, and that
they do not wish to hinder electronic collaboration and
communication. While together the aforementioned
elucidated requirements are not intended to be sufficient or
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complete, they nevertheless provide a practical basis for
considering and comparing solution concepts and can be
useful for furthering discussion.

III.

In the area of global software development, [4] discusses
support for TaaS and [21] Software-as-a-service in
collaborative situations. Neither go into detail on various
privacy issues, nor is support for various aforementioned
requirements, e.g., for individuals (R:EntityCtrl). Example
industrial offers for cloud-based collaboration include
Atlassian OnDemand and CollabNet CloudForge. Individual
privacy control (R:EntityCtrl, R:Dsclsr) do not appear to be
supported.

Work on more general multicloud collaboration includes
[5], which similarly supports opportunistic collaboration
without relying on cloud standardization based on the use of
proxies. However, aspects such as (R:BscSec, R:Intgrty,
R:EntityCtrl) were not considered and a technical
implementation was not investigated.

Work in the area of standardization and reference
architecture includes [22], which mentions privacy but fails
to prescribe a solution. [23] lists various security and
interoperability standards and their status, but their maturity
and market penetration when considering (R:MultCld) and
(R:CldCmpat) remain issues.

Various general cloud security mechanisms have been
proposed. Privacy as a Service (PasS) [24] relies on secure
cryptographic coprocessors to provide a trusted and isolated
execution and data storage environment in the computing
cloud. However, its dependency on hardware within cloud
provider infrastructure hampers (R:CldCmpat, R:CldPort,
and R:BscSec). Data protection as a service (DPaaS) [25] is
intended to be a suite of security primitives that enforce data
security and privacy and are offered by a cloud platform. Yet
this would inhibit (R:CIldPort). Other work such as [26]
describe privacy-preserving fine-grained access control and
key distribution mechanisms, but are not readily available for
a pragmatic approach that is usable today (R:BscSec).

STATE OF THE ART

Iv.

For a cloud-based context-aware collaboration system to
have satisfactory utility, it will depend on some type of event
and data collection and communication facilities. Thus, this
foundational infrastructure should be equipped with basic
trust and security mechanisms such that upper-level services
like context-awareness and collaboration can ensue without
impinging on privacy.

Thus, to provide a flexible solution for achieving privacy
control in such environments, a primary principle in the
solution concept is the application of the Service Layer
design pattern [27] to provide a decoupling and separation of
concerns as shown in Figure 1. The lower conceptual Event
and Data Services Layer includes event and/or data services
for an entity (person/team/organization), including
acquisition, storage, retention, and dissemination, while the
upper Collaboration and Tools Services Layer includes CDE
and tool services. The upper layer services utilize lower layer
data to provide collaboration, data sharing, analytics,

SOLUTION CONCEPT
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telemetry, contextual guidance, and other value-added
services. Any single entity would have more limited privacy
control mechanisms.
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Figure 1.
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A second solution principle is the introduction of a
datastead, shown in Figure 2. Loosely analogous to the
concept of homesteading or seasteading, it provides an entity
with both a certain degree of data isolation and control for
some area. In this case, some entity (be it an individual or
some unit) manages and controls clearly delineated data
resources in the cloud for which they have or receive
responsibility and ownership rights. The technical
implementation of a datastead can be in the form of a
personal cloud in the case of an individual, or an area within
a private cloud for an organization. It is thus clear to the
individual or entity that they have complete control over
personal (or entity) event and data storage that is kept
separate under their personal (or entity) jurisdiction. Each
datastead can pass data to one or more other datasteads (such
as one belonging to a team) or directly to (usually one)
community cloud where it can be processed and utilized to
enhance collaboration. A configuration with successive,
staged, or pipelined datasteads, while not required, can
support the need for entity level privacy and disclosure
control from the lowest levels to the highest levels in
organizations (bottom-up). Community clouds may also
successively pass data on to larger community clouds if
desirable to the providing community. For instance,
academic research communities could access and analyze
this data for multiple projects.
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Figure 2. Generic Solution Concept.
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The third principle is the inclusion of a Trust Broker that
mediates between service and data access, acting as both a
cloud service broker (for interoperability with various tools)
and cloud security broker (for security) between layers. Akin
to the Trusted Proxy pattern [28] and Policy Enforcement
Point [29], it constrains access to protected resources and
allows custom, finely-tuned policies to be enforced
(R:EntityCtrl). Rules can be wused to configure and
distinguish/filter access by event types, timeframes, projects,
etc. It provides secure communication mechanisms
(R:SecComm) to authenticate and authorize data acquisition
and data dissemination in the datastead, as well as
interoperability mechanisms for various collaboration and
tool services. Only client requests from preconfigured known
addresses are accepted. A management interface to the Trust
Broker provides the datastead owner with policy
management  capabilities. It also  supports data
anonymization on a per request basis if so configured. For
secure storage, the Trust Broker encrypts (R:Encrypt)
acquired events and data (Encrypted Storage pattern [28]) to
prevent unauthorized access by administrators or intruders,
and protects access to the encrypted storage typically on a
single port (Single Access Point pattern [29]). The Trusting
Broker supports runtime code integrity (R:Intgrty) via
remote attestation, and a client, called the Trusting Tool, can
be invoked periodically or based on certain events to ensure
that the Trust Broker has not been tampered with.

As to transmission, a Personal Channel transmits events
from sensors to the personal datastead. The Inter-Cloud
Channel transmits personal or anonymized events to one or
more Community Clouds. The Community Channel is
optional and can be used, e.g., for impersonal sensors (e.g.,
team build server) or perhaps in special situations when
duplication and parallel transmission of personal events for
reliability or performance is desired and approved. Secure
Channels and Secure Sessions [29] are used to protect the
transmission between the sensors and the datastead (the
Personal Channel), between sensors and the Community
Cloud (Community Channel), as well as between the
datastead and any collaboration and tool services (Inter-
cloud Channel). For a community cloud, a VPN is used to
limit network access to collaborators in the community only.

V.  TECHNICAL IMPLEMENTATION

To determine the technical feasibility of the solution
concept and provide a concrete case study, the solution
concept was applied to an existing heterogeneous CDE
called the Context-aware Software Engineering Environment
Event-driven framework (CoSEEEK) [30], which had
hitherto not incorporated privacy or security techniques.
CoSEEEK's architecture and integrated technologies are
shown in Figure 3. Its suitability is based on its portability
(use of mainly Java and web-based languages), use of non-
commercial technologies described below, its reliance on
common distributed communication mechanisms such as
RESTful web services, and its heterogeneous tool support.
Additional technical details on CoSEEEK can be found in
[31][32].
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For event acquisition, CoOSEEEK relies on the Hackystat
framework [33] and its SE tool-based sensors (e.g., Ant,
Eclipse, Visual Studio) for event extraction and event storage
(shown in red in Figure 3). Hackystat does not currently
provide extensive security and privacy mechanisms. For an
insight, [34] briefly describes some of its security issues.

Service Layer Separation: the Hackystat-related elements
(shown in red) were hereby separated into the Event and
Data Services Layer and the remaining elements were placed
in the Collaboration and Tools Services Layer.

Cloud configuration: To meet (R:MultCld, R:CldCmpat,
R:CldPort), two different cloud platforms were utilized in
isolation. To represent a public IaaS cloud provider
configuration (R:PubCld), Amazon Web Services (AWS)
was used, using Elastic Compute Cloud (EC2) for computing
services, the Elastic Block Store (EBS) for storing
configuration files and XML database, and the Relational
Database Service (RDS) that holds the sensorbase.

To represent a private cloud (R:PrivCld) or community
cloud (R:CmtyCld) deployment, OpenStack was used with
Compute used for computing and Object Storage used in
place of EBS storage. Since nothing directly equivalent to
AWS RDS was available, we configured a Compute instance
with Object Storage that contains a MySQL Server database
and for single tenancy (R:ITenanf) one Compute instance
per developer with access restricted to the developer.

Trust Broker: the Trust Broker supports (R:Dsclsr) was
implemented in Java using a REST framework. An example
of a query that can be sent is the following, specifying the
project via the sensorbase id, the timeframe, the sensor data
type, the tool, and its uri source.

GET
/trustbroker/sensordata/{sensorbase id}?
startTime={startTime} &endTime={endTime} &
sdt name={sdt name}é&tool={tool}

&uriPatterns={uriPatterns}
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Encryption of events (R:Encrypf) can be optionally
configured. For encryption of arriving events and decryption
of events on authenticated and authorized retrieval, Java's
AES 128 and the SHA-256 hash algorithm were used
(R:BscSec). One reason for encrypting the storage is that it
provides an additional form of protection, should, e.g., a
provider's agent or intruder gain access.

The measurement database, called sensorbase in
Hackystat, required a few minor adaptations. For (R:Dsclsr)
to support anonymization, the HACKYUSER table was
extended to include an anonymization flag that is checked
before responding, replacing a userid with anonymous. In
order to support HTTPS connections, the sensorbase client
(R:SnsPriv) was modified and rebuilt, requiring any sensors
to utilize this modified jar file. HTTPS (R:BscSec) was used
to secure all three communication channels (personal,
community, and inter-cloud) (R:SecComm). Additional
properties were added to indicate the location of the
keystore. SSH was used to configure and manage each cloud.
Security groups were used in both AWS and OpenStack.

A. Aggregator

To improve cloud-based performance, we adapted the
solution concept from our initial paper to remove the
ongoing querying of the datastead by the Trust Broker in the
community cloud. Instead, a client-based push approach for
event transmission was implemented. A blacklist within the
client Trust Broker filters or anonymizes the types of events
that are passed on and made available. The aggregation of
the events now avoids polling the clients. For this, the client
Trust Broker is responsible for tracking which events were
already successfully transferred and which still need to be
sent to any Aggregator in the Trust Broker on a Community
Cloud.

The interaction between components for the transfer of
events is shown in Figure 4. Sensors send their events on a
push basis to the Hackystat sensorbase located in the
datastead. The datastead Trust Broker periodically queries
the sensorbase for events newer than its last transmission to
any particular Aggregator. Once an event is fetched, it is
checked against a blacklist to determine if it should be
blocked or anonymized. Then the datastead Trust Broker
pushes the event via its REST connection to the Aggregator
within the Trust Broker residing on the Community Cloud,
where it is persisted and can be processed by various upper-
level services in CoSEEEK. This is repeated in a loop until
the latest event has been sent.

There are valid arguments for maintaining either a
whitelist or blacklist, depending on what standpoint one
takes (send most data vs. send almost no data), the extent of
the associated rules, as well as the consideration of what
should happen if something is not specified. In the case of a
blacklist where something is missing or was misconfigured,
that would imply that events would slip through.

While a whitelist could have been used, for simplification
of the implementation for demonstration purposes we chose
to use a blacklist, since we presume that developers will
more likely know exactly what sensors they want to block or
anonymize (i.e., blacklist) from the community more than
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they will care to know and manage all the diverse and
possible sensors (whitelist).

A Personal Hackystat Datastead Cloud
Sensor database Trustbroker Aggregator
T T T T
il il il il
F—send eve n—p
F—send eve n—p
|'ﬂrJ
[until|lafest event sent, retriggered periodically]
fetch ol dest |
unsent event
|i check
blacklist
<
—push dat a—p
[—mark event as sent— P
send eve

Figure 4. Sequence diagram showing push-based aggregation.

The file blacklist.xml specifies which events should be
blocked or anonymized, whereby blocking is the default. The
boolean tag <Anonymize> controls anonymization, but can
be explicitly set to false as a kind of "unblock" to allow a
specific event to be unblocked when most others are
blocked.

If no events should be anonymized or blocked, then the
list is empty as shown below.

<Blacklist>
</Blacklist>

By default, if a tool is listed all events from that tool
sensor are blocked and remain in the datastead. For example,
to block all events from the eclipse tool sensor, it would be
specified as follows:

<Blacklist>
<Tool>
<Name>Eclipse</Name>
</Tool>
</Blacklist>

To anonymize, for example, all events from the eclipse
tool sensor, it would be specified as follows:

<Blacklist>
<Tool>
<Name>Eclipse</Name>
<Anonymize>true</Anonymize>
</Tool>
</Blacklist>

For example, to by default block all the other Eclipse tool
events, but anonymize only the Eclipse File Open events, it
would be specified as follows:

<Blacklist>
<Tool>
<Name>Eclipse</Name>
<Property>
<Anonymize>true</Anonymize>
<Key>Subtype</Key>
<Value>Open</Value>
</Property>
</Tool>
</Blacklist>

To anonymize all Eclipse events, and by default block
the Eclipse File Open events, one specifies additional
properties, as shown here:

<Blacklist>
<Tool>
<Name>Eclipse</Name>
<Anonymize>true</Anonymize>
<Property>
<Key>Subtype</Key>
<Value>Open</Value>
</Property>
</Tool>
</Blacklist>

To anonymize all Eclipse events except the File Open
events, for example, the following would be specified:

<Blacklist>
<Tool>
<Name>Eclipse</Name>
<Anonymize>true</Anonymize>
<Property>
<Anonymize>false</Anonymize>
<Key>Subtype</Key>
<Value>Open</Value>
</Property>
</Tool>
</Blacklist>

To manage what event to push, a simple event timestamp
reference that is persisted tracks the last event successfully
retrieved from the Hackystat sensorbase and that was either
blocked due to the blacklist or transmitted to a specific
Aggregator on a per event basis. Should an error during
transmission occur, the client is responsible for
retransmitting. Should the Aggregator become unavailable,
the client will continue to retry rebuilding a connection until
it succeeds in pushing the events not yet successfully
transmitted in the order of their occurrence (timestamp). No
separate queue is maintained and all events are stored in the
sensorbase.

B. Remote Attestation

To implement remote attestation, on the client-side, a
user configures the Trusting Tool with the expected
checksum value (provided, e.g., by the admin or a trusted
website), version, and the interval for rechecking. On the
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service side, a REST interface sensorbase/checksum was
added that loads the local adapted sensorbase.jar file,
computes the SHA-256 hash value using
java.security.MessageDigest, and returns this
value and the sensorbase version to the Trusting Tool. While
not foolproof, since any unauthorized access on the server or
client could allow spoofing, it provides an additional level of
confidence. Various stronger jar file tampering technologies
could be employed if needed, such as componio JarCryp
bytecode encryption.

VL

The case study evaluated the technical feasibility of the
concept based on the technical implementation. However,
security and privacy are highly contextually dependent on
the expectations, requirements, environment, risks, policies,
training, available attack mechanisms, implementation
details (bugs), configuration settings, etc. Therefore, making
a comprehensive formal assessment in this area is difficult.
So the assumption is made that the prescribed privacy and
security mechanisms suffice or are balanced for current
developer needs in developer settings.

Since CoSEEEK is a reactive system, the ability to
respond adequately to contextual changes via events is
dependent primarily on event latency. Cloud networking,
additional network security mechanisms, and the additional
delay incurred by inserting datastead nodes could negatively
affect responsiveness, and thus this infrastructural level of
event latency was the primary focus of the evaluation.

To elaborate, as CoSEEEK is a process-centered
software engineering environment, any events that arrive too
late to be contextually relevant can cause CoSEEEK-
triggered actions or responses to be irrelevant and thus
ignored. Developers also tend to be impatient when a
guidance system is not providing relevant and applicable
guidance for the context when expected, and they will
continue on without it and perhaps begin to ignore it. As to
event volume, events generated by any single developer's
actions are typically sporadic and not highly voluminous. If a
sensor is overly vociferous in relation to the amount of
developer activity, it can typically be configured to eliminate
redundant events or to summarize events. If this capability is
not built in, a complex event processor (e.g., Esper) can be
utilized to reduce the load on the network and aggregator in
larger project environments.

A subjective evaluation by developers in an industrial
setting was considered but not feasible at this time due to
resource and schedule constraints, and is included in future
work.

EVALUATION

A. Security Overheads

To determine security overheads, the Client PC (for use
by a developer) has an i5-2410M (2.3-2.9 GHz) dual core
CPU and 6GB RAM with 32-bit Windows XP SP3. The
network consists of gigabit Ethernet and two 1 Gbit
connections from the university campus in Germany to the
Internet Provider.

Representative for a private (R:PrivCld) or community
cloud where a datastead could also be placed, the OpenStack
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configuration (OSCfg) consisted of a local intranet server
with an 15-650 (3.2-3.4GHz) dual core CPU, 8GB RAM, and
64-bit Ubuntu Server 12.04. The OpenStack Cloud Essex
Release was installed on the Server via DevStack and the
Compute instances also ran Ubuntu Server 12.04. MySQL v.
5.5.24 was used for Hackystat sensorbase storage in a
Compute instance.

As a public cloud provider (R:PubCld) representative, a
free AWS configuration (AWSCfg) was chosen. It consisted
of tl.micro EC2 instance types located in US-EAST-1d
(Virginia) with 613 MiB memory, up to 2 EC2 units (for
short periodic bursts) with low I/O performance running 64-
bit Ubuntu Server 12.04. MySQL v. 5.5.27 was used for the
Hackystat sensorbase storage in AWS RDS.

Common software included Hackystat 8.4 with the
Noelios Restlet Engine 1.1.5 and JDK 1.6.

Typical network usage scenarios were considered, thus
no optimizations were applied to any configurations nor was
an artificially quiet network state created. All results are the
average of 10 repeated measurements (with one exception
noted below). A secure configuration denotes using the
TrustBroker via HTTPS (R:SecComm) with encrypted
storage (R:Encrypt), and an insecure configuration means
HTTP without a TrustBroker. VPN (R:R:PrivNtwk)
overheads were not measured.

To determine delays from the client to the datastead in
cloud variants, on the client PC the Ant build tool was
invoked, causing the Hackystat Ant sensor to send one XML
event to the Server (a write in the remote sensorbase)
consisting of 235 bytes of event data plus 73 bytes of
network protocol overhead. The measured latency values are
shown in Table I and Figure 5.

TABLE L LATENCY (IN MS) FOR SENDING AN EVENT (235 BYTES)

FROM THE CLIENT PC TO THE SERVER SENSORBASE

Insecure Private Secure Private Secure AWS
Cloud (ms) Cloud (ms) Cloud (ms)
214 389 608
¥ Secure AWSCfg
Secure OSCfg
H ‘ B Insecure OSCfg
0 100 200 300 400 500 600
Latency (ms)
Figure 5. Latency (in ms) for sending an event (235 bytes)

from the client PC to the server sensorbase.

Once events are in the datastead, then latencies incurred
between cloud computing instances are of interest, since
collaboration services or tool services will require this data.
The measured values are shown in Table II and grouped by
security mechanisms in Figure 6.

A grouping by cloud type is shown in Figure 7. For
AWSCfg, a single query for 67 events (15818 bytes)
between two EC2 instances took 78 ms on average via HTTP
and 84 ms over HTTPS. In a secure configuration the
retrieval took 347 ms. For OSCfg between two Compute
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instances, a single query took 38 ms to return 22 events
(5243 bytes). Note that HTTP insecure reads in the private
cloud had two anomaly values (178 and 210 ms) that would
have changed the average from 38 to 69, and were also far
larger than any secure value measurements. Thus, these two
measurement values were removed, and the average created
from the remaining 8 values. These large latencies could
perhaps be attributed to a network, disk, operating system, or
OpenStack related issue. Continuing with the measurements
with 39 events (9238 bytes), HTTPS requests took 60 ms
while in the secure configuration it averaged 61ms. The
overhead of the privacy approach is the addition of SSL,
brokering a second SSL connection, and encryption. For the
OSCfg, the difference of TrustBroker and decryption showed
on average only a 1ms difference to that with purely SSL.
One explanation could be that the extra overhead is minimal
compared to the data transfer delays between OpenStack
instances, but further investigation of OpenStack internals
and performance profiling would be needed to clarify this.

TABLE II. PRIVATE VS. PUBLIC CLOUD INTER-COMPUTING INSTANCE
QUERY LATENCIES (IN MS)
Inter-OSCfg Inter-AWSCfg
Latency (ms) Latency (ms)
Insecure 38 78
HTTPS 60 84
Secure 61 347
Secure
HTTPS
Inter-AWSCfg
Insecure B Inter-OSCfg
0 50 100 150 200 250 300 350
Latency (ms)

Figure 6. Private vs. public cloud inter-computing instance query
latencies grouped by security (in ms).

Based on the results shown in the above figures, the use
of the secure configuration of the OSCfg within a private or
even a community cloud setting would appear to have
acceptable performance overhead for cloud-centric
collaborative development work, and distributed retrieval
from datasteads is viable for responding to changes in the
collaborative situation. On the other hand, the use of the
secure configuration in the public cloud (AWSCfg), as
shown in this perhaps worst case as a free offshore minimal
public cloud setting, incurs substantially higher network
latencies. Obviously, choosing geographically close
locations when possible is recommended. Also, provisioning
sufficient computing and I/O resources support to deal with
the additional inter-cloud and security mechanism overheads
would also reduce such lags in public cloud configurations.
Optimizing this area could yield performance improvements
but may incur additional financial costs.
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Inter-AW SCfg
B Secure
HTTPS
Inter-OSCfg B Inscoure
S S N I
0 50 100 150 200 250 300 350
Latency (ms)
Figure 7. Inter-cloud query latency grouped by cloud type
for different degrees of security (in ms).
To determine the remote attestation overhead, the

Trusting Tool was measured on the PC using the AWSCfg
over SSL. The average request-response latency was 702 ms.
On the server, this involved loading and calculating the
SHA-256 hash value for the 5.5 MB large sensorbase.jar file.
Thus, the attestation mechanism of the remote cloud instance
could be configured to be automatically invoked periodically
by client-side sensors at regular intervals in a separate thread
or process so as not to interfere with other network
communication.

B. Aggregator Performance

In order to remove the query of datasteads by the Trust
Broker Aggregator, the implementation was changed to a
client-based push approach as mentioned in the previous
section. The aggregator push implementation was measured
separately to determine its performance and adequacy. For
this a client PC served as the datastead. The following
hardware setup was used for these measurements: the client
was a Lenovo ThinkPad X201T with 2GHz Intel Core i7
L620 and 4GB RAM. The local server consisted of a PC
with a 3.30GHz Intel Core i3-3220 CPU with 4GB RAM.
Amazon AWS T2.micro consisted of 1 VCPU with 1GB
RAM. All used a 64-Bit Ubuntu version 14.04. The network
connection consisted of a 1 Gbit LAN between the PC and
server locally and 2.5Mbit upstream and SO0Mbit downstream
to the internet provider. HTTP with REST was used for these
measurements using Jersey 2.10 and the Java Runtime
Environment 7.

Since the filtering of events will not consume significant
wall clock time in comparison to the network aggregation,
event filtering and anonymization were disabled. 128 events
were pushed to the Aggregator from the client. Since events
are not likely to be excessively large, events of 256 and 512
bytes in total length were used for comparison. The results
are shown in Table III and Figure 8.

No significant latency differences due to a larger event
size were detected on the local network. This can be
explained in that the primary overheads involved are not
related to content analysis or processing of data within the
packets or events since this was not performed, and that the
high network transmission rate available made the additional
payload insignificant.

The latency durations indicates that potential exists here
for performance optimization, but due to time and resource
constraints a more thorough analysis of these initial results
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using CPU profiling and network sniffers could not be
performed.

TABLE III LOCAL VS. PUBLIC CLOUD NETWORK AGGREGATION
LATENCIES (IN MS) FOR 128 EVENTS
Event size | Local Aggregator AWS Aggregator
(bytes) Duration (ms) Duration (ms)
256 7528 10448
512 7527 10617

AWS

Event size
312 bytes

LAN

236 bytes
T
] 2000 4000 6000 8000 10000
Total duration for aggregating 128 events {in ms)

12000

Figure 8. Aggregation network latencies (in ms) in local vs. public cloud
settings for 128 events.

In summary, the evaluation showed that network
latencies incurred by the solution concept are most likely
insignificant for collaboration in PrC settings, but that
security overheads in global PuC settings may require
optimization attention to minimize their effects.

VIL

Telemetry and metrics play a vital role in providing a
data basis for assessing areas for improvement, for
benchmarking against other organizations or projects, as a
basis for root cause analysis, and for determining the effects
of any improvement initiatives.

When the trust environment in an organization or project
is healthy, then the sharing of event data and associated
metrics can be used to support tighter collaboration,
streamline interactions, and be used in retrospectives for
analysis to support and verify improvements and best
practices. However, when the trust environment is degraded
or non-existent, then a forced sharing of detailed personal-
level data may result in additional inefficiencies due to
psychological or motivational effects, circumvention or
abuse of such a system, or adapting behaviors or sensors to
intentionally providing misleading data to make certain
people look good and/or others look worse.

The Tuckman model [35] for the development of small
groups may be useful to illustrate the difficulties as teams
transition in their interactions and the associated change in
the trust among members, from forming to storming,
norming, performing, and then adjourning. The concept in
this paper can adjust for increasing trust, from blocked to
anonymous to personalized events. Should the trust situation
decline, it can support adjustments in the policies from that
point on for new events. Any events already disclosed will
however remain so unless the community cloud is manually
cleansed by an administrator.

DISCUSSION
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If we look beyond software developers and at the broader
picture of employees in organizations that intentionally
monitor their employees, they are then likely to utilize
surveillance products that were intentionally built for this
purpose and will likely not explicitly involve their
employees. Addressing privacy in such situations is beyond
the technical scope of the concept and approach in this paper
and will likely need to rely on regulatory mechanisms to
balance the rights and responsibilities of the parties involved.

However, due to the dynamics of projects and
development environments, and the freedom and influence
or empowerment developers often have, software developers
are in a unique position to influence the use of measurements
for team improvement while balancing the amount of
transparency and personal measurement to the shifting trust
environment. Personal empowerment over personal
measurement data may allow developers to embrace the
adoption and inclusion of personal metrics and enhance the
productivity of teams without the negative impacts of forced
submission to measurement collection. The adoption in open
source projects, for example, would allow deeper analysis
and understanding, even if the metrics and events were
anonymous. In the larger scheme of things, this could
provide the software engineering research community with
valuable additional data for (meta-)analysis and
improvements in the hitherto semi-inaccessible data
collection area associated with software development
processes.

The approach in this paper intended to provide personal
control mechanisms to developers to deal with privacy and
trust reservations of developers towards the integration of
sensors in their environments needed by collaboration and
telemetry systems similar to CoOSEEEK.

VIIIL

To address security and privacy in collaborative cloud
development, this paper presented a practical concept with
entity-level control of non-, anonymized-, and personally-
identifiable disclosure for multiple cloud configurations. It
can further both collaboration and trust by giving individuals
transparency and control and allowing them to adjust
disclosure to the changing trust situation. The paper
contributes a practical basis for illustrating issues, eliciting
awareness, community discussion, and may increase self-
regulation and  infrastructural  privacy  offerings.
Organizations adopting such a privacy infrastructure show
that they value and trust their employees, enabling them to
reap mutual trust rewards. Also, one could envision, for
instance, that an audited "we don't spy here" seal might help
attract and retain developers for certain organizations.

The evaluation showed its technical feasibility and
practicality, requiring only minimal adaptation of the
CoSEEEK CDE. The Trust Broker enables fine granularity
access control to personal data. Performance was sufficient
in private cloud configurations, while public cloud
configurations using additional security and privacy
mechanisms may require optimization to ensure fluid
collaboration  situational response. The push-based
aggregation supports black-list filtering and anonymization

CONCLUSION AND FUTURE WORK
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on a fine-grained event basis and better supports aggregating
events when many clients are involved. The current
implementation relies on the clients to avoid retransmission
of events. Should this not suffice in practice, the Aggregator
could be adapted to ensure that duplicates are not stored, e.g.,
by using a hash value or checksum for each received event,
and any new events compared with all previous event hash
values, although this would add some additional overhead.

Limitations and risks include: extending privacy/trust
support within and across collaboration layer tools, non-
detection/discovery of (un)intentionally unspecified/hidden
sensors, data manipulation risk by datastead owners
themselves, and provider-side access or manipulation risk. In
the case of trust issues with the service provider, building
your own datastead cloud server site could be considered. A
concept for reliably maintaining and updating the software
across the various datasteads in a trustworthy and efficient
manner, with or without manual intervention by the
datastead owner, should also be considered. Perhaps the
updates should require some certification and could then be
performed automatically if desired by the owning entity. In
the end, developers will likely prefer low hassle solutions
that still provide adequate privacy transparency and controls.

Future work includes an industrial field study, the
inclusion of various data provenance and data integrity
mechanisms to mitigate manipulation risk, and the
investigation of enhanced remote attestation mechanisms. In
the face of shifting privacy norms, infrastructural support for
data confidentiality is needed to limit disclosure of
distribution data beyond its original intent, like lifetime
constraints, transitivity bounds, and claims-based access
[36]. One challenge here is to deal with annulment or
revocation of data already shared in the past when the trust
situation degrades. Since service privacy is also a broader
issue, development and adoption of global industry service
privacy standards combined with independent privacy audits
involving all service layers would enhance the trust of cloud-
based data acquisition and service offerings.
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Abstract—The ‘Web of Data’ aims to enable people to share The remainder of this paper is organized as follows. Section

structured data as easily as they can share documents on the Web. || presents several examples of related work, and Section Il
Accordingly, a search engine for the data is becoming important  describes problems with and approaches to realizing the query
for promoting data-intensive services. However, the data are answering system for LOD. Then, Section IV proposes an
represented and interlinked by a triple format in the Resource application of this software, Flower Voice [1], which is a
Description Framework, and thus full-text search is unsuitable smartphone tool for searchir{g for information a’nd for logging

for structured data, and formal query languages are difficult for - L ; :
ordinary users. Therefore, we propose a query answering system, gartlj(e_nlnsg a9t|V|t¥/' Finally, we conclude by referring to future
work in Section V.

which accepts natural language queries in Japanese, translates
them to triples and sends formal queries to the ‘Web of Data’. The
proposed system is implemented on a mobile phone, and evaluated II. RELATED WORK
in the context of gardening advice for people. The use is within .
a social system, and combines user feedback and user context =N research on query answering (QA) systems and
information obtained by sensors, in order to improve search databases, many attempts have been made to automatically
accuracy for open-schema mapping and data acquisition. Then, translate from natural language queries to formal languages,
we confirmed that the search accuracy of 18.2% was improved Such as Structured Query Language (SQL) and SPARQL, in
by the user feedback, and the useful triples have been increased order to facilitate the understanding of ordinary users and

3.4 times by the context information. even database (DB) experts. Research also exists on outputting
KeywordsWeb of Data; Linked Open Data; Query Answering; the queries and results into natural language sentences [2][3].
User Context; Plant. Although, as we pointed out in Section |, it is difficult to apply

full-text search to data fragments, there has been research on
converting a keyword list to a logical query [4][5][6].

‘ o In this section, we classify research on QA systems that

The ‘Web of Data’ aims to enable people to share strucyangslate natural sentences into queries, which are classified

tured data as easily as they can share documents on the Wely, two categories based on whether a deep or shallow
and is currently attracting attention because it is expected tgnhqyistic analysis is needed.

enable the creation of innovative service businesses, mainly in _ L L
the areas of government, bioscience, and smart city projects, ON€ System that requires deep linguistic analysis is
To promote the application of the data in a large number o PRAKEL [7][8]. It first translates a natural sentence into a

services, it would be helpful to have a search engine for th€YNtax tree using Lexicalized Tree Adjoining Grammars, and
‘Web of Data’. Given that the data format is described as thd"€n converts it to F-logic or SPARQL. Although it is able
Linked Open Data (LOD) in Resource Description FrameworklO translate while retaining a high degree of expressiveness, it

(RDF) (as of December 2012, RDF is a candidate for theSC requires the original sentence to be precise and regular.

standard format of the open data at the Japanese Ministry/er.‘dt et al. [9] considers a QA system together with the
esign of a target ontology mainly for event information,

of Internal Affairs and Communications), full-text search is . ; .
unsuitable for data fragments in the structured data. Moreovefd features handling of temporality and N-ary during the

it is difficult for ordinary users to perform a formal query using SYNt@x tree creation. It assigns the words of the sentence to
SPARQL Protocol and RDF Query Language (SPARQL).SlOtS in a constraint called semantic descriptionlefined by

Therefore, we propose a query answering system for matchinge ontology, and finally converts the semantic description
triples extracted from the user query sentence to triples if® SPARQL recursively. In terms of a natural language QA

the ‘Web of Data’. For instance, the system accepts naturaiystem for ordinary users applicable to LOD, however, these

language queries in Japanese, translates them to RDF tripl@gProaches are problematic in practical use, because of syntax
< subject,verb,object > and sends SPARQL queries to the and triplification errors in natural sentences. The fact that
RDF DB. In this paper, we focus on the mapping of querythe target DB is not a well-structured ontology, but loosely

sentences to open-schema data and data acquisition, and tH&ed data, is also problematic, since advance knowledge
attempt to improve search accuracy based on user feedback affg the ontology structure is required. Thus, the following
proaches that use shallow linguistic analysis are proposed

to acquire new data from user context information. We evaluat?lp '

these points using ‘Flower Voice’, which is an application of 'OF this purpose.

the query answering system implemented on a mobile phone FREyA [10] was originally developed as a natural language
for assisting users with their gardening. Finally, we indicateinterface for ontology search. In several respects it is similar to
the results of performance evaluations. our system. For example, both FREyA and our system match

I. INTRODUCTION
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the words from a sentence with resources and properties by 1. Original sentence:

using a string similarity measure and synonyms from WordNet,
and both improve accuracy based on user feedback. However,
FREYA converts the sentence to a logical form using ontology-
based constraints assuming completeness of the ontology used
in the target data. aux det

“Begonias will bloom in the spring”

2. Dependency parse

By contrast, DEQA [11] adopts an approach called !”’”"j ' ""9" H'”bj 1
Template-Based SPARQL Query Generator [12]. It takes pre- . . . .
pared templates of SPARQL queries and converts the sentence Begonlas  will - bloom [n the  spring

to fill the slots in the template (not the ontology constraint).
DEQA is also applicable to a specific domain (real estate
search) and exhibits a certain degree of accuracy. Unlike our
system, however, it does not incorporate any social approach
such as the use of user feedback.

PowerAqua [13][14][15] also originated as a natural lan-
guage interface for ontology search and performs a sim-
ple conversion to basic graph patterns called Query-Triples,
matching of words from the sentence with resources and
properties using a string similarity measure and synonymgependency parsing. Figure 1 shows a conversion from a
from WordNet. When used with open data, PowerAqua als@ependency tree to a triple. Any query words (what, where,
introduces heuristics according to the query context to prevenyhen, why, etc.) are then replaced with a variable and LOD
decreased throughput. It is the research most similar to ounB is searched. SPARQL is based on graph pattern matching,
system, and addresses the issue that is called ‘open-schemgid this method corresponds to a basic graph pattern (one
in this paper, which means identifiers and properties usegtiple matching). At data registration, if there is a resource
in the Linked Data are unknown. It then proposes mappingorresponding to theubject and a property corresponding
techniques for querying large-scale contents across multiplgy the verb from the user statement, a triple, which has the

domains. However, improvement of the selection of mappin®pject from the user statement as the Value, is added to the
by user feedback is identified as a future issue [15]. DB.

In terms of commercialized systems, voice assistants such Although DB-search QA systems without dialog control
Apple's Siri and xBrainSoft's Angie have become popularpave a long history, there are at least the following two
recently. Both offer high-accuracy voice recognition functlonspromemS because the data schema is ‘open’.

and are good at typical tasks such as calling up handset capabil-

ities and installed applications, which are easily identified from ]

the query. These voice assistants correctly answer the questién Mapping of Query Sentence to LOD Schema

in the case that the information source is a well-structured The schema of the LOD, which is our knowledge source,

website such as Wikipedia. Extracting the information fromjs not regulated by any organization, and there may be several

unstructured websites, however, often fails and they return thgroperties with the same meaning and a new property may

search engine results page (SERP), and thus the user needsi@idenly be added. In addition, we assume searching over

tap URLs from the list. In contrast, our system focuses on thenyltiple LOD sets made by different authors. In this open-

information search using LOD as the knowledge source, angdchema data, mapping between the verb in the query sentence

raises the accuracy using the user feedback. (in Japanese) and a property in the LOD is unknown, although
In terms of mobile applications in agriculture, Fujitsu at least the schema is given in advance in the case that a closed

Ltd. offers a recording system that allows the user to simplyDB is a knowledge source. Therefore, the score according to

register work type by buttons on a screen with photos othe mapping degree cannot be predefined.

the c_ultlvated plants_. NEC Corp. _also offers_ a mac_hlne-to- Thus, we use a string similarity and a semantic similarity
machine (M2M) service for visualizing sensor information andiecpnique from the field of ontology alignment to map verbs
supporting gardening/farming diaries. Both systems addresg hroperties, and then attempt to improve the mapping based
recording and visualization of the work, although our system i, ,qer feedback. We first register a certain set of mappings
aimed at the search of cultivation knowledge on site by mean%verb (in Japanese), propeftgis seeds in the Key-Value Store
of a voice-controlled QA system. (KVS), since the KVS is faster than the LOD DB. If a verb
is unregistered, we then do the following (Figure 2):

3. Extracted triple:
<Subject, Verb, Object>

<Begonia, bloomln, spring>

Figure 1. Conversion from dependency tree to triple.

[1l. PROBLEMS AND APPROACHES TOOPEN-SCHEMA
DATA 1)
In the classification of interactive systems, our QA service
is in the same category as Siri, which is a DB-search QA
system. However, Siri is more precisely a combination of
a closed DB and an open Web-search QA system, whereas (2)
our system is an ‘open’ DB-search QA system. Although the
detailed architecture is described in the next section, the basic (3)

Expand the verb to its synonyms using Japanese
WordNet ontology, and then calculate the Longest
Common Substring (LCS) with the registered verbs
to use as the similarity.

Translate the new verb into English, and calculate the
LCS of the English with the registered properties.

If we find a resource that corresponds to a subject

operation is to extract a triple such as subject, verb, and object
from the query sentence by using morphological analysis and

in the query sentence in the LOD DB, we then
calculate the LCSs of the translated verbs with all
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Input Sentence: Fh%SE;;JEr..US - (1LCSs e (CKVS
ex) 12 INFLL RUSNOBLD ? Verb . ‘blossom” >~ |{Verb, Property}
“When do impatiens bloom?” ( JapaneseR’- - - AL, foweringSeason)
P EE— -

“bloom” h

<Subject, Verb, Object> esaurus

N — (English) @

AVNRFIVZR, B, VD>~ \fgrp _— “flower”
“<impatiens, bloom, ?when>" (japanese)x~_,  “bloom”
PN

{Verb, Property}

{"BITENE", floweringSeason}

- ]
“bloom” n-to-n o0 om
thesaurus .
i <R , P rty, Value> in RDF
(English) (3)LCSS esource, Property, Value> in
- “flower”
Subject * “bloom”
“AVINFIVIR” o
“‘impatiens” n-to-n

underline: target for comparison
Italic: English notes

Figure 2. LCS calculation process with examples.

the properties belonging to the resource, and crethis case), and corresponds to a typical method in Human
ate a ranking of possible mappings, which has aComputation mechanisms.

property correspoinding to the original verb in the By contrast, we also attach the Twitter ID of the registrant
first position, and is arranged in descending order ofg the data as the creator in order to heighten the feeling of
confidence value (O by default), and in descendingcontribution on the part of the user who shares the significance
order of the above LCS values if there are propertiesyf puilding the ‘Web of Data’. This is another method in Hu-
with the same confidence value. man Computation mechanisms. These efforts further promote

(4) The user feedback, indicating which property wasihe social user participatory approach.

actually viewed, is sent to the server, and the cor- . . .
responding mapping of the new verb to the property, Ve have also been developing a semi-automatic LOD ex-
is registered in the KVS traction mechanism from webpages for generic and specialized
(5) Since the registered m.appings are not necessar”’nformation; this mechanism uses Conditional Random Fields
correct, we add the number of pieces of feedback t CRF) to extract triples from blogs and tweets. As Minh et

the confidence value of the mapping, and recalculat@l' [16] shows, it has achieved a certain degree of extraction

the ranking of the mapping to improve the N-best3¢CUracy:

accuracy (refer to Section IV-D). IV. DEVELOPMENT OFAPPLICATIONS FORFIELDWORK

SUPPORT
B. Acquisition and Expansion of LOD This section shows the implementation of our service and
Even for an open DB, it is not easy for an ordinary user toan application. The applications of QA systems include inter-
register new triples in the DB. Therefore, we provide an easyctive voice response, guide systems for tourists and facilities,
registration method that uses the same extraction mechanispar navigation systems, and game characters. However, these
as triples from statements. all use closed DBs and would not be the best match for an
Qopen DB. In addition, since our system does not currently

user context information to support data registration by th n?{gg)ratfonggof\zRtro,:azﬁghsﬁgh F;lr;ne-ns)gal}gt Lrl?nsgrlicgz
user. When the user registers a triple in the DB, the sensor da P 9 P Pp

are automatically aggregated by using the smartphone’s builfi=0 difficult. Thus, we focus on searching for information as
in sensors, and the context information related to the tripl‘:f(iescnbed in the previous sections and introduce the following

is inserted in the DB after the semantic conversion of the*PPlications.
sensor data. Although Twitter provides a function for attaching 1)  General Information Retrieval

We also provide an automatic registration method of th

geographical information to tweets, this method is available DBpedia [17] has already stored more than one
with a greater variety of context information. By using this billion triples, and there are 31 billion triples on the

method, the user can register not only the direct assertion, Web, so part of the information people browse in
which is an object in the user statement, but also several items Wikipedia can be retrieved from LOD.

of background information at once. We describe examples of 2) Recording and Searching Information for Fieldwork

the sensor data and the corresponding context information in Since the system allows user registration of informa-
the next section. This is an approach to collect the necessary tion, the information relevant to a specific domain can
data from side effects of the user actions (the registration in be recorded and searched, including for agricultural
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3)

Although the above (1) is our purpose mentioned in the
introduction, we introduce an application of our QA system

449

2R ERiR A O5%

query sentence —

\ AVNFTIRABVDHSD? €

' ; .~ LOD search
results:

matched property

with value

' BLAT
“Tell me” butto'h

Google search
results
for comparison

Copyright 2012, T.Kawamura
query interface answer interface

Coppnght A%, T Ramamuss

Figure 3. Service interface of Flower \Voice.

and gardening work, elevator maintenance, factoryand the gardener needs to respond to the current status of
inspection, camping and climbing, evacuation, andthe plants on site, which is highly dependent on the local

travel. environment. However, searching the Internet using a smart-
Information Storage and Mining Coupled with Twit- phone is disadvantageous in that one must input keywords and
ter iteratively tap and scroll through SERP to find the answer.

If we focus on information sharing, it is possible Therefore, we developed Flower Voice, which is a QA service
that when a user tweets using a certain hash tag (#fpr smartphones that answers questions about agricultural and
the tweet is automatically converted to a triple andgardening work. Furthermore, we provided a mechanism for
registered in the LOD DB. Similarly, when the user registering the work of the user, since data logging is the
submits a query using a hashtag, the answer is minetdasis of precision farming according to the Japanese Ministry
from the LOD DB, which stores a large amount of of Agriculture. This is a tool for searching information and
past tweets. This would be useful for the recordingfor logging by voice using smartphones for agricultural and
and sharing of word-of-mouth information and life- gardening work. Figure 3 shows a service interface of Flower
log information. Voice. It automatically classifies the speech intention (Question
Type) of the user into the following four types (Answer Type
is a literal, Uniform Resource Identifier (URI), or image).

from the second perspective in the following section to evaluate 1)  |nformation Search

the system in a limited domain, which is Flower \oice to Search for p|ant information in the LOD DB. For
answer queries on agricultural or gardening work concerning example:
diseases and pests, fertilization, maintenance, etc. Q:  “When do impatiens bloom?”

A. Flower Voice

Urban greening and urban agriculture have been attracting 2)
attention owing to the rise of environmental consciousness and
a growing interest in macrobiotics. However, the cultivation
of greenery in a restricted urban space is not necessarily a

A:  Flowering Season: May

Information Registration

Register new information for a plant that does not
currently exist in the LOD DB or add information to
an existing plant. For example:

simple matter. Beginners, who have no gardening expertise, Q:  “Geraniums are annuals.”

have questions and encounter difficulties in several situations A:  annual: True

ranging from planting to harvesting. Although the user could 3) Record Registration

employ a professional gardening advisor to solve these prob- Register and share records of daily work. Since data
lems, this would involve costs and may not be readily available logging is important for farming, it would be useful
in urban areas. Moreover, such work cannot be fully planned to add sensor information together with the registered
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record. However, the verbs that can be registered ar&he client Ul displays the results. Text-to-speech has not been
limited to the predefined properties in the DB (seeimplemented yet.

the next section). For example: The automatic registration method of the user context
Q: “I put fertilizer on the tulips.” information is realized by acquisition of sensor data and
A: Fertilizing Day: Oct. 12 semantic conversion based on the LOD Schema. The sensor
4) Record Search data are obtained by JavaScript running on the smartphone,

Search through records to remember previous worlexcept for Osaifu-Keitai that is FeliCa (a specification of
and view the work of other people. For example: ~ Near Field Communication) mobile payment. Table | shows

. ; . ioaom examples of the sensor data and the corresponding context
2:' F\évr?iﬁ;%dljla@?téi;tlhlzzer on the wiips? information. Note that although the clock and Osaifu-Keitai
are not the sensors, these are included in the table for showing
the mapping with the context information. Furthermore, Points
B. Plant LOD of Interest (POIs) and Weather are obtained by accessing Ya-
The LOD used by Flower Voice is called Plant LOD, hoo! Open Local Platform and Japan Meteorological Agency
and consists of more than 10,000 resources (species) undeased on the Global Positioning System (GPS) information.
the Plant Class in DBpedia and 104 Japanese resources thidte POIls specify location names (buildings, businesses, train
we have added. We have also added 37 properties relatesgiations) in the vicinity of the location.
to plant cultivation to the existing 300 properties. In terms
of the LOD Schemas for registering records, we prepared

. . . . P TABLE |I. MAPPING OFSENSOR AND CONTEXT INFORMATION.
properties mainly for recording dates of flowering, fertilizing,

and harvesting. Figure 4 illustrates Plant LOD, which is an Confext Tnfo.
extension of the LOD used by Green-Thumb Camera [18], Sensors ihat can be obtained
which was Qeveloped for introducing plan'gs (greening design). GPS Location, Nearby POI
Plant LOD is now stored and publicly available at Dydra.com - Weather, Temperature,
[19], although literal values are described in Japanese. (Combination of the above two Hurnidity
llluminance Space Indoor, Outdoof
StatugMoving, Stop},
C. System Architecture Acceleration Walking Time&Distance

Figure 5 shows the architecture of Flower Voice. The )4 prepared the LOD schemas (properties) correspond-
user can input a query sentence by Google voice reICOQn't'Ofﬁg to the above context information, and once the sensor
or keyboard. The system then accesses the Yahoo! API fcifn‘ormation is retrieved, we convert it to the property value

Japanese morphological analysis to extract a triple using ﬂ\ﬁ’/ith the designated data tvpes. namely. literal and inteqer
built-in dependency parser, and generates a SPARQL query Qs ore predgefined by theyzch,emas. I):/,or example, whgn a

filling in slots in a query template. A similar process also worksu er registers a triple describing “a flower has blossomed”,

for English sentences, although the morphological analyzer angle 'sonsor data for the location is converted to literals: one

dependency parser must be changed to, for example, Berkelgy. o tomperature is converted to an integer, and one for

Parser [20]. The search results are received in Extensibl(ﬁe space is translated to “Indoor” or “Outdoor”. Then, the
Markup Language (XML) format. After searching teerb, ooyt information, such agtcprop:flowerAddress (loca-

property} mappings registered in Google Big Table and ac-;,,) " enrop:flowerDateHighTemp (highest temperature of
cessing the M!crosoft Translatc_)r API an_d Japanese Wor_qu e)(’jgy),p gtc%rop:ﬂowerDat%Longn(wpg(lowest tepmperature
Ontology provided by the National Institute of Information of the day), orgtcprop:flowerSpace (space of the flower), is

and Communications Technology (NICT), the LCS values forautomatically registered in the LOD DB.

each mapping are calculated as described in Section IlI-A7 _ - L .
The order of matching is firstly matching thebject against Figure 6 shows the combinations of properties intentionally

resources by tracing ‘sameAs’ and ‘wikiPageRedirects’ |inks,reg|stered_ by the user and the context information automati-
and then searching farerb matches with the properties of the Cally obtained by the sensors. For example, when the user
resources. A list of possible answers is then created from thgggisters a flowering date witgtcprop:flowerDate property,
pairs of properties and values with the highest LCS valueghe space and location |nfo.rmat|on of 'the user anq the weather
The number of answers in the list is set to three because @" that day are automatically obtained. The links of the
constraints on the client Ul. The results of a Google search argfoperty and the context information can be easily adjusted
also shown below in the client to clarify the advantages andiccording to the purpose of application. Flower Voice currently
limitations of the QA service by comparison. User feedbackdoes not use the context mform_atlon_related to the user actions
is obtained by opening and closing a collapsible area in th€Uch as number of steps, walking distance and walking time.
client, which gives a detailed look at the value of the propertylherefore, there are unlinked contexts in the figure.

(but only the first click). The type of feedback is classified We have also added an advanced function for changing
into ‘implicit’ graded relevance feedback [21][22], since the the LOD DB that is searched by the user input to a SPARQL
user is only viewing the result without knowing that the endpoint as entered in an input field of the client Ul, although
selection will be used for the improvement of accuracy. Duringthe change is limited to searches. This is not compatible with
searches, feedback updates the confidence value of a registegddservers because the query is based on predefined templates
mapping{verb, property or registers a new mapping. During and the results are received in XML format. Some servers
registration, the feedback has the role of indicating to whichalso require attention to latency. Endpoints that have been
of three properties thebject(value) should be registered. confirmed include DBpedia Japanese [23], Data City SABAE
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is-a

a.k.a. rdfs:subClassOf

owl: Thing
Instance
dbpedia-owl: a.k.a. Resource|
Species
dbpedia-owl: dbpedia: http://dbpedia.org/resource/
Eukaryote . .
ahpesiaant gtc: additional Resource / Property
Plant
instance-of
a.k.a. rdf:itype
dbpedia-owl:
loweringPlant
instance-of
a.k.a. rdf:itype
dbpedia: dbpedia: dbpedia: dbpedia: dbpedia: dbpedia: dbpedia: P}
Chern Erica Dendrobium Beech Apple Fennel Guava
/ y / / /l/ g \ o
gtc: gtc: gtc: gtc: o/ \
X Petuni R Ri
g masrose etunia ose ise 100
: <
o
7]
Q
g / /
dbpedia: dbpedia: dbpedia dbpedia: dbpedia: dbpedia: dbpedia:
Impatiens Kenaf Lupinus_albus | [Jasmine_heath Hydrangea Sangiovese Paphiopedilum
¥ ¥ Y v
gtc: gtc: gtc: gtc:
\ Violet Pakira Saffron Bamboo
attribute-of M4 For di d nest
a.k.a. rdf:Property | rdfs:label “plant " or disease and pes|
/ perty ;b:p?o;regionaIOrigins “?e%?o:;n;ﬁgin"' gtcprop:hasWhiteSpot "possible reason for the case (wikipedia uri)";
rdfs:comment “plant descriptio’n"' gtcprop:hasBlackSpot "possible reason for the case (wikipedia uri)";
foaf:page "reference page (u’rl)"' gtcprop:hasBrownSpot "possible reason for the case (wikipedia uri)";

Property and value
A

foaf:depiction "picture (url)";

# For cultivation knowledge
gtcprop:sunlight "degree of illuminance";

gtcprop:perennial ‘true’ | 'false’;
gtcprop:difficulty "cultivation difficulty";
gtcprop:soil "type of soil";

gtcprop:lowestTemperature "MIN temperature for growth";
gtcprop:highestTemperature "MAX temperature for growth;
gtcprop:wateringAmount  "degree of watering”;
gtcprop:plantingMonth "start month for planting";
gtcprop:plantingMonthEnd "end month for planting";
gtcprop:flowerMonth "start month of blooming";
gtcprop:flowerMonthEnd  "end month of blooming";
gtcprop:fertilizingAmount "degree of fertilization";
gtcprop:fertilizingMonth ~ "season of fertilization";
gtcprop:fertilizingElement "chemical elements of fertilization";
gtcprop:pruningMonth "season for pruning";
gtcprop:pruningWay "method of pruning";
gtcprop:fruitMonth "season of harvesting";

gtcprop:hasYellowSpot
gtcprop:hasMosaic
gtcprop:hasFade
gtcprop:hasKnot
gtcprop:hasMold
gtcprop:hasinsect
gtcprop:hasNoFlower

# For work logging

gtcprop:plantingSpace "indoor or outdoor";
gtcprop:plantingDateTime "date and hour of planting”;
gtcprop:plantingAddress  "address";
gtcprop:plantingWeather "weather";
gtcprop:plantingHighTemp "highest temperature of the day";
gtcprop:plantingLowTemp "lowest temperature of the day";

Figure 4. Part of Plant LOD, which represents examples:Besource, Property, Valpeand classes.

[24], Yokohama Art LOD [25], etc. Users can also manually D. Evaluation of Accuracy Improvement
register{verb, property mappings. If the property that a user

wants does not appear in the three answers, the user can input We conducted experiments on the current system to confirm
a {verb, property mapping in an input field. The mapping is the search accuracy, and how the accuracy is improved by the
then registered in the KVS and will be searched by the nextser feedback mechanism described in Section Ill-A. Note that
query. Although this function targets users who have somd a sentence is composed of more than two triples, it must
expertise for dealing with LOD, we are expecting to discoverde queried as separate single sentences. The intention of the

unanticipated use cases once the system is open to users. Speech, such as searching or registration, is classified by the ex-
istence of question words and the use of postpositional words,

not by intonation. Sentences need to be literally described
Flower Voice is available from our website (in Japaneseyegardless of whether they are affirmative or interrogative. In

[26], and almost 500 users have used it for at least one quemye experiment, we asked several experienced gardeners to

so far (Flower Voice won a Judges’ Special Award in LOD select frequently asked questions from their daily work, and

Challenge Japan 2012).

collected 99 query sentences (and the preferred answers). The
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Figure 5. Mashup architecture.
Property Additional Context Information property mappings and updating the confidence value for one

gtcprop:wateringDate DateTime

N
%&\1/ POIs
A&},’»’,&"& Weather
llf,A HighTemp

//I‘? LowTemp
Z/t’l{g’x Humid

NumOfStep

Status {Walk, Stop}
WalkDist

WalkTime
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Space {Indoor, Outdoor}

gtcprop:fertilizingDate Location

gtcprop:flowerDate

gtcprop:pruningDate

gtcprop:dieDate

gtcprop:purchaseDate

gtcprop:fruitDate

gtcprop:plantingDate Transit

of the three answers for each query. We then proceed to the
next set. After evaluating the second test set, we clear the
effects of the user feedback and repeat the above again from
the first set. The difference of the accuracy between the first

and the second set corresponds to the improvement by the
user feedback. The results are shown in Table Il. We assume
that query sentences are correctly entered, since in practice
Google Voice Recognition returns the possible results of the

recognition, and users can select the correct sentence in a
dialog, or start again from speech.

TABLE Il. ACCURACY OF SEARCH.

Figure 6. Registered property and additional context information. Eailure Success
Irlpl ication
no Res. | no Prop. error 1-best | 3-best
Ist Set
. 54.5% | 72.7%
guery sentences include: ot ler] 18.2% 0% 9.1% : :
B . . , (ave) 72.7% | 72.1%
° | brought some impatiens yesterday.
e “When did | water the lantana?” In the table, “no Res.” means that there was no correspond-
e “Do impatiens need fertilizer?” ing resource (plant) in the Plant DB, and “no Prop.” means
e “What kind of flower is impatiens?” no property correfponQ|ng to the verb in the query sentence.
“What i d fertilizer for i fiens?” triplification error” indicates failure to extract a triple from
. at1s a good fertilizer for impatiens: the query sentence in the case of a long complex question, etc.
e “Do impatiens like partial shade?” N-best accuracy is calculated by the following equation:
e “Can | grow wild strawberries in the house?” .
e “How much sunlight do pumilas need?” N — best precision = D Z Tk, 1)
e “Why are the leaves of my impatiens turning yellow?” Dl 1<k<N
e “Do impatiens come from Africa?”

“Do impatiens need magnesium?”

where|D,| is the number of correct answers for queryand
ri IS an indicator function equaling 1 if the item at rahks

Although there were no duplicate sentences, sentences havifgTect, zero otherwise. In the case of 3-best, the three answers
the same meaning at the semantic level were included. Waré compared to the correct answer, and if any one of them is
then randomly constructed 9 test sets, each consisting of 190rrect, then the result is regarded as correct.

sentences. We first evaluate one test set randomly selected, We found that approximately 20% of the queries were for

and give the correct feedback, which means registefirggb,

unregistered plants, and the prepared properties covered all of
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the queries. The current extraction mechanism is rule-based, flowerDate, fruitDate, dieDate—Address, Weather, High-

and approximately 10% of the queries were not analyzedemp, LowTemp, Space By these combinations, useful data
correctly. Although the queries are in a controlled naturalregarding a process ranging from flowering and fruiting to
language since the queries need to be literally described alying, that depends on weather changes in each area would
single sentences, we found that 90% of questions are allowednk collected.

in our system. We are planning to extend the rules and use pruningDate, flowerDate, fruitDate—Address, High-
CRF [16] for further improvement. Temp, LowTemp: Correlation ranging from flowering and
The N-best accuracy can be increased by increasing thguiting to pruning can be investigated based on the data.
data amount, such as resources and properties in the Plant LOD haswhiteSpot—Humid Risk of infestation by red spider
and{verb, property mappings, and so the base accuracy of themites would be anticipated by drying of the planting space.

first set is not particularly important. However, by comparing : : . )
the results for the first set with the second set, we can confirr'gq As a result, by automatically adding the context informa

that the accuracy of 18.2% was improved by the user feedbac on as the side effects of the user registration, we confirmed
We should note that the result that 1-best accuracy is equal { at the useful triples have been increased 3.4 times. Describ-

) ; . 1Ng them in RDF and sharing in a cloud DB allows people
3-best accuracy means all the correct answers are in the firgh, % e "itferent viewpoints to analyze the relation of data
position. Those are of course within the first three positions.

from their own perspectives.
We expect that the number of acquir¢derb, property

mappings will form a curve according to the number of trialsF. Evaluation of Computational Performance
that saturates to a domain-dependent value. In this domain, Eingjly, we conducted experiments on computational per-
we found that an average of 0.09 new mappings was acquirglymance of the system. This service is currently running on
per trial (query) from an initial 201 mappings in the DB. 1 cpy with 55.1 Mbytes memory of Google App Engine
More detailed analysis will contribute to the bootstrap issue, g 4, where the 1 CPU corresponds to 1.0-1.2 GHz 2007
of applications in other domains. Opteron. Since it is difficult to compare the performance with

other services, we evaluated the performance of the proposed
E. Evaluation of Data Acquisition functions, the performance of scalability, and the performance

We also conducted an experiment on the system to confirwhen the registered properties will increase in the future.

effectiveness of the data acquisition. In the experiment, we 1) Performance by functionTable IV presents processing
first collected 44 sentences for registration from experiencedme of each function, which is shown in Google App Engine’s
gardeners, and then registered them in the DB. The same aspart of Figure 5. This result is the average time of eleven search
the previous experiment, we do not consider voice recognitiomueries except for the first query, since the processing time for
errors. We assume that user feedbacks indicating properties ftie first query includes process instantiation, etc. Moreover,
registering the context information are correctly entered. Theach query is about different plant species, since the plant data
results are shown in Table IIl. that are once queried are cached in the process, and then not
searched again in the LOD DB. Query samples are described
in Section IV-D. As a result, it needed almost 0.3 (sec) to

TABLE Ill. EFFECTIVENESS OFADDITIONAL CONTEXT.
make a SPARQL query from a natural language sentence,

Fallure Success including an access to the morphological analyzer, and 0.8
num. of num. of N
triplification additional useful (sec) for retrieving a plant data from the LOD DB, but once
no Prop. error ratio gc???rtlefés 3??:.67;3 the data is loaded, it takes 0.7 (sec) for mapping properties to
' pef ' pef a verb in the sentence according to the algorithm mentioned
0% 9.1% 90.9% | registration | registration in Section IlI-A.
In the table, “no Prop.” means no property corresponding TABLE IV. PERFORMANCE BY FUNCTION.
to a verb in a query sentence. “triplification error” indicates reron o)
failure to extract a triple from the query sentence. However, Triple Extraction 2154
if there was no corresponding resource (plant) in the Plant access to _ Yahoo! Morphological analysfs *™>"
DB during the registration, the resource is automatically cre- LOD Search Dydra DB 7712
ated, and so “no Res.” does not happen in this experiment. Property Mapping
Furthermore, “num. of additional context” means how many access to Google Big Table 663.6
triples for the context information on average are automatically MS Translation e
added with a triple that is successfully registered. Note that all Total | 17502

the context information shown in Figure 6 is not necessarily
obtained in practice because of the status and timing of the 2) Performance by simultaneous queriebo evaluate the
sensors. “num. of useful context” means the number of triple§gice scalability, we measured the time and its increase for
that the experienced gardeners considered useful among all 3¢, cessing multiple search queries simultaneously. Figure 7
additional context information. The following are examples Ofpresents the processing time of 5, 10, 15, and 20 simultaneous
useful context information. queries after the first query. As well as the above evaluation,
wateringDate—Location, HighTemp, SpaceBy this com-  each query is about different plant species. As a result,
bination, useful data to analyze correlation among wateringve found that the processing times are almost unchanged
frequency, circumstances and seasons would be collected. regardless of the number of queries. But the queuing time of
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a server process to handle the query linearly increases, amd accuracy based on user feedback and the acquisition of
thus the total time increases linearly too. However, the servicaew data from user context information. In experiments, we
is currently running on a CPU, and processes for handlingonfirmed that the search accuracy of 18.2% was improved by
multiple queries are increasing in parallel. Therefore, we caithe user feedback, and the useful triples have been increased
manage this issue by increasing the number of CPUs sincg4 times by the context information. Finally, we also evaluated
a rate of increase is in a linear fashion. Moreover, in thethe scalability of the service. Note that since comparison with
experiment the setting of queries for different plants is heavieother approaches under the same condition is problematic in
than in actual use. In practice, many queries are about plantke above experiments, please refer to related work section for
that have already been searched and cached. In such cases,themparison.

time for LOD Search will become 0 -1 (ms). The proposed system is related to a number of works

4000 described in Section Il. However, we assumed that the data
D Property Mapping is open, and so the schema is not given in advance. Thus, we

BLOD Search 3444 adopted shallow linguistic analysis with the aim of achieving

3500 [~ = Triple Extraction data portability and schema independence. In comparison with
8 Queuing Time 3104 other research on shallow linguistic analysis, the novelty of

3000 — our system is use of a social approach. In particular, it
corresponds to improvement of search accuracy by the use

2545 of user feedback in the ‘open-schema’ scenario, which is

)

described in Section IlI-A. Therefore, we currently do not
rely on ontology-based mapping techniques such as [27]. This,

Execution time (ms

2000 o however, is both a strength and a limitation of our system. The
ontologies behind the LOD vary, and some of them are not
1500 | . structured well, and thus query expansion is not necessarily

successful. In contrast, the use of user feedback achieved a
significant improvement of the accuracy after the repetition of
— queries. This is the most important point, and the reason that
our application attracts many accesses. That is, it does not fail
500 —| twice. However, since the proper adaptation of the ontology

will raise the accuracy of the first query, we will address this
J issue in the future.

1000 —

5 10 15 20 As a lesson learnt from the application development, we

Num. of simultaneous query should consider use of the context information for information
Figure 7. Performance by simultaneous queries. and record search. We implemented a method for registering

user context information, which is converted from sensor data
in order to acquire new data. However, it will be possible to
3) Performance by property typegurthermore, when the use the context information for refining the search results to
types of properties increase in the future, the calculation cost dft the user’s current environment during the search.
mapping the properties to a_verb will also increase ac_cordlngly. Since we made this service available without registration
As shown in Table IV, the time to make an ordered list of the . : . : '
properties corresponding to a verb based on the LCS valuééiser sauysfactlon has not been investigated. However, almost
is currently less than 0.7 (sec). In addition, the number o‘al users’ responses to this service have been favorable. Some

calculations of an LCS value and the number of the value>c"S c_omment.ed th.at .it will no longer be necessary 1o check
comparisons between two properties will increase by incredardening/farming diaries, since every task is recorded by
ment of a property. According to the algorithm mentioned inSPEECh and sensors, and can be queried in the garden. In ad-
Section 1lI-A, however, the calculation cost of both processe?'t'ont an opinion was express_ed that voice control is suitable
will simply increase, and is assumed to ®éN). Therefore, o this work, since users typically have dirty hands and do
we can sufficiently deal with this issue by increasing then© need to be shy because there is usually no one watching
number of CPUs on a cloud platform in practice, as well as bfr _I|§ten|ng n t_he vicinity. In the future, we will collect users
the above evaluation. Moreover, the property generally mean%fﬁg'rotnhsagnathr'iijﬁﬁle'cat'on’ and apply the system to domains
the type of information, and then substantial increase of th& 9 :

property type is not expected. On the contrary, the diversity

of the properties will contribute to improved accuracy in the REFERENCES
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Abstract—In the past decade, numerous experiments and
research proposed to take the advantages of Agile and User
Centred Desigh methods in a mixed method called Agile-User
Experience Design or Agile-UX. This combination raises a
number of questions. Notably, it remains unclear who should
be responsible of the usability in an Agile-UX project
development. After a review of the literature on Agile, User
Centred Design and Agile-UX, this paper focuses on the
involvement of usability experts in Agile-UX. The literature
discusses the involvement of usability experts in terms of
processes and work methods, but never in terms of the
necessity to involve usability experts to improve the software
quality. To start answering this question, an experiment was
conducted to explore the necessity to involve usability experts
in the team. The results are that the involvement of a User
Centred Design expert improves the quality of the developed
product and the users’ satisfaction in Agile-UX.

Keywords-Agile; Agile-UX; User-Centred Design; Team
composition; Involvement.

. INTRODUCTION

Agile-User Experience Design (Agile-UX) is a project
management principle for software development. It is based
on Agile’s values and principles, and on the User-Centred
Design (UCD) method. Nowadays, no official definition of
Agile-UX exists, but many experiments demonstrate its
value [1][4]1[91[13][21][25][26]1[271[30][31][33][34].

Many questions still arise by this reconciliation of Agile
and UCD. The one that this paper will deal with in depth is
the necessity to involve a usability expert in the team. In the
literature, Agile-UX is implemented with the involvement of
usability experts in the Agile process and with the use of
methods from UCD. But, in Agile, the intervention of
experts is not encouraged [21] (“UCD provides specialized
skills in U[ser]l[nteraction] design but Agile approaches
prefer generalists and discourage extensive upfront design
work.”). Rather, a dissemination of skills is preferred - by
means of a “generalizing specialist” approach - to the
intervention of experts [3]. This means it is preferable that
team members can do all tasks to ensure a dissemination of
the knowledge, including code knowledge, in the team and
no one is left without work. Generalizing experts are
multidisciplinary people able to work on different aspects or

technics used in the project, like development and usability
[3]. Furthermore, state of the art neither justifies nor
discusses the involvement of usability experts in Agile-UX
in term of necessity to improve the quality of the delivered
software. In this paper, the involvement of usability experts
in Agile-UX is discussed by testing both approaches within
two experiments: the first one fully respects the principles of
Agile project management: developers should be able to
manage UCD themselves, and to conduct the related
methods without the intervention of a usability expert; the
second option integrates a usability expert in the project team
to ensure both a better UCD implementation and results. We
test three hypotheses: H1: without usability expert, if the
project team has awareness and some knowledge in HCI,
Agile-UX gives a correct quality level about the product’s
usability; H2: with usability expert involved in the project
team, usability of the produced product is better than in H1;
H3: the dynamic of the project team is better when a
usability expert is involved.

After a reminder in Section 1l on the background
composed of the definitions of the Agile method and the
UCD method and their reconciliation in Agile-UX, a focus is
placed on the literature review, with the particular research
question on the involvement of usability experts in an Agile-
UX development process in Section Ill. Afterwards, the
paper presents an experiment in order to check our
hypotheses in Section IV.

This paper is an extension of our contribution presented
at ICSEA 2013 [1]; state of the art is extended and
experiment’ definition and results presentation are
completed.

Il.  BACKGROUND

To better understand our question on usability expert
involvement in Agile-UX, this paper first goes back on the
Agile and UCD methods and on the issues and interests to
reconcile them in a mixed method called Agile-UX.

A. Agile methods

The Agile methods are management methods for
software development, which are based on an iterative
development of software in order to better answer to
changing requirements. According to Lindvall [20], Agile
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methods can be defined as iterative, incremental, self-
organizing and emergent.

1) Values: The Agile methods aim at enhancing the
value of the delivered product to satisfy the customer’s
requirements. The production is organized in iterations (or
sprints) from two to eight weeks. Agile methods plebiscite
the following four values defined in the Agile Manifesto [2]:

e Individuals and interactions over processes and

tools.

e Working software

documentation.

e  Customer collaboration over contract negotiation.

e Responding to change over following a plan.

The Agile movement was instigated and pioneered by
software developers in reaction to a frustrating history of
projects being delayed, going over budget, collapsing under
their own weight and stressful jobs. For the Agile manifesto
founders, these problems have their origin in the excessive
analysis, specifications and designs done before code writing
that enabled unstable or not useful requirements and
incompleteness. With the Agile methods, customers would
obtain faster working software that better corresponds to
their actual needs, thanks to the flexibility provided with the
development process [4].

over comprehensive

- [4. Demonstration|
: demonstrate the
work done

(1. Product backlog: |
lists and prioritizes all
the requirements.
Done during iteration

« Zerg » and
\continuously enriched. )

.
3. Daily Scrum
meeting / stand-up
meeting: advancement
and impediments are
discussed daily

'5. Retrospective:
identify positive and
negative practices

- '

.-'/ \ 1 "

! — 1 iteration: 2-4 weeks /
—- \ 6. Deliver.y: )
2. Sprint backlog: Deliver the
lists, prioritizes .

otentiall
and specifies the ghippabley
pianed fornext product
\ready to use

iteration.

Figure 1. Scrum process.

2) Most used methods: Today, the two most used Agile
methods [12] are Scrum [28] (see Figure 1) and eXtreme
Programming (XP) [6], or a mix of them, including the
proposed integration of Agile methods and UCD [16].
Scrum focuses on management practices instead of
development or software engineering practices [19]; it is
then easier adaptable for the integration of other experts’
practices like UCD. This certainly explains why it is the
most used in reconciliation between Agile development
methods and UCD.
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3) Weaknesses of the method: some Agile methods are
more focused on the developers’ work and on the
development quality, like XP. And even if the aim of Agile
methods is to satisfy the product owner, they define neither
method nor good practice to achieve this objective,
particularly for the needs elicitation or the design part. The
needs elicitation is done by the product owner, based on his
proper knowledge of the domain or of the work done by
users. He can use the methods he wants, including
involvement of users (e.g., by interviews, context inquiries,
etc.). After that, the needs are discussed within the team to
refine and prioritize them, based on the business value but
also on their technical complexity or on the necessity that
previous work was done to realize them.

Concerning the Ul design, it depends on the openness to
the usefulness and usability of developers, the customer and
the consulted users, so there is no guarantee about
ergonomics [7]. Indeed, the product owner and developers
are often not trained on the UCD approach and the
associated methods. Developers are more focused on the
client’s needs than on the users’ needs, and a lot of time and
work are required from the product owner to gather all the
user’s needs and feedback. Unfortunately, the product owner
is not only within that function, but often he continues to
work on his normal tasks as employee of the organization.
Thus, product owners do not have enough time for this
additional task. It is the same for developers; they often have
plenty of other tasks with only a limited timeframe left to set
up a user centred approach. Moreover, Agile pushes
developers, and often also the product owners, to focus only
on a single set of functionalities (the user stories developed
during the current iteration), so they sometimes lose the
holistic view, which as a consequence, presents homogeneity
problems. That is why it seems a good option to involve
UCD experts to ensure staying in line with the real end-users
needs, to organize the UCD approach, to implement the
required UCD methods and to maintain a holistic view of the
final software design.

The use of the UCD principles and methods is one way to
ensure answering to users’ needs. Based on these
assessments, it seems that Agile teams can benefit from
integration of UCD methods with Agile, in particular to
improve the needs elicitation and the design part.

B. User-Centred Design

UCD focuses on producing usable software that not only
satisfies real users’ needs, but also those of customers. This
method, described by the 1ISO 9241-210 standard [18] (see
Figure 2), defines the process to follow in order to produce
software that meets the users’ requirements. It includes
notably the design and the validation phases. By nature UCD
is not focused on the developers’ work.

1) Principles: The principles of the UCD are listed
below [18]:

e The design is based upon an explicit understanding

of users, tasks and environments.

e Users are involved throughout

development.

design and
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e The design is driven and refined by user-centred
evaluation.
The process is iterative.
The design addresses the whole user experience.
The design team includes multidisciplinary skills and
perspectives

Plan UCD process
Designed
solution meets 1. Define the
users’ users’
requirements context

7 \
’ _ T T T -

Iterate where appropriate
e

4.Evaluate the | > 2. Specify
design against \ users’
requirements A requirements
\

3. Design
solutions

Figure 2. UCD process as described by the 1ISO 9241-210 standard [18].

2) UCD methods: The implementation of the UCD
process involves many methods (like prototyping,
observations, interviews, users’ tests, etc., see ISO/TR
16982:2002 [17] for descriptions of some of them) to
support, amongst other things, the users-needs’ definition
and the validation of the delivered software by end-users.
These methods are conducted by usability experts. They
select the more appropriate methods concerning the context
of the project (including constraints like budget and
planning, the access to users, the available skills in the
teams, etc.).

Agile and UCD processes are quality processes, which
have the objective to provide the most suitable software with
minimal issues. They are also both iterative. Then, they seem
compatible and could enrich each other. In the next section,
their compatibility will be discussed.

C. Reconciliation of Agile and UCD and research questions
that arise

Even if some Agile concerns could prevent a UCD
attitude [7] (focus is often more on programming techniques
and programmers, automated tests, very short iterations, fast
increments and executable software as a measure), a
reconciliation of both approaches is possible and has often
been implemented. Since a decade, several works propose to
reconcile Agile and UCD [4][7][10][19][21][22][23][29]
[33]. Several experiments indicate that an integration of
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Agile and UCD produces some interesting results
[9][13][16][21][31]. As Nelson presents them, “[XP (or
Agile methods) and interaction design (or UCD) are]
process[es] with similar goals but different methodology.
[23]” In fact, the two methods have a lot of compatibilities,
but some impediments require adapting both to be efficient
(see Table I for a synthetic view of conflicts and
compatibilities between Agile and UCD). This reconciliation
raises a lot of research questions. Some of them are listed in
the following parts and, in the following section, the focus is
placed on one particular question raised about the necessity
of the involvement of UCD experts in Agile-UX.

1) Impediments to a mixed method: We can particularly
note the following impediments and resulting questions.

In Agile methods, the intervention of experts is not
encouraged and generalists or generalizing specialists are
preferred [3][21]. UCD proposes the involvement of
usability experts. So our questions are:

e Who should be in charge of UCD in an Agile

project: team members or involved usability experts?

e How can usability experts be involved in the team?

In Agile, teams include a product owner, who is the
customer and, de facto, the user representative [26]. In UCD
this role is taken by a usability expert [21]. Our questions
about this are:

e What are the responsibilities and activities of each

role?

e |tis necessary to keep these two roles?

Agile discourages extensive upfront design work while it
is common that in UCD a deep analysis is done upfront [21].
So the questions are:

e Is it possible to reduce the first analysis done in

UCD to fit the iteration duration and thus, realize
this analysis during the iteration called zero [29]?

e Could the analysis be disseminated throughout the
project?

e The deep analysis done upfront in UCD has the
objective to provide a global vision and enable more
homogeneity. How can a global vision and
homogeneity be ensured?

UCD recommends the use of some design artefacts to
facilitate communication with the project team, while Agile
advocates focusing more on software developed than to
produce unused documentation [9]. (Agile principle 2:
Working software over comprehensive documentation [1]).

e Are some artefacts of UCD useful and simple
enough to produce and understand, to improve
communication without intruding upon the effort to
produce working software?

The evaluation is done on different levels: from low-
fidelity designs to software [26] in UCD with often only few
users, and in Agile on production-ready application by real
users in their real context [21].

e  Are both levels of evaluation necessary?

e How to synchronize them?

e What are their specific objectives?
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TABLE I. SYNTHETISIS OF CONFLICTS AND COMPATIBILITES IN AGILE AND UCD.
Co Practices proposed in Agile-UX to ensure
Agile uco mpa compatibility
tible
No involvement of UCD expert, but have someone with
. . Involvement of any kind of experts UCD knowledge in the team (developer, coach or product
Prefers generalists with some expert Lo
knowledae (qeneralizing soecialists necessary for the project included UCD N owner).
ge (9 g sp! ) Y
Small team expert Or - Involve when needed 1 UCD expert.
Multidisciplinary team Or - Involve 1 or several UCD experts throughout the
project.
. UCD expert is user representative and de UCD and product owner are necessarily involved in the
Eggglrj:;rz\;vemet;tlisv Zustomer and de facto facto to a certain extent customer [No | project.
representative Or - UCD expert is the product owner.
Reduce the upfront analysis, use the iteration zero to do it.
Design the global vision (overall layout, navigation and
Agile discourages extensive upfront | In UCD often a deep analysis is done No look&feel) upfront, then detailed throughout the project
design work upfront when it is necessary and maintain the global vision.
Or - Do a deep upfront analysis phase before an Agile
development phase.
Use only high value artifacts.
And - Simplify the methods of artifacts’ production.
Value 2. Working software over UC_D recommends the use of some And - Simplify artifacts_ presentation.
comprehehsive documentation design artifacts to facilitate [No | And - Produce the artifacts only when they are needed
communication with the project team And - Disseminate their results at the end of each iteration
Provide a visionary prototype of the final product
maintained throughout the process
Evaluation is done on a production- | Evaluation is done on different levels:
ready application by real users in their | from low-fidelity designs to software, [No Both are complementary and needed
real context often with only few representative users
Agile is focused on code production | UCD focuses on user interfaces and No Gg:llve_%ﬁ(ﬁgigg?s‘iioigzgg:C;Ir'eatLﬂg;;stezesfotvgﬁp%(ggtiﬁ:
and work of developers interactions and work of usability experts parallel work of UCD experts and developers
Focus on quality of the product.
With regard to the Agile method used Focus on usability and utility of the end . | Agile-UX requires taking into consideration factors such
(XP, Scrum, Lean, etc.) and team - Parti i -~ -
- . . . product as measure of the quality of the as utility and usability to ensure that the focus is well
skills, in Agile, the focus is placed roduct ally done on product qualit
either on the quality of the code or the P P quality
quality of the product
Have a real end-users representative as product owner,
support the product owner in the end-user needs
Satisfaying the customer Concentrating on the user needs No identification and understanding thanks to the constant
involvement of end-users throughout the development
asked by UCD methods.
Iterative Iterative Yes
Allow involvement of end-users and -
give access as soon as possible to | Focus is done on end-users .Ca;n br!ng along - more contextu,al anq Ict?mplete
working software to real end-user in | Feedback of end-users are essential Yes | in or_manon to UCD experts as users’ tests in laboratory
- or with all-comers users
their real context of user
Multi-disciplinary is not rejected by Involvement of UCD experts in the Agile team when
Agile, even if the involvement of | Multi-disciplinary is a key value of UCD |Yes | usability of the product is defined as a very important
experts has to be limited quality needed
Provides solid foundation for a user- | User-centred attitude is a key value of Yes
centred attitude uUCD
Continuous testing throughout the The design is dr_iven and mﬁmd. by user-
. centred evaluations, and this is a key |Yes
project of the developed software
value of UCD
Value 4: Responding to change over | Accept change: coming from users’ v
. es
following a plan feedback or from customers (context)
Quality process of the code produced | Quality process of the interfaces and Support the product owner on the definition of the users
(bug free) and to ensure to answer the | interactions (usability) and ensuring to |Yes | stories to ensure the representation of the real end-users’
needs defined by the product owner answer the real end-users’ needs needs
Reduce the cost by avoiding design errors
(?;\?elig:piﬁgsztisbugffreges\(l)?‘lt&)anrqeega d % that' will rec!uce_ training time of users,
avoid the rejection of software by users |Yes

the development of only the expressed
needs (no more)

and decrease the risk of improving the
developed software thereafter
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Agile is focused on valuable software production by
ensuring the quality of the product. With regard to the Agile
method used (XP, Scrum, Lean, etc.) and team skills, in
Agile, the focus can be placed either on the quality of the
code or the quality of the product. Regarding UCD, this
focuses on user interfaces and interactions quality and work
of usability experts [13][26]:

e Should the priority be given to the best practices and

values of one (Agile or UCD) or both?

e What are the relations between developers and
usability experts in Agile-UX?

e Do the usability experts and the developers find their
place and feel well in Agile-UX?

e How to organize the development and the design
work, what are the processes? Agile focuses on
satisfying the customer, who is supposed to be a
representative of the end-users and knows their
needs. UCD focuses more on answering the user
needs, while taking into account the overall context
provided by the client organisation and their
representatives [26].

2) Compatibilities that encourage a mixed method:

Agile and UCD also have compatibilities.

Agile methods and UCD are both iterative processes
even if the lengths of their cycles are different (some weeks
in Agile, some months in UCD [21]).

e Can UCD and Agile cycles be synchronized?

e What are the different steps of each process and are
they aligned? Agile methods allow an involvement
of end-users and provide access to the working
software the real end-users in their real context of
use as soon as possible, which can bring along more
contextual and complete information than users’
tests in laboratory or with all-comers users. User
feedback is also important in Agile development
methods [19].

e How and when to involve users in the design and
validation of the software?

e How to deal with the users’ feedback?

Multi-disciplinary is not rejected by Agile, even if the
involvement of experts has to be limited [21]. Indeed, as
Blomkvist exposes, an Agile project culture provides a solid
foundation for a user-centred attitude: “a focus on people,
communication, customer collaboration, adaptive processes
and customer/user needs. [7]”

e Continuous testing throughout the project is a good

practice for both:

e How to integrate UCD tests with the Agile process
and practices?

e What role do the UCD tests play in acceptance tests?

e Both accept change: coming from users’ feedback or
from customers [23].

e Finally, both are quality processes [14]: UCD aims
to deliver quality software adapted to users, to their
needs, to their context and to their tasks. Agile aims
to deliver quality software without bugs and, which
is adapted to the needs and constraints expressed by
the product owner.
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e Both have also the objective to reduce development
costs: UCD by avoiding design errors, which will
reduce training time of users, avoiding rejection of
software by users and decreasing the risk of having
to improve the developed software afterwards; and
Agile by doing only what is asked and reducing the
bug fixing after release [23].

3) Conclusion: To conclude, Agile methods do not cover
all UCD’s principles, but there is no blocking contradiction
between Agile and UCD approaches and conversely. This
certainly explains the increasing number of experiments or
propositions of mixed methods.

In the next part of this paper, we will focus on a
particular question raised in the literature review: the
involvement or not of usability experts in the Agile-UX
team. The next sections will deal with this question deeply
through a more focused state of the art and the proposition of
experiments to test the validity of our hypotheses.

Agile methods and UCD are both iterative processes
even if the lengths of their cycles are different (some weeks
in Agile, some months in UCD [21]).

An expert is defined in the Oxford dictionary as “A
person who is very knowledgeable about or skilful in a
particular area.” Specialists or experts are professionals that
have deep knowledge and skills concerning a particular
domain, technology or methodology. They are focused on
their subject of expertise.

Generalizing specialists are experts on several subjects.
“They have one or more technical specialities but also a
general knowledge in other areas of software development.”
Agile fosters this overspecialisation, by encouraging team
workers to work on tasks outside their speciality [3].

UCD fosters an expert approach, while Agile rather
advocates a generalizing specialist approach. How have
these different approaches been mixed together in Agile UX?
Through numerous experiments of Agile-UX, the question of
who is in charge of UCD often comes up [4][9][13][15][21]
[23][25][30][31][33][34]. Different options are exposed,
which can be grouped as explained below.

USABILITY EXPERTS INVOLVEMENT IN AGILE-UX

A. Specialist approach

One or more specialists (UCD experts) are involved in
the Agile-UX process. The consistency of the interventions
can be different from one project to another: from some
punctual interventions (often at the beginning of the project,
for conducting users’ tests or on demand) to a constant
presence throughout the project (often following Sy’s
parallel tracks process).

1) One usability expert: Only a few experiments
advocate the integration of only one person in charge of
UCD in Agile-UX (project 1 and project 3 in [13], P1, P5,
P9 and P10 in [15], project PV in [21], [30][31]).

2) A parallel team of several usability experts: In most
cases, a parallel team of several usability experts is
dedicated to the project ([4][9], project 2 and project 4 in
[13],[23][25][33], P2 and P4 in [15], [34]). Still, they
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organise the exchanges and the work between developers
and designers differently.

B. Generalizing specialist approach

In a generalizing specialist approach, the product owner
(project 1 in [13]) or some developers (project 3 in [13], P3,
P6 and P8 in [15]) conduct also the UCD.

1) UCD expert as product owner: With regard to the
UCD expert’s and product owner’s responsibilities, it is
sometimes preferable to merge both roles (project 1 in [13],
project TB in [21], defended by Beck in [23], [31][33]). The
product owner, de facto, has a lot of responsibilities that can
be taken into charge by UCD experts and UCD methods (see
Table I1) taking into consideration the UCD experts’ role and
responsibilities.

Furthermore, some observations show that the product
owner is often overcharged with marketing and sales
concerns. He often does not have the skills to manage a user-
centred design, and, as a consequence, he may lose focus on
a user experience vision [31].

TABLE I1.
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How UCD EXPERTS CAN TAKE IN CHARGE PRODUCT

OWNER RESPONSIBILITIES.
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Product owner
responsibilities [31][32]

How UCD experts can take into charge
product owner responsibilities

Define the features of the
product and decide on
release date and content

UCD experts can define the user stories to
develop based on gathered data on users,
context and tasks [31].

Be responsible for the
value of the product

Prioritize features
according to market
value

By context studies, exchanges with the
organisation on the needs and the attempted
value, and observations of users and their
feedback, UCD experts can define the value of
the product and define priorities.

Can change features and
priorities every 30 days

UCD expert accepts changes and modifies
designs when it is necessary, based on users
feedback. He can modify user stories and
prioritizations according to new analysis.

Accept or reject work
results

UCD experts use users’ tests, expert validations
to reject or accept the work results. These
methods can be part of the acceptance tests.

Negotiate with all
stakeholders

Communicate with users
and train them

This is also a responsibility of the UCD expert
role.

TABLE I1l. WHO IS IN CHARGE OF UCD IN AGILE-UX, SYNTHETISIS OF THE LITERATURE REVIEW.

Who is in charge of UCD in Agile-UX team? Consistency of the intervention Good
Specialist approach Generalizing specialist approach practice
1 usability Parallel team 1 UCD expert UCD is done Punctual Constant Pair designing
expert of UCD experts as product by developer(s) intervention presence
owner or other team throughout the
member(s) project
Armitage [4] X
Chamber- Project | X
lain [9] Project M X
Project S X
Ferreira [13] | Project 1
Project 2 X
Project 3 X X
Project 4 X
Mclnerney [21] X X
[21] Project MG X
Project PV X X
Project TB X
Nelson [23] X
Nodder [25] X
Nummiaho [26] X X
Singh [31]
Sy [33] X X
Fox [15] P1 X
P2 X X
P3 X
P4 X X
P5 X
P6 X
P7
P8 X
P9 X
P10 X
Patton [27] X
Silva [30] X X
Wale-Kolade [34] X X X X

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



International Journal on Advances in Software, vol 7 no 3 & 4, year 2014, http.//www.iariajournals.org/software/

Iteration O Iteration 1 Iteration 2 Iteration 3
Development Implement hight
track A development costilow Implement designs Implement designs
Ul cost features
% 7 ]
Flan and 78 §/ F
) i g I
gather ) & <
o g g /
’ . _— Test iteration 1 Test iteration 2
Design for iteration 2
Interaction Gather data fo Design for iteration 3 Design for iteration 4
d a for
design track iteration 3 Gather data for Gather data for
iteration 4 iteration 5
Data | Dat"l

Figure 3. Parallel tracks of work of development and interaction design proposed by Sy [33].

2) Team members as responsible of the UCD process:
The last possibility is to make some team members
responsible for the UCD process. It is also the more close to
the Agile visions: have team members who are generalizing
specialists, who thus combine, for instance, skills in
development and in UCD (project 3 in [13], P2, P3, P4, P6
and P8 in [15], [21][27][34]).

C. Work organisation

In addition to the question on the distribution of UCD
responsibilities, the organization of UCD tasks is addressed
in the literature.

Sy [33] proposed a parallel track organisation of work:
designers work with one or two iterations ahead of
developers (see Figure 3). To implement this proposition,
several usability experts are needed, because of the amount
of work. Several teams adopt this work organisation ([4][9],
project 3 and 4 in [13], [26][34]), but sometimes with only
one UCD expert [30].

In Agile methods, it is possible to dedicate a spike (an
iteration to focus on a particular problem like testing a new
technology) to usability exploration. Still, it is not a good
solution to maintain a constant pace [25].

Some projects also occasionally involve UCD experts on
some particular points (projects MG & PV in [21], [34]); this
is close to an organisation by spikes. But, for Mclnerney
[21], it is important that the usability expert is available on
call at all times, which may be impossible if the usability
expert works on several projects simultaneously.

Some other projects integrate usability in the iteration
without real planning (see [P3.290] in [13]).

D. Synthesis

In the literature, both modalities can be founded:
involving or not a UCD expert. We can note a preference for
the involvement of UCD expert(s).

To summarize, in literature, Agile-UX teams involve at
least one UCD expert most of the time (see Table IlI). His
role, the consistency of his intervention, and the
synchronization of his intervention with the developers’
work are not fixed, even if the parallel tracks of design and
development seem to be the most adopted practice. In the
studied papers, there is no mention of why a UCD expert in

Agile-UX should be involved. There is no reference on the
fact that it could or not be better to involve a UCD expert in
the team. This can raise the following question: is it
necessary to involve usability experts in the team, or is
involving team members with some knowledge on usability
sufficient? This is what we tested in the implemented
experiment presented in the following section.

V.

After the literature review and interviews with Agile
professionals, we focused on the question of the usability
expert involvement in the team. Literature contains a lot of
experiments on the involvement of usability experts in an
Agile team, but they are more focused on the process and
methods used than on the necessity to involve usability
experts in Agile-UX. Based on this observation, we propose
the following hypotheses to check the importance to involve
usability experts in Agile-UX team in order to improve the
produced software’s quality in terms of usability:

H1: without usability expert, and if the project team has
awareness and some knowledge in HCI, Agile-UX renders a
correct quality level about the product’s usability.

H2: with usability expert involved in the project team, the
usability of the produced product is better than in H1.

H3: the dynamic of the project team is better when a
usability expert is involved.

We retrospectively and qualitatively question these
hypotheses through an experiment. The focus is done only
on the usability of the final product, laying aside any
potential overhead costs induced by the involvement of a
UCD expert.

A. Context of the experiment

The method used consists in a retrospective and
qualitative analysis of two software development projects:
the first one without a usability expert in the team (to
challenge hypotheses H1 and H3), the second one with one
UCD expert in the team (to challenge hypotheses H2 and
H3). The observations will help us to better define the issues
related to who should take the responsibility of the usability
expert in Agile-UX? Both observed projects are instantiations
of Agile-UX.

They aim to develop a mobile application prototype, in
order to demonstrate the interest of mobile touch-based

EXPERIMENT
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applications for the construction of site-related activities. The
implemented prototype allows taking photos located on a
construction site via a Global Positioning System (GPS. The
user can highlight parts of a photo (e.g., add an arrow on a
wall defect) and add textual or vocal notes about the entire
photo or about the highlighted parts on the photo. The user
can also register some construction sites by indicating their
location on a map. Then, the photos are automatically
attached to a construction site according to their location.
The user can also find his photos in his calendar since the
photos are automatically attached to events in his Google®
calendar based on the shooting date. Finally, the user can
share a set of photos with additional comments.

Two development projects were planned to experiment
two different implementations of Agile-UX. Scrum was
chosen as Agile method for both.

We chose small teams to facilitate this first observation
and pay better attention to who does what, and what are the
dynamics in the teams. The iteration durations were chosen
by each team, according to the time deemed necessary by
them to work at a convenient pace. The parallel tracks
process from Sy was chosen as process in the second
experiment because it was already used by a part of the team.
We let the team choose the UCD methods they needed and
the way to implement them (when and how). Dynamics
throughout the projects have been observed, but usability of
developed software was measured only at the end of the
projects, in order to do not introduce a bias (e.g., like a
competition between the teams).

1) Case #1 — Agile-UX without UCD expert: the first
case studied does not involve a usability expert, so UCD is
done by the team and particularly by the developer.

a) Composition of the team: In the first case, the team
was composed of: a full-time developer, a Scrum master
(part-time) and a business expert (part-time) who plays the
role of product owner, and who is a researcher and an
architect, with knowledge of architects’ practices in France
and Luxembourg.

All members of the team are aware to and have some
knowledge in Human Computer Interaction (HCI) thanks to
either an initial education that included courses on HCI or a
business expertise.

b) Implementation of the UCD: The first case lasted six
months with iterations’ duration of one week. The team
implemented Agile-UX on 22 iterations.

2) Case #2 - Agile-UX involving a usability expert: the
second case studied involves a usability expert in the team,
who is in charge of the deployment of the needed UCD
methods.

a) Composition of the team: During the second case,
the team was composed of a full-time usability expert (with
an initial education on psychology and ergonomics), a full-
time developer, a business expert (part-time) as product
owner, and a Scrum master (part-time). The business expert
and the Scrum master have either an initial education that
included courses on HCI or a business expertise. The
developer has neither particular awarness nor initial
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knowledge in HCI and, of course, he did not participate in
case #1.

¢) Implementation of the UCD: This development
lasted six months with iterations of two weeks. Due to
calendar constraints, the developer first started to work on
technical requirements one month before the usability
expert. For independent reasons, the usability expert quit the
project before the end of the six months. The complete team
only worked together for two and a half months. The
process followed was the parallel track proposed by Sy [33].

B. Evaluation method

Different collecting methods and measure variables have
been used to compare both projects, in order to challenge our
hypotheses. They are presented below.

1) Quality of the product: The quality of the product
developed by each team was measured with a focus on
usability. The usability of each project has been measured
by identifying the usability issues met by users, their
number and their importance, but also by measuring the
satisfaction of users.

Usability issues: Usability issues are problems
encountered by users during the use of the software. For
instance, they do not find the right button to perform an
action, they are lost, some functionalities are missing, etc.
Usability issues are raised thanks to users’ tests. During
users’ test, users were asked to realize some scenarios, like
find all photos taken during the last meeting. Errors made by
users and their comments are observed, and are
reformulated as usability issues. To define the importance of
these usability issues, we propose the following formula see
(1). Importance (i) represents the number of users who
encountered the problem (n), multiplied by a seriousness
indicator (s) stating whether a user was not able to pursue
the interaction (from maximum level 4) or whether it was
just a detail that did not impede the interaction (to minimum
level 1).

i=nx*s. (

To evaluate the seriousness (or resolve’s priority) of a
usability problem, a decision tree inspired by the one defined
by Cooper and Harper [11] was used. The decision tree (see
Figure 4) enables to evaluate a seriousness level taking into
account the importance of errors, their frequency and the
users’ success in fulfilling their tasks relative to the defined
scenario.

Thus, to compare the quality of product of both projects,
the number of problems met by users and the importance of
problems raised were measured.

To complete this measure, we measure also the users’
satisfaction.

a) Users’ satisfaction: The users’ satisfaction is
defined as “the users’ success in fulfilling their tasks
relative to the scenario” in [18]. Several questionnaires
exist to measure this satisfaction. We decided to use the
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SUS questionnaire that was known by at least one person in
each project team [8]. The questionnaire enables to calculate
a percentage of satisfaction by user when using the
software. The questionnaire was distributed to users at the
end of their users’ test.

1 - Low priority: more esthetical

problem, Correct this problem if
there is enough time.

The use of the
software is done
without error?

2 - Average priority: minor
usability problem. The use goals are
not easy to reach.

No

Are errors not
very important
and without
CONsequences?

3 — High priority: The usability
problem is important. The use goals
become difficult to achieve.

4 - Very high priority: The usability
problem is major, it is imperative to
resolve it before delivery of the
product.

Even if errors are
important and
usual, can the

task be fulfilled??

Use of the software by a user

Figure 4. Decision tree to evaluate the seriousness (s) of a usability
problem.

2) Team dynamics and satisfaction: Team dynamics and
satisfaction of the teams were observe thanks to interviews
of each team member throughout the projects. We
participated to all meetings of each team and we observed
occasionally some work sessions.

C. Results

Results of the experiment are discussed in terms of the
quality of the final product, with a focus on the usability, the
implemented UCD methods and the observed team
dynamics. Usability is defined in 1SO 9241-210 as
“[usability is the] extent to which a system, product or
service can be used by specified users to achieve goals with
effectiveness, efficiency and satisfaction in a specified
context of use. [18]” Some screen shots of the application
developed in the first and second project are shown below
(see Figure 5 and Figure 6).
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Figure 6. Site location in first (left) and second project (right).

1) Quality of the final product: challenging hypotheses
H1 and H2, the quality of the product produced by each
team with a focus on usability has been measured.

The users’ tests raised fifteen problems encountered by
users in the first case and only seven problems in the second
one (see Table 1V). Furthermore, problems are more
important in the first case (11 problems with an importance
between 1 and 8, and 4 problems with an importance
between 10 and 20) than in the second one (7 problems with
importance between 1 and 8 and no problem with importance
higher than 8).
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TABLE IV. USERS’ TESTS RESULTS IN BOTH PROJECTS.
Number of problems met
Use case 1 Use case 2

Importance of the problems | 1 5) 2

0] 2 2 1

3 & 1

4 0 1

6 1 1

8 0 1

10 1 0

12 1 0

15 1 0

20 1 0

TOTAL 15 7

Users’ satisfaction was measured thanks to the SUS
questionnaire answered by users who made the users’ tests
[8]. It shows a lower average satisfaction in the first case
(75.42%) than in the second one (81.25%). It can also be
noted that extreme values are lower in the first case than in

the second one (see Table V).

TABLE V. USERS’ SATISFACTION RESULTS.
Percentage of users’ Use case 1 Use case 2
satisfaction
Average 75.42 % 81.25%
Min 62.5 % 75%
Max 90 % 92.5%
Median 75 78,75
Deviation 8,74 6,73

2) Team dynamics and satisfaction: We used direct
observations and interviews with team members in order to
obtain a qualitative feedback on the team dynamics and
satisfaction of team members on the interactions in the
team.

Case #1: During this project, the developer played the
role of UCD expert and developer of the application. As the
developer had to play both roles, he had the feeling to
progress slowly. Moreover, it is not easy to evaluate one’s
own work and to question it.

It should be noted that the team was in constant contact
with the product owner thanks to his presence at every
specification meeting, every demonstration meeting, and
during some stand-up meetings. The product owner was also
available to answer any team member’s questions when
necessary.

Case #2: The whole team had the feeling to progress
quickly and to implement more functionalities, but also to
obtain a better quality of the application.

Moreover, we observed the natural establishment of a
pair designing [7][26]: when the developer was
implementing wireframes, he sometimes asked the usability
expert to join him and to explain and validate the developed
interfaces during the implementation; when the usability
expert designed wireframes, she sometimes asked the
developer to join her and to validate the feasibility of
wireframes during their design. Even if the developer had no

skill in HCI at the beginning, he learnt the good practices
throughout the project and quickly integrated them.

Furthermore, the team was in constant contact with the
product owner through the Agile’s dedicated meetings and
also on demand.

3) Methods used: We also observed the UCD methods
used in both projects. More UCD methods were deployed in
the second case than in the first one, and both teams used
different methods.

a) Case #1: The developer implemented only four
usability methods: brainstorming, wireframing, users’ tests,
and satisfaction questionnaire. The following methods have
been implemented by the team:

e Brainstorming sessions including business experts

and technical experts to build the product backlog.

e  Wire framing with Microsoft Power Point®.

e Two users’ tests:

0 Real context of use, one user, one week

0 6 architects, 6 scenarios, observation tests
in laboratory. The results of these users’
tests are presented in the previous section
in Table IV.

b) Case #2: The following methods have been
implemented by the UCD expert:

e Brainstorming sessions including business experts
and technical experts to build the first version of the
product backlog.

e Personas that help to define needs more precisely
and improve the product backlog.

e Wire framing using paper & pen or sometimes
Balsamig®.

e  Expert review based on ergonomics criteria (e.g., 10
usability heuristics for user interface design of
Nielsen [24] or ergonomic criteria for the evaluation
of human-computer interfaces of Bastien and Scapin
[5]) after each release.

e  Users’ tests with four users: two users who know the
application, and two novices. The results of these
user tests are presented in the previous section, in
Table IV.

e Focus groups to evaluate wire framing.

D. Discussion

Both projects’ contexts and their results are synthesized
in the Table VI. In the following, the hypotheses are
discussed with regard to this experiment’ results. Even if the
results can be hardly generalized because of the very small
sample size, our hypotheses tend to be confirmed.

1) Hypothesis 1: Results of users’ tests and satisfaction
questionnaire in case number 1 show that the users had
encountered some problems. These problems are not very
numerous (17) and their importance is relatively low (11 of
the 17 problems noted have an importance inferior or equal
to 8, with a maximum importance of 20). Satisfaction is
quite good with an average satisfaction of 75.42%. With
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regard to the first experiment results, Agile-UX works
without a usability expert when some awarness and
knowledge in HCI are available in the team. This justifies
our first hypothesis H1.

TABLE VI. COMPARATIVE TABLE OF BOTH PROJECTS.
Use case 1 Use case 2
Developer 1 full-time 1 full-time
Scrum master 1 part-time 1 part-time
Product owner 1 ) part-time, | 1 ) part-time,
Team _ business expert busmes_s expert
Usability expert | No 1 full-time
Awarness to | All team Al team
) members members, except
the developer
Expected 6
Duration 6 months months — but 2,5
months
Organisa- Iteration 1 week 2 weeks
tion of | duration
work !\luml_)er of 22 5
iterations
Scrum  +  Sy’s
Process Scrum parallel tracks
Wire framing Power Point® Paper a@d pen +
Balsamig®
At every iteration
Users’ tests in 6 users 6 end with 2 users
direct N who know the
. scenarios -
observation application and 2
novices
ucbD Users’ tests in | 1 user during 1 No
methods | real situation week
Satisfaction
questionnaire Yes: SUS Yes: SUS
Personas No Yes
. Yes, with Bastien
Expert review No and Scapin criteria
Focus groups No T(_) evaluate the
wireframes
ggt‘ﬁg gs | Brainstorming | O build the | To build the
used product backlog | product backlog
e Quick
progression
e Go further in
Feeli the
eelings of the | Slow L
Team . team progression functionalities
dynamic proposed
and e Improve
satisfacti quality of the
on application
o Pair-designing
Observed team No . real o Developer
dynamic %ygg(rjn Irca ement increased his
Iscourag HCI skills
o Lower number
of usability
issues
A lot of usability identified by
Results issueg but users and Fh_ey
working are less critical.
software. o Better users’
satisfaction
o And working
software.
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2) Hypothesis 2: We can detect that HCI skills of all
team members would help avoid some usability mistakes in
case 1, but, as the test results have shown, usability issues
were identified by users. The test results show a lower
number of usability issues in the second case (7 usability
issues in the second experiment instead of 15 usability
issues in the first experiment), thanks to the integration of
the usability expert. It can also be noted that the usability
issues are less critical in the second case than in the first
case (see Table IV). Furthermore, the satisfaction of users,
which is correct (75.42%) in the first case, is better in the
second one (81.25%, see Table V). This justifies our second
hypothesis H2: Agile-UX provides better quality in terms of
usability with the involvement of a usability expert. This
could also be explained by the different number and types of
UCD methods used in both cases. In fact, in case 2, more
methods were used because the usability expert was better
trained and knew a wider variety of methods, but also
because she had more time to dedicate to the deployment of
these methods. Thus, an involvement of a usability expert in
Agile-UX enables to use more methods, maybe more
adapted, certainly best mastered.

3) Hypothesis 3: Without involving a usability expert,
we observe a discouragement, particularly of the developer.
On the contrary, involving a usability expert helps to
maintain a constant pace in the team (principle 8 in [2]). No
difference has been observed on the constant customer
collaboration (value 3 in [1]). Some best practices emerged
in the second case like pair-designing, and the whole team
improved their practices and knowledge concerning HCI.
This could justify our third hypothesis H3: the dynamic in
the project team is better with a usability expert involved in
Agile-UX. However, the fact that in the first case, the team
was composed of only one person (the developer) may be of
influence. Indeed, in the second case the team was
composed of two people (the usability expert and the
developer). Then, the dynamic observed may be due to the
edge effect of the number of people in the team or simply to
the personality of the people involved.

V. CONCLUSION AND FUTURE WORK

The literature review shows that the reconciliation of
Agile and UCD is not a new trend, and it also shows that a
number of research questions arise that have not been
resolved today.

In this paper, we have further investigated the question of
the necessity to involve a UCD expert in an Agile-UX team
to support the UCD process. The state of the art shows that
different types of involvement of UCD experts have been
tried through different use cases, but the necessity of their
involvement is neither justified nor discussed, and past
experiments do not state the quality improvement implied by
the involvement of UCD experts. To discuss this point, we
proposed an experiment.
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This experiment addressed two kinds of Agile-UX
implementations. The first project did not involve a UCD
expert in the team, but a team member, who was a
generalizing specialist on development and on UCD was in
charge of UCD. The second project involved a UCD expert
in the team. With the help of these projects’ observation, our
two first initial hypotheses have been checked (H1-without
usability expert, if the project team has awareness and some
knowledge in HCI, Agile-UX gives a correct quality level
about the product’s usability; and H2-with usability expert
involved in the project team, usability of the produced
product is better than in H1). The third one cannot be
checked at this step, even though observation shows that this
hypothesis seems true (H3-the dynamic of the project team is
better when a usability expert is involved). Further studies
have to be conducted to have more quantitative results and to
check the third hypothesis. Notably, the experiment protocol
can be improved by evaluating also the usability of the
developed software thanks to objective criteria like Nielsen
usability heuristics [24] or Bastien and Scapin ergonomics
criteria [5]. To that end, software are reviewed by usability
experts thanks to one criteria guide. Usability issues can be
grouped by kind of non-respecting criteria. An importance
can be also calculated for each issue as we did for usability
issues met by users during users’ tests. During the
experiment presented in this paper, all latitude was let to
teams to select the UCD methods to use. The team 1 did not
use this kind of expert review driven by objective criteria.
Whereas team 2 chose to conduct at least one expert
evaluation. It would be interesting to do a final expert
evaluation to better compare objectively both results.

Future experiments will enable to measure the quality, in
terms of usability, of software developed in Agile-UX.
Completed projects that cover the different following
variations will be selected:

e Number of UCD experts involved in the project,
from zero to as many as there are developers
involved in the team.

e Involvement modality of the person in charge of
UCD: as a team member, as an external provider of
services or as the product owner.

For each couple of parameters, at least ten projects with
larger teams than the experiment presented above will be
selected. The usability of selected completed projects will be
measured through users’ tests, satisfaction questionnaire and
final heuristic evaluations driven by objective criteria (e.g.,
Nielsen criteria [24] or Bastien and Scapin ergonomics
criteria [5]). These results will enable us to conclude what is
the involvement modality that produces more usable
software. In addition, the UCD methods deployed, their
implementation mode (when and how), and the organization
of work between developers and people in charge of UCD
will be observed. Such observations would enable to identify
good practices.

Another possible implementation of Agile-UX, which
can be found in literature, is to place the usability expert as
the product owner. In fact, the product owner is responsible
for the contact with users, the definition of needs and the
validation of the work done. A priori, some of the high level
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responsibilities of both, the usability expert and the product
owner, overlap. A future task will be to check the legitimacy
of the following hypothesis: the UCD expert could play the
role of product owner.
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Abstract—Safety standards demand full requirement traceability,
which includes a complete tracing between requirements and test
cases to stipulate how a requirement has to be verified. However,
implementing such a concept rigorously is time-consuming and
costly. Furthermore, in the automotive industry this cost is
repeatedly incurred for each vehicle series, because in contrast
to other development artefacts, reuse strategies for trace links
have not yet been sufficiently researched. This paper presents
the novel approach of Reuse-based Test Traceability, which allows
for a more cost-effective implementation of trace links in certain
cases. First, we identify and formalize a scenario, the so called
RT-Problem, for reusing trace links between test cases and reused
requirements, which has been observed in industry practice.
Next, based on this formalization we propose a 3-layered method,
which automatically creates links between test cases and reused
requirements. For reasons of practicality, we focus on the first
layer, which represents a transitive test-link reuse. Finally, we
present the results of two field studies demonstrating that our
approach is feasible in practice. As the main contribution of this
work we show that the automated reuse of test cases on the basis
of reused requirements is both possible and useful.

Keywords—Reuse; Requirements; Test cases; Traceability.

I. MOTIVATION

New safety standards like ISO 26262 mean demand for
traceability is higher than ever. Consequently, automotive
companies must work hard to establish traceability for every
phase in the V-Model. For instance, if a software error occurs,
the specific part of the source code that has caused it should
be identified. This is achieved by trace linking development
artefacts. In hierarchical development processes, links between
requirements and test cases are some of the first to arise.
These links are an integral part of a relationship network. For
example, an error is discovered by a test case. This test case
is trace linked with a system requirement, which in turn is
connected to the source code. Each kind of comprehensibility
necessitates links between the requirements involved.

However, rigorously implementing such a concept is time-
consuming and costly. Furthermore, in the automotive industry
this cost must be paid for each vehicle series project, repeat-
edly, because in contrast to other development artefacts, reuse
strategies that generate trace links automatically have not been
sufficiently researched.

Steffen Helke
Brandenburg University of Technology
Cottbus - Senftenberg (BTU)
Cottbus, Germany
Email: steffen.helke@b-tu.de

Therefore, we propose a novel method for reuse-based
traceability, which extends [1] and allows for a more cost-
effective implementation of trace links in certain cases.

Among other things, the ISO standard defines a demand
for two categories of trace links. The first is called Test
Traceability — ISO 26262 Pt. 8 [2, p.25] — and relates to a link
convention for test specifications. Each specification in a test
case must include a reference to the version of the associated
work product. The second category relates to Reuse-based
Traceability — 1SO 26262 Pt. 6 [3, p.20] — which demands
that every safety-related software component must be classified
according to information on reuse and modification. Thus, the
standard defines four classes: newly developed, reused with
modification, reused without modification, and a commercial
off-the-shelf product.

Our approach contributes to both claims. First, we provide
a cost-effective technique for automatically generating trace
links between test cases and requirements, which addresses
the test traceability of the ISO standard. Secondly, we provide
the generation of trace links between requirements or test cases
from a previous project and the corresponding counterparts in
a new project, to indicate that previous artefacts have been
reused. Furthermore, our framework allows for these links to
be qualified, by using types reflecting whether an artefact was
modified or not.

Structure. The next section introduces a motivating ex-
ample, illustrating a scenario where trace links can be reused.
The section also gives important definitions of development
artefacts. The section closes with the presentation of the
RT-Problem (Reuse-based Test Traceability Problem), which
forms the basis of this paper. Section III gives pointers to
related work. We briefly survey existing traceability models
and methods. We also identify limitations of these approaches
to justify the need for this work. Section IV presents our 3-
layered method, where we focus on the first layer, the so-called
RT-linking technique. Section V describes theoretical concepts
behind our RT-linking strategy. Subsequently, Section VI
presents the results of two field studies demonstrating that our
approach is feasible in practice. We also compare our technique
with the previous manual procedure. To give the reader an
impression of the complete method, Sections VII and VIII
sketch the second and the third layer. The paper closes with
conclusions and future work in Section IX.
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II. SYSTEM REQUIREMENTS AND TEST CASES
A. Introductory example

Figure 1 shows an example based on real specification
documents. The upper left box contains artefacts from a
previous vehicle series project, e.g., vehicle function 7000:
Interrupt of front wiping during engine start. Requirements
1001 and 1002 refine vehicle function /000. The lower box
contains test cases, e.g., test case 5376: Washing during engine
start. Requirement /002 and test case 5376 are connected via
a trace link.

Requirements reuse. Reuse happens in all phases of
the V-Model; therefore, reuse also applies to requirements.
Requirements are reused from previous vehicle series in or-
der to specify a new vehicle series. Technically, this reuse
is achieved by copying and adapting the old requirements
to the new vehicle series project. The upper right box in
Figure 1 shows the reuse requirements. For example, the reuse
requirement /002-new has been changed most: the description
of the washing interruption has been moved.

Test trace reuse. This adaptation of requirements ex-
emplifies the main feature of Reuse-based Test Traceability:
Is test case 5376, which already verifies source requirement
1002, also suitable for verifying target requirement /002-new?
More succinctly: Can test case 5376 be linked with target
requirement /002-new?

Reuse-links (R-links)

:

D Fomsanae A D Target Requrements 8
1000 3.1.5.1 Interrupt of frontwiping woeeew | 3.1.5.1 Id"te."“pt of f";":"t'ipi"g
during engine start uring engine
1001-new  The wiping-function is generally disabled during
1001 The wiping-function is generally disabled the engine start
during the engine start 1002-new I the engine starts during a wiping cycle that cycle
1002 If the engine starts during a wiping cycle wil be finished
that cycle will be finished. Washing is also
interrupted by the engine start, compare to
feature "Washing interrupt”
Test-links (T-links)
TestlD | Test cases [
2101 2.3.1.3 Wipe once, engine start
2102 Wipe once short during engine start
2103 Wipe once long during engine start
2014 Engine start during wipe once short
5375 2.3.1.4 Washing, engine start
5376 ‘Washing during engine start
5377 ‘Washing very leng during 5s engine start

Figure 1: Example requirements and test cases in DOORS

B. System Requirements Specification (SRS)

A vehicle is described by many SRS. Every system, like
the Wiper Control or the Outside Light Control is specified
in one SRS. The main engineering artefacts in SRS are
vehicle functions and the system requirements that refine
them. Individual vehicle functions can be very extensive. For
instance, the function wipe windscreen is characterized by
several activation possibilities, wipe stages, passenger and
pedestrian splash protection, etc., and therefore is refined by
more than 300 requirements.
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Count per vehicle series. If one function alone can
have 300 requirements, how many requirements does a whole
vehicle series have? The following estimate gives a vague idea:
Modern vehicles have up to 100 electronic control units (ECU).
Usually, multiple automotive systems run on each ECU. For
simplicity, we assume that only one software system runs on
each ECU. Further, we assume that midsize systems have at
least 1000 requirements or more. Using these assumptions, a
modern vehicle can accumulate hundreds of thousands or even
millions of requirements.

Requirements classification. In addition, requirements
have classifying properties such as Automotive Safety Integrity
Levels (ASIL), testability, ownership, supplier status or depen-
dencies to other SRS. Therefore, requirement categories exist,
e.g., safety critical, testable or highly dependent requirements.

C. System Test Specification (STS)

Each SRS has at least one associated STS, which contains
test cases to verify the correct implementation of the require-
ments. The structure of these test cases corresponds to the com-
mon schema: Pre-condition, post-condition, pass-condition,
test steps etc. [4, p.263]. Each requirement which is classified
as testable is trace linked to at least one test case. This
facilitates comprehensibility to determine the requirements-
based test case coverage.

Count per vehicle series. Again, the question arises: How
many test cases does an entire vehicle series have? Because
the test case count corresponds to the requirements count, a
modern vehicle has at least as many test cases as requirements.
Usually, more tests than requirements exist.

Test case classification. Like requirements, test cases
have classifying properties such as test goals, test levels or
test platforms. While test goals result from quality models as
proposed in ISO 9126 [5], test levels describe the right branch
of the V-Model. Automotive-specific test platforms include
Vehicle Network or HiL (Hardware-in-the-Loop).

D. Test Concept (TC)

The ISO 26262 dictates the existence of a TC. It defines
which test objects must be tested at which test level on which
test platform in order to fulfil which quality goals (What?
When? Where? Why?). The TC determines the relationship
between the left and right branches of the V-Model. We focus
on the system level of the V-Model because Reuse-base Test
Traceability uses the requirement test object type. In our case,
the TC defines which test cases must be trace linked with
which requirements to sufficiently verify a vehicle series.

Usage of requirements and test case classification. The
TC does not contain specific system requirements or test cases.
It relies on the classifying properties of the artefacts involved.
For instance, a requirement’s ASIL ranking influences testing
expenses because it is strongly related to the fest goal and fest
level properties of the test case. The higher the ASIL ranking,
the more test cases must be trace linked with requirements.
The TC allows us to assess the trace link coverage between
SRS and STS.
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E. RT-problem

Reuse-based Test Traceability relies on a specific situation
observed in industrial practice: The RT-problem. Figure 2
depicts how the RT-problem reflects the Reuse relationship
between two SRS and the 7est relationship between an STS
and these two SRS. In the example, a requirement of the
function front wiping (fw) from the SRSg,. has been reused
by fw’ in the SRStg;.

R-link

T-link i
! O Source requirement

/\ Test case

Figure 2: RT-problem within specification documents

R: Reuses. Among others, one reuse method is to copy
an entire SRS into the project folder of the new vehicle series
project. Thus two SRS result: the SRSg,. of the previous
vehicle series and the adapted SRSty of the current vehicle
series. Both SRS are in a reuse relationship: The SRSty reuses
the SRSg;c.

T: Tests. Interestingly, the STS is not copied between
vehicle series. Instead, the test cases are reused by redirecting
trace links from the SRSg;. to the reusing SRSty. Overall, the
RT-problem reflects the situation before the STS enters a test
relationship with the SRStg.

R- and T-links. Technically, artefacts are connected by
trace links. An R-link fw’ —g fw points from a target
requirement fw’ to a source requirement fw. We also say
(fw’,fw) is a reuse pair. A T-link t —1 fw points from a
test case t to a (source) requirement fw.

Solving the RT-problem. The RT-problem is unsolved
if the dashed T-link in Figure 2 does not exist. In this paper,
we propose transitive RT-linking, a new technique to set the
T-link t —7 fw’ to the target requirement fw’.

Business case. Earlier we estimated a whole vehicle series
might have hundreds of thousands of requirements and test
cases. Therefore, the RT-problem must be solved hundreds
of thousands or even millions of times for each vehicle
series project. Usually, test cases are T-linked during their
creation. This T-linking requires little effort in comparison to
the creation of the test case. STS are test case collections which
are maintained over multiple vehicle series generations. In each
new vehicle series project those STS must be linked manually.
We observed that both time and motivation play an important
role in why fewer and fewer T-Links exist from project to
project. The primary goal of Reuse-based Test Traceability is
that test cases only need to be T-linked with requirements once,
at the time they are first written down.
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III. RELATED WORK

A trace link connects trace artefacts and defines the type
of relation between them [6, p.104]. In general, traceability is
the possibility to establish and use trace links [7, p.9]. Thus,
traceability enables comprehensibility. A traceability (informa-
tion) model defines all possible artefacts and their types, as
well as all possible links and their types [7, p.13]. Our work
contributes to the special field of requirements traceability.
Requirements traces are trace links between requirements and
other software development artefacts [8, p.91]. Requirements
traces always have a direction: forwards, backwards, inter or
extra.

Link direction. A forward-trace connects a requirement
with artefacts which have been created later in the development
process. Examples of forward traces are links to architectural
artefacts, source code or test cases. A backward-trace docu-
ments the origin of a requirement. Examples are links from
laws or standards. An inter-trace links a requirement with
another requirement. These links can reflect dependencies,
refinement or even reuse. An extra-trace links a requirement
with a non-requirement. Examples are architectural artefacts,
source code or test cases.

Link direction in the RT-problem. An RT-problem
consists of two links: an R-link and a T-link. The R-link
connects a source and a target requirement. Therefore, it is
an inter-trace link. Simultaneously, it is a backward-trace link
because it reflects the origin of the target requirement. The T-
link connects a test case with a source requirement. Thus, it is
an extra- and forward-trace link. We observe that even though
the RT-problem is very simple it contains inter, extra, forward
and backward trace links.

A. Traceability models

Traceability models define the involved and linkable arte-
facts and the possible link types [9, p.106]. The RT-problem
is a traceability model. The concept of traceability models
appeared early in the development of software engineering: the
first models appeared in the 1980s. The following paragraphs
introduce relevant traceability models from the past 25 years.

General models without explicit T-links. The SO-
DOS model [10] represents linkable artefacts via a relational
database scheme. The trace links are freely configurable. Thus,
SODOS is capable of connecting everything with everything.
In the early 1990s, hypertext became very popular. The idea
was to specify requirements and other software engineering
artefacts by means of hypertext and link them using hyperlinks.
Examples of hypertext traceability models include HYDRA
[9], IBIS [11], REMAP [12], RETH [13], and the TOORS [14]
model. Hyperlinks are mainly generic, so everything can be
connected with everything else. Around the turn of the century,
traceability models shifted their focus from hypertext models
to UML-based traceability models [15] [16]. In accordance
with the SOTA (State of the Art), older traceability models are
more general while newer models are more specific. Newer
work focuses on links between requirements [17] or links
between requirements and design artefacts [18]. Although it
is possible to define T-links in general traceability models, the
models discussed here do not explicitly support T-links.
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Models with T-links. In recent years, software testing
has become increasingly popular. Thus, T-links have become
an explicit part of traceability models. Ibrahim et al. propose
the Total Traceability Model [19]. They consider requirements
(R), test cases (T), design (D) and code (C). The model is
exhaustive because it supports pair-wise extra-traces between
the artefacts R-T, R-D, R-C, T-D, T-C and D-C. Furthermore,
it supports the inter-traces D-D and C-C. Asuncion et al.
have developed an End-to-End traceability model [20]. They
consider marketing requirements (M), use cases (U), functional
requirements (F) and test cases (T), which can be extra-linked
in a M-U, U-F and F-T pipeline. Kirova et al. propose a trace-
ability model, which uses performance requirements (PR), high
level requirements (HLR), architectural requirements (AR),
system requirements (SR), high level design (HLD), low level
design (LLD), test cases (T) and test plans (TP). Kirova’s
model allows links between PR-AR, PR-SR, PR-T, HLR-SR,
AR-SR, AR-T, AR-TP, AR-HLD, AR-LLD, SR-T, SR-TP, SR-
HLD and SR-LLD. Azri and Ibrahim propose a metamodel
[21] to allow trace links between arbitrary artefacts, including
code, roles and even output files from developer tools.

RT-problem. The related work commonly draws holistic
traceability pictures. Thus, a standard goal is to define holistic
traceability models and exhaustively list the engineering arte-
facts and possible trace link types. However, the RT-problem is
a specialized traceability model which focuses on a narrow set
of circumstances. By using T-links explicitly, it focuses on the
relationship between requirements and test cases. Additionally,
the RT-problem introduces a new factor, the representation of
requirements reuse with the help of R-links.

B. Traceability methods and techniques

The Requirements Traceability Matrix (RTM) was one of
the first techniques that could systematically handle traceability
[22]. The RTM is simply a table of requirement rows and
linkable artefact columns. Each cell in the table represents
a possible link. Requirements engineering tools like DOORS
[23] support the RTM. Newer work is based on the idea
of automatically creating trace links between artefacts and
providing impact analysis. Two surveys [24, p.2] [25, p.31]
categorize the SOTA of traceability methods as follows: event-
based, rule-based, feature model-based, value-based, scenario-
based, goal-based and information retrieval-based.

Event-based Traceability (EBT). EBT [26] introduces an
event service where any linkable artefacts are registered. The
service takes over the traceability and artefacts are no longer
linked directly. Thus, EBT supports maintainability, as events
trigger when artefacts change.

Rule-based Traceability (RBT). RBT [27] applies gram-
matical and lexical rules to find artefacts in structured spec-
ification documents and use case diagrams. A pairwise rule
matching algorithm looks for artefacts, which match a rule.
RBT links those related artefacts.

Feature Model-based Traceability (FBT). FBT [28] uses
the feature as a connecting element between requirements and
architecture as well as requirements and design. FBT uses
several consistency criteria, e.g., whether each feature has at
least one requirement and test case.
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Value-based Traceability (VBT). VBT [29] assumes
that a complete linkage between all involved artefacts is not
feasible. Thus, VBT supports prioritized requirements and
differently precise traceability schemes. The goal of VBT is to
distinguish between links that generate benefits and links that
only produce costs.

Scenario-based Traceability (SBT). SBT [30] uses
scenarios, such as state chart paths, which are linked with
requirements and code fragments. The creation of new links
is performed transitively via code analysis. SBT is capable of
completing links between requirements and code.

Goal-based Traceability (GBT). GBT [31] uses a quality
model to define nonfunctional quality goals. Those nonfunc-
tional goals are then connected to functional requirements. The
goal of GBT is to trace the change impact from functional
requirements to nonfunctional goals.

Information Retrieval-based Traceability (IBT). In
recent years, IBT has become increasingly popular. Several
approaches exist to finding and linking related artefacts [32].
The general idea behind IBT is to use information retrieval
algorithms and similarity measures.

C. Alignment with SOTA (State-of-the-Art)

EBT propagates requirements change to linked artefacts.
Thus, EBT is a technical event-based method to avoid manual
tracing of impact and manual button clicks. Although it would
be interesting to automatically execute the RT-problem solving
technique after requirements reuse, we do not need EBT to
solve the RT-problem methodically. RBT uses grammatical
and lexical analysis to find similar requirements. Although it
would be interesting to find reuse pairs with RBT, we assume
that all R-links exist. Because of the importance of variability
in the automotive domain, other research focuses on FBT
[33]. VBT tries to reduce the number of links in order to
reduce maintenance costs. The RT-problem is a specialized
traceability model to reflect a simple circumstance and analyze
it holistically. Thus, we do not want to remove any links in
this way. SBT introduces an additional connecting artefact to
link requirements and code. Because we focus on requirements
and test cases, we do not desire new artefacts. Thus, SBT is
also not suitable to solve the RT-problem.

New technique: RT-linking. Firstly, we propose a new
technique to transitively link test cases by considering re-
quirements reuse: RT-linking. We present a 3-layered method
which integrates our RT-linking with parts of the SOTA. RT-
linking is the primary method layer for creating new trace
links between test cases and reusing requirements completely.
To make the linking more precise we need additional filtering
techniques, which are executed during the complete RT-
linking. These filtering techniques define the other two layers
of the 3-layered method. While the first layer establishes all
links between test cases and reusing target requirements, the
second and third layers filter out or highlight suspicious linking
situations. The second layer uses the idea behind GBT to assess
the test coverage with respect to test goals and other testing
criteria. The third layer adapts IBT to search for similar RT-
problems.
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IV. 3-LAYERED METHOD

Figure 3 depicts the method layers as first proposed in
[1]. Each layer consists of the same three phases. The specific
tasks in each phase differ depending on the characteristics of
the layer. Each subsequent layer enhances its predecessor’s
phases via additional tasks. The general tasks performed in
the three phases are as follows:

e  Extract RT-problems from SRSg;., SRSt and STS.
e Set/Filter T-links from STS to SRStg;.
e  Assess T-links and highlight the link status.

Figure 4 depicts the 3-layered method in more detail. We
will use the depicted example to briefly introduce the layers.

A. First layer: Transitive RT-Linking

Extract RT-problems. Figure 4 depicts an RT-problem:
The target front wiping fwrg reuses the source front wiping
fwgrc. Thus, (fwrgy, fwgyc) is a reuse pair. The test case fwreg
has a T-link to fwg,.. Because fwreg is not yet T-linked to
fwrgt, one RT-problem is extracted.

Set T-links. The T-links of all extracted RT-problems
are set transitively: If a test case is T-linked with a source
requirement and this source requirement is R-linked with a
target requirement, then the test case is also T-linked with the
target requirement.

Assess T-links. Two scenarios can occur for each RT-
linked target requirement: (a) It is textually identical to the
source requirement and hence a T-link needs no review or (b)
it has been changed and, therefore, the T-link must be reviewed
manually. The third phase of each layer highlights the SRSt
according to the assessment results.

B. Second layer: Test Concept-driven filtering

Extract RT-problems. Figure 4 indicates that the test
case fwreq meets the test goal correctness of interfaces. This
information is extracted from the STS and appended to the
test case of the RT-problem. We say that the RT-problem is
augmented with the classifying property fest goal.

Basic layer 1 (section V and VI)
Transistive RT-linking and analysis

[ Extension layer 2 (section VII)

Test. Concept-driven filtering and analysis
>Exr1'a<it>> Filter >> Assess >
\

[ Extension Layer 3 (section VIII)

J

Case-based filtering and analysis

>Extract>> Filter >> Assess >
-

Figure 3: 3-layered method
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Filter T-links. The TC defines whether a test case is
needed to sufficiently verify a vehicle series. In Figure 4, the
TC defines that the test goal correctness of interfaces must be
met. Because the TC demands for a interface test case such as
fWrest> the RT-linking connects fwreg; and fwrg. Otherwise,
fwrest Would have been filtered out.

Assess T-links. While the first layer can only make
statements about the existence of T-links, the second layer
also considers the TC. Therefore, for each target require-
ment the following more detailed scenarios arise: (a) miss-
ing/superfluous test goals, (b) missing/superfluous test levels
and (b) missing/superfluous test platforms. The SRSty is
highlighted according to the TC coverage. TC-driven filtering
has been proposed in [34].

C. Third layer: Case-Based filtering

Extract RT-problems. We assume that the requirements
in Figure 4 have a classifying property, interfaces. While
the source requirement fwg,. has an interface to the column
switch, the target requirement has an additional interface to
the rain sensor. In other words, the interfaces of the reuse
pair (fwrgy, fwg,c) have changed. Again, we use the classifying
properties to augment the extracted RT-problem.

Filter T-links. A Case Base contains RT-cases. RT-cases
are RT-problems which include an RT-decision and a review
note. The RT-decision defines whether a T-link can be set to
a target requirement. Figure 4 depicts a simple RT-case: if
the interfaces change, interface tests must be reviewed. This
RT-case is very similar to our current RT-problem. Thus, the
RT-decision Review needed is used to solve it.

Assess T-links. While the second layer only uses clas-
sifying test case properties, the third layer relies on fully
augmented RT-problems. That means RT-cases can be defined
freely by taking any classifying property into account. Thus,
the assessment scenarios are as numerous as the RT-case
possibilities. Finally, the RT-cases’ review notes are copied
into the SRStg;.

[ J SRSg;.
Front wiping (fwg,.)

a SRS,

Front wiping (fw
Relink ping (Frg)

T-link T-link?
STS 7,
Test Concept: A RT-Cases:
Verify interfaces in *- ﬁTESt fnfzerfa?vevs of In case of interface change:
integration test level ontwiping (fWrpest) Review interface tests
9 Test case required? —>p  Link exists @@ Similar RT-problem?

----p  Link does not exist

Figure 4: 3-layered method in more detail
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V. RT-LINKING: CONCEPTS
A. Fundamental Example

Figure 1 showed an example with real requirements and
test cases. However, real requirements and test cases are
very extensive and also confidential. Therefore, the following
sections will use the abstract example in Figure 5 to simplify
the problem and concentrate on its relevant features.

Phase 1: Extract RT-Problems. Figure 5 shows the
specification documents SRSg;c, STS and SRStg. Each ex-
ample SRS contains one vehicle function, which is refined
by requirements. While SRSg,. contains the source require-
ments srcj, SRSt contains the target requirements tgt;. The
Reuse column indicates for both SRS which source or target
requirements the R-links point to. The 7est column in SRSg.
indicates whether a source requirement is connected via a
T-link with a test case. The T-links: Before column in STS
displays which requirements the test cases were linked with
before RT-linked them. Figure 5 contains three RT-problems
with the following R- (—R) links and T-links (—T):

e tgt; —R srcy and test; — srcy,
e tgty —R srcy and testy — sreo,
e  tgt3 —R srcy and testyyy —T srcs.

Phase 2: Execute RT-linking. The transitive RT-linking
uses the following assumption:

IF a target requirement reuses a source requirement
AND IF
THEN

a test case verifies a source requirement
the test case also verifies the target requirement.

After performing the RT-linking, the T-Links: After column
contains the names of the source and target requirements which
are linked with the test case by a T-Link. The 7? column in
SRSty indicates whether there is a T-link to a test case. The
column is set to Check if the text for the target requirement
has changed or if RT-inconsistencies (see Phase 3) have
been uncovered. As Figure 5 shows, the second layer of the
transitive RT-linking results in three solved RT-problems:

e tgt; —R srcq and test;y —T srcyp = test; — tgty,

e  tgt) —R srco and testy —T srco = testy,  — tgty,

e  tgty—R srcy and testyyy —T Srcy = testzyy — tgts.

Phase 3: Assess T-links. The similarity column of SRS
represents the textual similarity of a reuse pair in percent. It
is calculated with the help of well-known similarity measures,
e.g., Dice, Jaro-Winkler or the Levenshtein distance [35]. As
well as textual similarity, several other inconsistencies might
occur, e.g., the SRSg,. describes a front and a rear wiper.
A test case verifies both source requirements: If the reverse
gear is engaged and if the column switch is pushed then
the front and rear wipers will wipe. Now the target vehicle
series does not provide a rear wiper. However, the SRSt
reuses the front wiper requirement and the T-link from the test
case. The inconsistency arises because the test case verifies a
functionality (rear wiping) which does not exist in the target
vehicle series.
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Source System Requirement Specification (SRS g

‘ Source requirements E ‘ Reuse ‘ Test ‘

1 Function Src
sre 1 tgtl Yes
src 2 tgt2 Yes
sred tet 3 Yes
src 4: will be discarded Yes

System Test Specification (STS

Test cases E THinks: before THinks: after

1 Tests

test 1 sre 1

test2 src2 src 2, tgt2

test 3/4 src3 src 3 tgt3
srcd src 4

sre 1 tgt 1

['arget System Requirement Specification (SRS ;

Target requirements H | Reuse ‘ Test ‘ Similarity| Incons. | Review note

1 Function Tgt

tgt 1: the same s;el  Yes 100
tgt 2: almost the same src2  Check 80 - Textual change
tat 3- not the same se3  Check 60 T Src - Textual change
- Test 3/4 links to Src 4 (discarded)
tt 3 new No

Figure 5: Fundamental Before-After example

B. RT-Linking

The following basic sets describe the RT-problem:

SRSg;. =set of source system requirements
SRSTe =set of target system requirements
STS =set of system test cases

The upper left circle in Figure 6 represents SRSg,, i.€., the
set of all source system requirements. The upper right circle
analogously represents SRStgy, i.e., the set of all target system
requirements. The lower circle shows the STS, i.e., the set
of all system test cases. All three sets are disjoint, thus the
overlapping areas in Figure 6 do not symbolize intersected
sets, but linked elements between the disjoint sets.

Reuse pairs: R-links between requirements. An R-
link rigt —R Tsrc always points from target to source. A reuse
target requirement from SRSt therefore points towards a
reused source requirement from SRSg,.. Both target and source
requirements can have multiple outgoing or incoming R-links.
The following sets describe this information:

R = {(rtgt ,rsrc) (S SRSTgt X SRSSrC ‘ rtgt —R Tsrc }
RRsrc i= {rsre € SRSgre | Irege : (ege » Tsre ) € R}
RR,Tgt = {rtgt € SRSTgt | Irgre - (rtgt JTsrc ) € R}

The set R contains reuse pairs (rig , I'sre ) Which show that
a R-link is pointing from rg t0 Tgrc . Thus, (regt,Tse) € R is a
synonym for 1yt —R Isrc . The pair (rigt, rsrc ) is also a reuse
pair. The sets Rg sy and Rg gt contain all requirements that
are part of a reuse pair. Thus, Rg g, contains all reused source
requirements from SRSg;., and Rg g contains all reusing
target requirements from SRStg;.

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



T-links from Test Cases to Requirements. A T-link
t —T r points from a test case to a requirement. An active
test case points towards at least one requirement. A verified
requirement has at least one incoming T-link from a test
case. A test case can verify multiple source and/or target
requirements, depending on whether it points into SRSg;, into
SRSty or both.

T : SRSg;e U SRSTg — P(STS)
Tr):={t e STS|t =1}
RT,SrC = {I‘SfC S SRSSrc | dt € STS : t —T rsrc}
Rt 1gt = {rge € SRSt | 3t € STS it — rege }

For a given requirement r (source or target), the function
T derives all test cases that are linked with it. The set R gy
contains all source requirements rg from SRSg;. for which
at least one T-link t —T rge points from a test case tfrom
STS to rec . Analogously, the set Rt g contains all target
requirements Itot that are linked with at least one test case t.

RT-linking. With these formal concepts we can reformu-
late the assumption for the transitive RT-linking:

IF a target requirement rg and
a source requirement rg are linked by an R-link

AND IF  a test case tis linked with rgc by a T-link

THEN tcan also be linked to rig¢ by a T-link.

This is represented by the formula

Itgt =R Lsrc AU =T Isie = t =T Itgt

An RT-link, i.e., a solution for one of the three RT-problems
from the abstract example in Figure 5 is shown here:

tgt; —R srcy and test; —1 src; = test; —T tgt)

A Test case

Figure 6: Each RT-problem is a RT-instance among others

O Source requirement

[:] Target requirement
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C. RT-diagram

The RT-diagram is a means to represent the number of
linking situations between requirements and test cases. It
categorizes these situations into different types, e.g., reused but
not tested requirements, reused and tested requirements. Figure
7 show the diagram schematically. The different segments of
the diagram represent the different types of linking situations,
which result from the existence or non-existence of links
between the three basic sets SRSgc, STS, and SRSt Each
segment is labelled with a different symbol (e.g., O, ()
that represents the type of the segment. In the industrial use
and field studies in Section VI, the diagram segments show
the number of linking situations.

RT-instances and RT-types. From now on, we call the
different linking situations RT-instances. Every RT-instance
is assigned to an RT-type (e.g., not tested but reused require-
ment). All RT-instances from the same segment of the diagram
are also from the same RT-type. An RT-instance is denoted
by a set, which contains either

e one artefact (meaning that this artefact is not linked)
Corresponding types: O, O, A,

e one link (meaning that the two linked artefacts are not
linked to a third artefact)
Corresponding types: O, A, A,

e two links (meaning that one R-link and one T-link
exists, but one T-link is missing to one of the partners
of the reuse pair)

Corresponding types: Winconsistents OF

e three links (fully linked, a solved RT-problem with a
reuse pair and T-links to both partners of the pair)
Corresponding types: ®.onsistent-

On the next page we will examine the segments of the
RT-diagram. Each segment will also be given a short name
for future reference.

Consistent and ...

... inconsistent
h, RT-problems

Figure 7: Types of RT-instances
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Requirements without RT (O, (J). Figure 8a depicts
those requirements which have no R-link and no T-link. The
segment on the left-hand side represents all discarded SRSg;
requirements which have not been tested ( O ). The segment
on the right-hand side contains all new SRSt requirements
which have no associated test cases ( ().

(OF Rgre Tsre == {{rsrc} |rsrc € SRSg;¢ \ (RT,SrC U RR,Src)}
O Ryg Trg == {{rigt} | rgt € SRSt \ R7;T9t URR TE0)}

Reused requirements without T (). Figure 8b depicts
all reuse pairs (rtgt,Tsrc), Which have no T-link to either
Ttgt OF I'sye . From the perspective of the SRSTgt these are all
reusable and untested target requirements. Although we use
the word untested, requirements with missing T-links do not
remain untested in industrial practice. The mapping between
requirements and test cases is then performed by engineers in
an experience-based fashion. Of course, in this case testing
takes place in SRStgy; it is simply less traceable.

(1 RTgpeargt =
{{rtgt —R Tsre ) | (rigt > Tsre) € R A T(rigr) U T(rre) = 0}

Tested requirements without R (®, (A). Figure 8c shows
all requirements that are not in a reuse relationship but which
have associated test cases. The segment on the left-hand side
depicts source requirements which are not reused, have no R-
link but do have a T-link from a test case ( ® ). The right-hand
side shows all new target requirements which have no R-link
but a new T-link ( A ).

P : Rgpe Tspe = {{fsrc} |rsrC € RT,Src \ RR,Src}
A : Rrg Trg == {{rigt} | fgt € Rr1et \ RR,T0t }

RT-problems (®). Figure 8d shows the center of the RT-
diagram. It represents the RT-problems, i.e., all RT-instances,
which have a reuse pair (rg,rsrc) and a test case which is
T-linked to at least one of the reuse partners. Therefore, the
diagram center bundles three RT-types: RT-instances which
have reuse pairs (rgt,Tsrc) and a T-link to ryrc (@s.). RT-
instances with reuse pairs which are only rg T-linked (@rg).
RT-instances which have reuse pairs and a T-link to both
partners of the pair (@gqm).

O R TsreTgt =
{Itgt =R Tsrc,t =T Tsrc )|
(regt > Tsre) € RAL € T(rgre) At & T(regr)
{rgt —R Tsrc st =T Tigt} |

(regt > Tsre) € RAL € T(rege) At & T(rgec)

{rtgt —R Tsrc U =T Isre st =T rtgt} |

(regt > Tsre) € RAL € T(rgre) At € T(rg)
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Test cases without T (Ag;., Arg ). Figures 8e and 8f
depict the test cases which have no T-links into SRSg;. or
SRSt In the context of the corresponding SRS those test
cases are inactive.

Asre : T(rgre) = {{t} |t & U

rsre €SRSgye

Arg: Tlrg) = {{t} [t ¢

rigt €SRStg

T(rsrc)}

T(rtgt)}

Set of all RT-instances. An RT-instance represents a
concrete link between one, two, or three artefacts. The set of
all possible RT-instances RTy,g is defined by:

RTpps :=OUDUAQUAURU® U Agre U Ay

The one-artefact instances {rg.} € O, {rg} €
O, {t} € Agc and {t} € Agg symbolize artefacts
which are not linked to any other artefacts. The one-
link instances {rypi—R Isre} € G, {t—=T Iy} € R, and
{t—=r 1} € (A represent a link between exactly two arte-
facts, which both are not linked to any other artefact. The
two-link instances {rtgt —R Isre»t =T e} € O, and
{rgt —R Tsre,t =T Igt} € @y represent a source and a
target requirement linked by an R-link and a test case which
is linked to either the source requirement or the target require-
ment. However, the second test link is missing. The three-
link instances {rigt —R Isec st =T Isre,t =T Ttgt} € OsreiTet
represent fully linked instances.

(2) Rsre Tsre o Rrg Trgr

(b) R TSrc*Tgl

G

(©) Rsre Tsre or Ry Tt (@) R TsresTgt

(e) T(rsrc ) (f) T(rege )

Figure 8: Segments in the RT-diagram

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



D. RT-inconsistencies

We will now examine instances of the type @ : R TgycyTgt
in more detail. In these instances, test cases are T-linked
with one or both partners of an RT-problem’s reuse pair
(regt , Tsre). But, in practice test cases are not only linked with
one reuse pair. Usually, they have links to multiple reuse pairs
or even requirements which have no reuse relationship to other
requirements, which causes inconsistencies. Therefore, RT-
inconsistencies are caused by missing T-links or unfavourable
overlaps of reuse pairs with other requirements which are not
part of a reuse pair, or by combining or splitting require-
ments. An RT-inconsistency is not necessarily an error, but
an engineer should look into the RT-instance to check it. The
following formulas describe the conditions for a reuse pair to
be called consistent:

Consistency rule I. The first consistency rule says that a
T-link must point to both partners in a reuse pair. If this rule
is broken it indicates either overlooked source T-links or new
target T-links. Two forms of rule I exist:

Isre(tgt » Tsre) = T(rsre ) © T(regt )
ITgt(rtgt s Tsre) = T(rege) € T(rsre )

The first form Ig,. says that the set of all test cases which
are T-linked with the source requirement rgc of reuse pair
(rtgt » Tsre) must also be T-linked with the target requirement
rigt - The second inconsistency form Itg is analogously de-
fined: all test cases which are T-linked with rg of a reuse pair
(rtgt » Tsre) must also be T-linked with rgrc .

Consistency rule II. While the first inconsistency rule
assesses a reuse pair locally, the second inconsistency rule
takes other requirements into account. It says that each test
case that is T-linked to a given reuse pair is not allowed to
test other requirements which are not part of another reuse
pair. Therefore, this second rule highlights discarded source or
newly added target functionality from the testing perspective.
Again, two forms of inconsistency rule II exist:

e (regt » Fsre) == Vt € T(rygr ) U T(rgee ) :
Vil € SRSgc : e #Tse =
(t =T rgre = Irig € SRSty :
t—=r r{gt A (r{gt > r;rc ) €R)

HTgt(rtgt sTsre) 1=Vt € Tlregr ) U T(rsee )
Vr{gt € SRSty : rt'gt #Iigt =
(t =7 rigy = Iree € SRSy
t—=7 r;rc A (r{gt > rérc )ER

The first form Ilg, says that a reuse pair (rigt,Tsrc) iS
consistent if all test cases of rgcare only T-linked with
other source requirements ri,. which are part of a reuse pair
(fgt > Tére )> for some target requirement o . In addition, all
such test cases must be T-linked with r{gt. To improve the
reade’rs understanding of inconsistency Ilg,. we will repeat the
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example of front and rear wipers. The front wiping requirement
has been reused and the reuse pair (frontyg, frontsrc) exists.
Because the test case t is T-linked with frontg. it has been
transitively RT-linked with fronti. Thus, t is T-linked with
both partners of the front wiping reuse pair. Now, t is also T-
linked with the source rear wiping requirement rearg,, which
has not been reused because the new vehicle series does not
provide any rear wiping. Since no reuse partner exists for
reargrc, t causes (fronteg, frontsyc) to be inconsistent IIgy.: Test
case t verifies functionality which does not exist in the target
vehicle series. The second form Il is defined analogously
from the perspective of the SRSy;.

Consistency rule III. The third consistency rule indicates
whether a target requirement has been amalgamated from
multiple source requirements or a source requirement has
been split into multiple target requirements. A T-link becomes
problematic if a source requirement has been split. It is then
unclear which target requirement needs to be T-linked. Again,
two forms of consistency rule III exist:

Mgy (regt » Tsre) = ﬂrégt € SRSTgt :
Ttgt #r{gt A (régt ,Ise ) € R

Mg (rigt » Tore) := Prige € SRSgye :
Isrc # rérc A (rtgt s rérc ) S R

The first form Illg,. says that the source requirement rg; of
the reuse pair (rigt , I'src) must not be a source partner of another
reuse pair. IllTg says that the target requirement rig of the
reuse pair (Tegt,Tsre) Must not be a target partner of another
reuse pair.

Extension of the centre of the RT-diagram. The centre
of the RT-diagram counts consistencies and inconsistencies.
While consistently solved RT-problems are counted in the
upper region of the centre, the inconsistent RT-instances are
counted in the lower region. As depicted in Figure 9, we fur-
ther differentiate between source and target inconsistencies in
this lower centre region. Source inconsistencies Xg,. indicate
missing T-links which pointed to source requirements but not
reusing target requirements or splits in source requirements.
Target inconsistencies Xty indicate progress because of newly
added T-links. Source inconsistencies are bad inconsistencies
and target inconsistencies are good inconsistencies.

Inconsistent

Inconsistent
Iy or

Ilg,. or

I,

Figure 9: Inconsistencies in the diagram centre
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Inconsistency Ig... Figure 10a depicts the reuse pair
(ttgt » Tsre) and the dashed T-link from test case t to rgc . The
dashed T-link causes the reuse pair to be inconsistent Ig.
because T(rgrc ) € T(rgee ). This situation represents a typical

rtgt

RT-problem that needs do be solved. AN
Inconsistency Itg. In Figure 10a, the reuse pair (rtgt , Isrc) A
would be inconsistent It if the dashed T-link pointed from t
to 1oy instead of ry , i.€., t =T rIige . In industrial practice, this (a) Inconsistency s

situation usually occurs when a new test case has been added
after reusing a requirement.

Inconsistency Ilg... Figure 10b depicts inconsistency
Ig,c in reuse pair (regt,Tsrc). We clearly see that (rigt, Isrc)
is consistent Ig, and Ie because T(rge) C T(rge) and
T(rgt ) € T(rsrc ). However, inconsistency Iy for (rigt , rsre) 18
caused by the dashed T-link from t to rf. . From the perspective
of the reuse pair (regt,Tsrc), test case t is T-linked with the
requirement rl,. , which has no reuse pair partner and thus not
has been reused.

Inconsistency Iltge. The reuse pair (g, Isyc) in Figure
10b is inconsistent Ilgc. It would be inconsistent Iltg, if the
dashed T-link pointed from t to a newly added r{gt instead of

rl;. » which has not been reused.

Inconsistency Ilg.. A Ilpge. Figure 10c depicts reuse pair
(rigt » tsre), which is inconsistent Ilg,. and Iltg. Again, the
reuse pair is consistent Igy. and Irg. Test case t is T-linked
with r¢;. and g , which are not a reuse pair. The left dashed
T-link causes inconsistency Ilg,., and the right dashed link
causes inconsistency Ilrg.

Inconsistency Illg... Figure 10d depicts two reuse pairs,
(regt » Tsre) and (r{gt,rsrc), which are both consistent Ig,. and
Itgt. The source requirement rgrc has been split into two target
requirements rygt and r{gt. Test case t has been T-linked with
both target requirements. Inconsistency Illg,. occurs because
source requirement rg is partner of both reuse pairs.

Inconsistency Illyg. Figure 10d depicts g if test
case t was T-linked with all requirements of two reuse pairs,
(regt » Tsre) and (rege » rérc)-

Consistency. Figure 10e depicts two consistently T-linked
reuse pairs, (gt ,Tsrc) and (r{gt,rgm). Interestingly, inconsis-
tency Ilgyc AllTg from Figure 10c has been removed by adding
the R-link r{;. —R r{g, - However, this is not a general solution,
since both requirements are not necessarily partner of a reuse
pair. However, this situation can still be used as an indicator (e) Consistency I A Tl A TII
to find forgotten R-links.

RT-Inconsistencies in the field. After laying the theo- O source requirement

retical foundation for an analysis of RT-instances and RT-
inconsistencies, we can now present the results of two field
studies, thus showing the practical relevance of our RT-linking A Test case
technique via real specification documents.

[:] Target requirement

(f) Legend

Figure 10: (In)Consistency examples
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VI. RT-LINKING: FIELD STUDIES

From an industry perspective, the biggest advantage of the
RT-linking is linking speed. However, the field studies will not
focus on showing that automatic linking takes minutes instead
of days (compared with manu