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Abstract

This paper provides an extended overview of recent de-
velopments for exploiting distributed, Grid and High Per-
formance Computing (HPC) resources with applications like
Geoscientific Information Systems (GIS) based on the GISIG
actmap-project. Focus is on frameworks for optimising the
dynamical parallel use of computing resources for future
cooperation and development concepts, integrating software
and hardware architecture aspects. Using parallel process-
ing and the method of event triggering from within Active
Source can be used to exploit the vast computing power
of distributed MultiCore parallel systems for a multitude of
purposes like geoinformation processing, geophysical data
analysis, information systems, and e-Science. An extended
case study for an application InfoPoint demonstrates the
algorithm here. As various obstacles showed up with imple-
menting and minimising the complexity of the application-
resource workflow, the creation of future Web and HPC
services on top of HPC and Distributed Systems will be a
solution for dedicated issues. The new extended framework
of the Grid-GIS house is presented here, showing the case
study for using these concepts for exploration purposes.
For implementation testing distributed resources and the
new multi-site supercomputer resources of HLRN-II (North-
German Supercomputing Alliance) have been used.

Keywords

High Performance Computing; Distributed Systems; Grid-
Computing; e-Science; Geoscientific Information Systems.

1. Introduction

The future of creating effective and efficient applica-
tions for dynamical visualisation and information systems
is tightly linked with taking the advantage of parallel pro-
cessing on MultiCore systems. Dynamical visualisation and
advanced geoscientific information systems are prominent

examples [1] at state of the art of development. Using Dis-
tributed Systems and High Performance Computing (HPC)
resources therefore requires new concepts as integrating
these resources, that in nearly all case do have an unique
architecture and basic system configuration is a challenge
for development and portability.

Extending the application spectrum, a new success story
using InfoPoints (groups of active information objects)
is presented implementing concepts of the Active Source
framework for using distributed components and resources,
suitable for Grid, Cloud, and HPC.

An extended implementation of the “Grid-GIS house”
framework for building services on top of Distributed and
HPC Systems for this purpose is presented here for the
first time. Within the “Grid-GIS house” the state of the
art in accounting and billing for has been considered for
creating an integrated solution embracing all High End Com-
puting (HEC) namely HPC and Cluster Computing as well
as distributed and service oriented architectures with Grid
Computing and Cloud Computing [2], [3]. At the state of
the art of computing, hardware development today is getting
near the physical limits and software development faces new
challenges. This extended implementation is currently used
for building interdisciplinary cooperations for the purpose
of implementing geo-exploration systems based on parallel
computing components. As the next generation of dynamical
applications in the disciplines involved is as well strongly
depending on backend software as on hardware components
and high end networks this integrated modular framework
has proven suitable.

In the last years strong interests emerged, regarding High
End Computing like HPC and Distributed Computing, span-
ning industry as well as natural sciences [4], [5], [6]. HPC
resources available with the North-German Supercomputing
Alliance (HLRN) have been used for testing these devel-
opments. Software and hardware architecture are discussed
as resources used in the future will have to be efficiently
configured for the purpose of dynamic and interactive use.

Dynamical applications are characterised by the ability to
present various information and context based on interaction
in very flexible ways. The concept of Active Source and the
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Object Graphics data type [7] based on source code, can be
used to create and integrate such applications. An example
is dynamical visualisation, being able to create complex
dynamical charts and diagrams enriched with accompanying
visual multimedia information, where the context can change
the state of the view.

Dynamical applications are in many cases limited by
the local resources as there can be large computational
requirements for generating new dynamical views in a short
time as for example with vertices calculation in Geoscientific
Information Systems (GIS) or multimedia production on de-
mand for Points of Interest (POI) data. Parallel programming
can make use of distributed resources enabling thousands of
parallel processes.

The combination of dynamical applications and parallel
programming components lead to “Dynamical Parallel Ap-
plications” being able to use loosely coupled as well as
embarrassingly parallel methods depending on the tasks.

Numerous applications and algorithms for handling dy-
namical visualisation and processing of scientific informa-
tion could evolve even more flexibility and facilities if they
could use existing computing power more directly, namely
MPP (Massively Parallel Processing) and SMP (Symmetric
Multi-Processing) resources. Large benefits can result from
using many cores of large computing resources in parallel,
within a shorter time interval, for quasi interactive use.

This paper presents the origins, problems and challenges
(Section 2-4) as well as the status of the implementation
(Section 5). A case study and a detailed InfoPoint example
will illustrate this (Section 6-7). Issues on software and
hardware resources used will be discussed, being essential
for effective distributed applications in the future (Sec-
tion 8). This leads to an evaluation and future work already
begun with the extended service-oriented framework for
Distributed and High Performance Computing (Section 9).

2. Origin and prior art

The idea of dynamical, distributed resource usage for
geoscientific information was introduced with the concept
of Active Source [7]. Over the years a Grid-GIS framework
with many features had to be implemented within the GISIG
actmap-project [8] including several programming libraries
providing a suitable Application Programming Interface
(API).

With computing resources evolving towards many cores
[9], [10], [11], [12] the idea of using these systems more
widely had been internationally presented and some major
obstacles have been identified [13], [14]. For integration of
HPC, Grid, and cluster resources these are:

• framework for the use of high end computing resources
for dynamical visualisation and information systems,

• integrability of concepts (e.g. batch and scheduling),

• frameworks for the application of algorithms needed,
• interfaces for flexible and secure data and application

transfer, interchange, and distribution,
• portability of implementations, extendability of existing

methods, reusability of existing solutions.

Due to the limitations of “delivering” computing power from
High Performance Computing, Grid Computing, and cluster
computing resources interactively to a local application
on some workstation, a framework is needed to integrate
these resources. In absence of support for coupling these
resources, in the past some features had to be last on the list
to be addressed.

3. Problems addressed

As described in previous publications [13] GIS, Grid,
and HPC are working on the GISIG implementation in
order to overcome current obstacles, developing frameworks
for the use of HPC and MultiCore computing resources,
interfaces for data and application interchange, integrability,
and portability.

This paper does proceed to implement and disseminate
the proposed frameworks and interfaces for the purpose
of demonstrating implementing ways for opening power-
ful High Performance Computing resources to specialised
scientific applications and e-Science. It shows the first
implementation results of case studies on a new HPC re-
source, using Massively Parallel Processing and Symmetric
Multi-Processing components of the HLRN architecture with
distributed resource locations.

Primary target disciplines are geoinformation processing,
seismic processing for oil and gas, geophysical data analysis,
computing expensive natural resource information systems,
computational geology, hurricane tracking, dynamical car-
tography, and geostatistics.

4. Challenges identified

The most important challenges identified with these im-
plementations on HPC resources have been grouped within
this context in order to be briefly discussed.

• HPC resources and configuration,
• batch system and scheduling,
• accessing computing resources / Actmap Computing

Resources Interface / Message Passing,
• distributing data,
• authorisation and system security,
• accounting jobs and processes.

The following sections briefly describe the basic approaches
for the implemented solution before showing an overall case
study of an information system using distributed resources.
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5. Mastering complexity

As it has been shown, the problems we encounter with ex-
ploiting top-level backend resources are manyfold. Currently
the systems available only provide access to local resources
or there is only a batch implementation. In order to solve
the problems with implementing a complex system, affords
the integration of different technologies and methods:

• availability of Geoscientific Information System com-
ponents at source level (actmap),

• support for event-driven dynamical applications (Active
Source),

• access to High End Computing resources (SMP, MPP,
MultiCore, Grid) and configuration,

• creation of loosely parallel coupling interfaces for in-
teractive batch jobs,

• parallelisation of functional components and algorithms
on High End Computing resources.

Emphasis has been put onto the integration of these topics.
In practice experts from different disciplines, information
sciences, geosciences, computer science, engineering, are
engaged. The integration has been done by defining an open
framework for this purpose, based und the Grid-GIS house.

6. Status of the implementation

For the work described here, various distributed and HPC
resources of HLRN have been used. This is the derivative
based on new complementary methods to the predecessor
work handling Grid and Cluster Computing resources [15].

6.1. HPC resources and configuration

HLRN is the North-German Supercomputing Alliance.
HLRN provides high-end High Performance Computing
(HPC) resources jointly used and co-funded by the northern
German states of Niedersachsen, Berlin, Bremen, Ham-
burg, Mecklenburg-Vorpommern, Schleswig-Holstein, and
the Federal Government of Germany / German Research
Society (DFG).

Those resources include HLRN-II [9], a system comprised
of two identical computing and storage complexes, one
located at the Leibniz Universität Hannover, Regionales
Rechenzentrum für Niedersachsen (RRZN) and the other
at the Konrad-Zuse-Zentrum für Informationstechnik Berlin
(ZIB). By connecting the two systems via the HLRN-Link
dedicated fibre optic network (Cisco Catalyst switches),
HLRN can operate and administer them as one system.

Each complex consists of MPP and SMP cluster compo-
nents (SGI Altix ICE and XE) [16] installed in two phases.
The first phase has been installed by Silicon Graphics Inc.
in the year 2008.

The HLRN-II system (at 312 TFlop/s peak) operated with
SLES is used by scientists for HPC applications from a wide

range of disciplines, including Geosciences, Environmental
Sciences, Climatology, Physics, CFD, Modeling and Simu-
lation, Chemistry, Biology, and Engineering. All projects are
supported by the HLRN service and competence network.

So while still in an early phase this resource installa-
tion, incorporating different computing components, gave
the suitable context for individually configuring an imple-
mentation as described in the following sections. With the
available HPC resources a number of software, application,
and network components have been configured (Table 1) for
integrating the framework and preparing a suitable software
and hardware environment for the case study scenarios.

Component Software / Configuration

Frameworks GISIG, Actmap CRI, Grid-GIS
Operating System S.u.S.E Linux / SLES
Batch system Moab, Torque
Networks MPI (InfiniBand), I/O (InfiniBand),

service and administrative networks
Parallelisation MPI, OpenMP, MPT, MPICH
Transfer / interchange Secure Shell / keys, pdsh
Security Sandboxing, Tcl, Tcl Plugin
Policies home, javascript, trusted
Compilers Intel Fortran, C, C++ suite, PGI, GNU
Libraries & Appl. BLAS, LAPACK, NAG, ATLAS,

CPMD, MOLPRO, FEOM, NAMD,
Gaussian, FFT, TAU, NWChem,
VMD, EnSight, ABAQUS, ANSYS,
FLUENT, STAR-CD . . .

Parallelisation SGI MPI / MPT, Intel MPI, OpenMP,
MPICH, MVAPICH, SHMEM . . .

Table 1. HPC software components configured.

This is an excerpt of basic software components like ap-
plications, libraries and compilers, available for applications
discussed in the context of this paper.

For security reasons a trusted computing interface using
sandboxing has been configured as various security policies
for integrating data and applications have been introduced
and successfully tested.

This configuration allows very flexible transfer of data,
secured execution of foreign Active Sources on demand,
accounting as well as batch and interactive use of resources.

The basic trusted environment is independent from the
computing architecture and can be used out of the box. The
specific architecture dependent configuration part must be
done accordingly to the purposes where it is neccessary for
the service.

Primary targets might be key management, LDAP or fire-
wall configuration. The components used for management
of the components are shown in Table 2. Information on the
current state of these resources can be found online [9].

174

International Journal on Advances in Software, vol 2 no 2&3, year 2009, http://www.iariajournals.org/software/



Component Management / Configuration

Additional Server HOME, Data, Login, Batch, LDAP
OSS, MDS, QFS, Repository

Mgmt. Altix ICE / XE SGI Tempo / Scali Manage
Storage / Global FS RAID 6, Storage Manager / Lustre
File Replication NetVault Replicator (HLRN-Link)
Software Access “Modules” (Compilers, Libs, Apps)
Monitoring Nagios, Ganglia
Grid, Access, HA Grid tools, Middleware, . . .
Profiling / Debugging Intel Threading & Tracing Tools,

PCP, PerfSuite, TotalView, ddt, gdb
Configuration Mgmt. Cfengine, CVS

Table 2. HPC management components configured.

6.2. Batch system and scheduling

The batch system, scheduling and resource management
implemented on HLRN-II is based on Moab and Torque.
With this system the PBS (Portable Batch System) resource
specification language [17] [18] is used. Interactive use and
calculation is highly dependent on features of the batch
system used. Currently the end user application will have
to do the job synchronisation. With a conventional system
configuration the management of multi user operation is
difficult. Both synchronising and multi user operation tend
to work against interactive use.

6.3. Accessing computing resources

The Actmap Computing Resources Interface (CRI) is an
actmap library containing procedures for handling com-
puting resources. Examples for using High Performance
Computing and Grid Computing resources include batch
system interfaces and job handling.

Listing 1 shows a simplified source code part of the
actmap call for loading the Actmap Computing Resources
Interface (Tcl or TBC) into the application stack. This library
can be extended and modified interactively on the fly or via
scripting [19].

1 #BCMT------------------------------------------------
2 ###EN \gisigsnip{Load actlcri}
3 #ECMT------------------------------------------------
4 if {"$behaviour_loadlib_actlcri" == "yes"} {
5 catch {
6 if {[info exists tcl_platform(isWrapped)]} {
7 puts "actlcri.tbc library initialized ..."
8 source actlcri.tbc
9 set status_in_actmap yes

10 } else {
11 puts "actlcri.tcl library initialized ..."
12 source [file join $ACTMAPHOME "actlcri.tcl"]
13 set status_in_actmap yes
14 } } }

Listing 1. Calling CRI.

This library (actlcri) can hold functions and proce-
dures and even platform specific parts in a portable way. It
can be used by calling the source code library as well as
the byte code library generated with a compiler like TclPro.
From an application, calling Actmap CRI can be done as
follows. For various applications, byte code (TBC) [7] has
been considered for any part of applications and data.

With CRI being part of Active Source, parallel processing
interfaces for Message Passing e.g. using InfiniBand, can
be used, for example MPI (Message Passing Interface) and
OpenMP. Listing 2 and Listing 3 show an MPI and an
OpenMP job script used with Actmap CRI.

1 #!/bin/bash
2 #PBS -N myjob
3 #PBS -j oe
4 #PBS -l walltime=00:10:00
5 #PBS -l nodes=8:ppn=4
6 #PBS -l feature=ice
7 #PBS -l partition=hannover
8 #PBS -l naccesspolicy=singlejob
9 module load mpt

10 cd $PBS_O_WORKDIR
11 np=$(cat $PBS_NODEFILE | wc -l)
12

13 mpiexec_mpt -np $np ./dyna.out 2>&1

Listing 2. Active Source MPI (SGI MPT) script.

1 #!/bin/bash
2 #PBS -N myjob
3 #PBS -j oe
4 #PBS -A myproject
5 #PBS -l walltime=00:10:00
6 #PBS -l nodes=1:ppn=4
7 #PBS -l feature=xe
8 #PBS -l naccesspolicy=singlejob
9 cd $PBS_O_WORKDIR

10 export OMP_NUM_THREADS=4
11

12 ./dyna.out 2>&1

Listing 3. Active Source OpenMP script.

Scripts of this type will on demand — this means using
event binding — be sent to the batch system for processing.
The sources can be semi-automatically generated, can be
called from a set of files or can be embedded into an actmap
component, depending on the field of application.

6.4. Distributing data

Within event triggered jobs, MPI and batch means can
be used for distributing and collecting data and job output.
For distributing files automatically within the system e.g.
dsh, pdsh, C3 tools, Secure Shell (ssh and scp) are used.
Interactive communication is supported by the appropriate
Secure Shell key configuration. It must be part of the system
configuration to correctly employ authorisation keys and
crontab or at features.

175

International Journal on Advances in Software, vol 2 no 2&3, year 2009, http://www.iariajournals.org/software/



6.5. Authorisation and system security

Authorisation for accessing data and information asso-
ciated with the calculation currently affords to have one
instance of the application present on one of the servers
of the HPC resource, e.g. login or batch. A dedicated
network using secure keys can be configured for the pur-
pose of interactive application access in order to simplify
communication and data transfer between the nodes. As for
system security reasons large installations will tend to be
restricted to dedicated users with this scenario. For execution
of dynamic sources the trusted computing interface has been
configured as policy trusted.

6.6. Accounting jobs and processes

The implemented framework is incorporated in an in-
tegrated solution for monitoring, accounting, billing sup-
porting the geoinformation market. An outlook has been
given for Geographic Grid Computing at the International
Conference on Grid Services Engineering and Management
(GSEM). Especially for the extended use of GIS and com-
puting resources, the Grid-GIS framework, the “Grid-GIS
house” has been created [13] and is used within the D-Grid
[20], [21] and with Condor. The Active Source components
used here, are part of this framework, on top of the Grid
services, Grid middleware, and the HPC and Grid resources.

7. Case study

The selected case study overview shows different high
level GIS views implemented with dynamical cartography
(Active Map) in order to enable geocognostic insights.
With this solution, processing, data storage, and information
retrieval is done by using distributed resources. Handling is
triggered from within the application by events via the Ac-
tive Source framework. In oder to concentrate on the views
we omit features previously demonstrated, such as active
elements handling and visualisation, multimedia objects and
raster and vector layering.

With a suitable interface, distributed computing resources
can be used for creating any part of the application or data.
So data collection and automation, data processing, and data
transfer can be handled via existing means.

For example parallel processing of satellite data or satel-
lite photos can be triggered from within the Active Map.
The precalculation of views (Listing 4) can be automated
from the application, processing several hundred views at a
time using dedicated compute nodes for each calculation.
1 convert -scale 2400x1200 inview01.jpg outview01.jpg
2 convert -scale 2400x1200 inview02.jpg outview02.jpg
3 convert -scale 2400x1200 inview03.jpg outview03.jpg
4 ...

Listing 4. Precalculation of satellite data.

An event binding command is shown in Listing 5. These
bindings can bind events to selective objects of a category.
The number of objects handled in object source is only
limited by the system and hardware used. This way it is
possible to provide any part of the application with support
of distributed computing and storage resources, e.g. for
simple cases via HTTP or HTTPS. The functional part can
be a procedure, another component or an executable.

1 $w bind precalc_bio <Button-1> {exec precalc_bio.sh}

Listing 5. Binding of precalculation script.

For the following examples all the components are linked
by the GISIG Active Source framework using event pro-
gramming and the most computing intensive operations are
done in the background on HPC compute resources.

Figure 1 shows part of an active satellite worldmap calcu-
lated on a HPC compute node as described. The respective
action for calculating the view is linked into the Active
Source data via an event bind call (Tcl) to the batch script.
The batch script using scripting and MPI is executed by the
batch system (Moab / Torque) to run on the compute nodes
of the specified MPP component.

The result is transferred back to an application working
directory from where the results calculated on the compute
nodes are loaded into the active map (Tcl canvas) in order
to build the desired view. Any objects of these views do
get unique identification keys and may be automatically
equipped with logical identification strings.

From within this interactive view one might want to
switch to an active ocean / depth or plate tectonics view
in a next step as in Figure 2 and end up in showing a
vegetation / biology view as in Figure 3.

Once calculated all the maps exist at the same time, they
can be regarded “precalculated”. Active Source uses a layer
concept meaning any number of objects can be grouped in
separate layers with all layers representing a stack of layers.
It can be defined for the specific Active Source application
if all of the calculated views do reside in memory, stacked
in layers inside of the application as described or if they
shall be removed in favour of releasing memory.

In the first case no data has to be recalculated, any views
precalculated this way can be accessed interactively. It can
be easily switched between the views by predefined events.
The standard ways for doing so are key bindings to rotate
views and mouse events to bring the next or a defined view
to the front.
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Figure 1. Precalculated topography view.

Any operation on the data suitable for interactive and
batch mode can be done from within the Active Source
framework. With this capability batch jobs can be created,
e.g. for dynamically adding synthetic data and raytraced
elements in interactive mode. Using parallelised applications
like parallel POV-Ray from within these jobs, distributed
computing resources can be used most effectively.

Figure 2. Precalculated plate tectonics view.

Figure 3. Precalculated biology view.

This can e.g. be encouraged in order to enhance geocog-
nostic views by generating hundreds of data sets for points
of interest. Ongoing from Figure 3, decision may fall to
viewing the pollution distribution within a city in a distinct
area as in Figure 4. One will select an “active spot” on the
map that is linked with an appropriate detailed active city
map. Most flexible geocognostic views can be created this
way using the local and background computing resources at
any time in the process of user interaction. GISIG Active
Maps can consist of vector and raster layers as well as of
multimedia components and events. Problems of dynamical
cartography and geocognostic views with millions of data
points having to be connected with live, interactive data
being very computing intensive can be solved.

The example (Figure 4) shows a dynamical event-driven
city map containing environmental and infrastructure data
that is delivered from distributed sources. Now if one wants
to take a look at pollution values of the largest lake within
this city, as in Figure 5, a right click onto that object will
display the results. Any interactive and batch events may be
defined. A defined key bound will toggle a legend. Further
zooming can be done to any extent, e.g. to resolve elemen-
tary objects within views. This demonstrates cartography
combined with aerial data (vegetation and topography), and
vector data (infrastructure and surfaces of water) all linked
by events, and extensible by event triggered computing.

The selected part shown, is a highly zoomed area of
the previously presented map, here in different thematical
geocognostic context. Arbitrary detailed satellite maps and
supporting data may be calculated on the HPC resources
using the described algorithm.
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Figure 4. City, vector / raster layers, events.

Figure 5. Detail, combined geocognostic view: map
data, aerial data, and vector data.

Used from via a login node the solution with HPC
compute nodes does show less latency than for previous
solutions with distributed Grid resources. The login nodes
used, are configured for interactive use of the batch system
so there is no queue wait-time and much less time necessary
for scheduling and re-scheduling. That way, avoiding a
standard batch system configuration and a high job load,
interactive applications are possible, reducing the wait times

from about 12 up to 24 hours down to 1 to 10 minutes for
medium expensive computation events. For less consumptive
computation events the overall wait times are in the range
of seconds.

e-Science applications like dynamical cartography and
visualisation can use distributed resources in combination
with Inter-Process Communication (IPC) and remote con-
trol within the application in a standard way as the parts
calculated externally have been delivered back and loaded
into the application. Any part can be reloaded or removed
from memory separately so that memory usage is minimised.

8. InfoPoints using distributed resources

Using auto-events, dynamical cartography, and geocog-
nostic aspects, views and applications using distributed
compute and storage resources can be created very flexibly.

As with the concept presented resources available from
Distributed Systems, High Performance Computing, Grid
and Cloud services, and available networks can be used.
The main components are:

• interactive dynamical applications (frontend),
• distributed resources, compute and storage, configured

for interactive and batch use,
• parallel applications and components (backend), as

available on the resources,
• a framework with interfaces for using parallel applica-

tions interactively.

Besides the traditional visualisation a lot of disciplines
like exploration, archaeology, medicine, epidemology and
for example various applications within the tourism industry
can profit from the e-Science components. These e-Science
components can be used for Geoscientific Information Sys-
tems for dynamical InfoPoints and multimedia, Points of
Interest based on Active Source (Active POI), dynamical
mapping, and dynamical applications.

8.1. InfoPoints and dynamical cartography

Figure 6 shows an interactive Map of México. The yellow
circle is an event sensitive Active Source object containing
a collection of references for particular objects in the ap-
plication. This type of object has been named InfoPoint.
InfoPoints can use any type of start and stop routines
triggered by events. Figure 7 shows a defined assortment of
information, a view set, fetched and presented by triggering
an event on the InfoPoint.
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Figure 6. Interactive México with InfoPoint Yucatán.

Figure 7. Sample view set of InfoPoint Yucatán.

The information has been referenced from within the
World Wide Web in this case. InfoPoints can depend on the
cognitive context within the application as this is a basic
feature of Active Source: Creating an application data set it
is for example possible to define the Level of Detail (LoD)
for zoom levels and how the application handles different
kinds of objects like Points of Interest (PoI) or resolution of
photos in the focus area of the pointing device.

8.2. Inside InfoPoints

The following passages show all the minimal components
necessary for a fully functional InfoPoint. The example
for this case study is mainly based on the Active Source
framework. Triggered program execution (“Geoevents”) of
applications is shown with event bindings, start and stop
routines for the data.

8.3. InfoPoints bindings and creation

Listing 6 shows the creation of the canvas for the Info-
Point and loading of the Active Source via bindings.

1 #
2 # actmap example -- (c) Claus-Peter R\"uckemann, 2008,

2009
3 #
4

5 #
6 # Active map of Mexico
7 #
8

9 erasePict
10 $w configure -background turquoise
11

12 pack forget .scale .drawmode .tagborderwidth \
13 .poly .line .rect .oval .setcolor
14 pack forget .popupmode .optmen_zoom
15

16 openSource mexico.gas
17 removeGrid
18

19 ##EOF:

Listing 6. Example InfoPoint Binding Data.

This dynamical application can be created by loading the
Active Source data with the actmap framework (Listing 7).

1 /home/cpr/gisig/actmap_sb.sfc mexico.bnd

Listing 7. Example creating the dynamical application.

8.4. InfoPoints Active Source

The following Active Source code (Listing 8) shows a
tiny excerpt of the Active Source for the interactive Map
of México containing some main functional parts for the
InfoPoint Yucatán (as shown in Figure 6).

1 #BCMT-------------------------------------------------
2 ###EN \gisigsnip{Object Data: Country Mexico}
3 ###EN Minimal Active Source example with InfoPoint:
4 ###EN Yucatan (Cancun, Chichen Itza, Tulum).
5 #ECMT-------------------------------------------------
6 proc create_country_mexico {} {
7 global w
8 # Yucatan
9 $w create polygon 9.691339i 4.547244i 9.667717i \

10 4.541732i 9.644094i 4.535433i 9.620472i 4.523622i \
11 9.596850i 4.511811i 9.573228i 4.506299i 9.531496i \
12 4.500000i 9.507874i 4.518110i 9.484252i 4.529921i \
13 9.460630i 4.541732i 9.437008i 4.547244i 9.413386i \
14 4.553543i 9.384252i 4.559055i 9.354331i 4.565354i \
15 9.330709i 4.588976i 9.307087i 4.612598i 9.283465i \
16 4.624409i 9.259843i 4.636220i 9.236220i 4.641732i \
17 9.212598i 4.641732i 9.188976i 4.648031i 9.165354i \
18 4.653543i 9.141732i 4.659843i 9.118110i 4.665354i \
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19 9.094488i 4.671654i 9.070866i 4.677165i 9.047244i \
20 4.688976i 9.023622i 4.695276i 9.000000i 4.707087i \
21 8.976378i 4.712598i 8.952756i 4.724409i 8.929134i \
22 4.730709i 8.905512i 4.736220i 8.881890i 4.748031i \
23 8.858268i 4.766142i 8.834646i 4.783465i 8.811024i \
24 4.801575i 8.787402i 4.813386i 8.763780i 4.830709i \
25 8.751969i 4.854331i 8.740157i 4.877953i 8.734646i \
26 4.901575i 8.728346i 4.925197i 8.746457i 4.937008i \
27 8.751969i 4.966929i 8.751969i 4.978740i 8.763780i \
28 5.007874i 8.763780i 5.019685i 8.787402i 5.025984i \
29 8.805512i 5.031496i 8.817323i 5.049606i 8.846457i \
30 5.055118i 8.876378i 5.055118i 9.248031i 5.468504i \
31 9.673228i 4.896063i 9.744094i 4.748031i 9.720472i \
32 4.553543i \
33 -outline #000000 -width 2 -fill green -tags {itemshape

province_yucatan}
34 }
35

36 proc create_country_mexico_bind {} {
37 global w
38 $w bind province_yucatan <Button-1> {showName "Province

Yucatan"}
39 $w bind province_quintana_roo <Button-1> {showName "

Province Quintana Roo"}
40 }
41

42 proc create_country_mexico_sites {} {
43 global w
44 global text_site_name_cancun
45 global text_site_name_chichen_itza
46 global text_site_name_tulum
47 set text_site_name_cancun "Cancún"
48 set text_site_name_chichen_itza "Chichén Itzá"
49 set text_site_name_tulum "Tulum"
50

51 $w create oval 8.80i 4.00i 9.30i 4.50i \
52 -fill yellow -width 3 \
53 -tags {itemshape site legend_infopoint}
54 $w bind legend_infopoint <Button-1> \
55 {showName "Legend InfoPoint"}
56 $w bind legend_infopoint <Shift-Button-3> \
57 {exec browedit$t_suff}
58

59 $w create oval 9.93i 4.60i 9.98i 4.65i \
60 -fill white -width 1 \
61 -tags {itemshape site cancun}
62 $w bind cancun <Button-1> \
63 {showName "$text_site_name_cancun"}
64 $w bind cancun <Shift-Button-3> \
65 {exec browedit$t_suff}
66

67 $w create oval 9.30i 4.85i 9.36i 4.90i \
68 -fill white -width 1 \
69 -tags {itemshape site chichen_itza}
70 $w bind chichen_itza <Button-1> \
71 {showName "$text_site_name_chichen_itza"}
72 $w bind chichen_itza <Shift-Button-3> \
73 {exec browedit$t_suff}
74

75 $w create oval 9.76i 5.20i 9.82i 5.26i \
76 -fill white -width 1 \
77 -tags {itemshape site tulum}
78 $w bind tulum <Button-1> \
79 {showName "$text_site_name_tulum"}
80 $w bind tulum <Shift-Button-3> \
81 {exec browedit$t_suff}
82 }
83

84 proc create_country_mexico_autoevents {} {
85 global w
86 $w bind legend_infopoint <Any-Enter> {set killatleave [

exec ./mexico_legend_infopoint_viewall.sh $op_parallel
] }

87 $w bind legend_infopoint <Any-Leave> {exec ./
mexico_legend_infopoint_kaxv.sh }

88

89 $w bind cancun <Any-Enter> {set killatleave [exec
$appl_image_viewer -geometry +800+400 ./
mexico_site_name_cancun.jpg $op_parallel ] }

90 $w bind cancun <Any-Leave> {exec kill -9 $killatleave }

91

92 $w bind chichen_itza <Any-Enter> {set killatleave [exec
$appl_image_viewer -geometry +800+100 ./
mexico_site_name_chichen_itza.jpg $op_parallel ] }

93 $w bind chichen_itza <Any-Leave> {exec kill -9
$killatleave }

94

95 $w bind tulum <Any-Enter> {set killatleave [exec
$appl_image_viewer -geometry +800+400 ./
mexico_site_name_tulum.jpg $op_parallel ] }

96 $w bind tulum <Any-Leave> {exec kill -9 $killatleave }
97 }
98

99 proc create_country_mexico_application_ballons {} {
100 global w
101 global is1
102 gisig:set_balloon $is1.country "Notation of State and

Site"
103 gisig:set_balloon $is1.color "Symbolic Color od State

and Site"
104 }
105

106 create_country_mexico
107 create_country_mexico_bind
108 create_country_mexico_sites
109 create_country_mexico_autoevents
110 create_country_mexico_application_ballons
111

112 scaleAllCanvas 0.8
113 ##EOF

Listing 8. Example InfoPoint Active Source data.

The source contains a minimal example with the active
objects for the province Yucatán in México. The full data set
contains all provinces as shown in Figure 6. The functional
parts depicted in the source are the procedures for:

• create_country_mexico:
The cartographic mapping data (polygon data in this
example only) including attribute and tag data.

• create_country_mexico_bind:
The event bindings for the provinces. Active Source
functions are called, displaying province names.

• create_country_mexico_sites:
Selected site names on the map and the active objects
for site objects including the InfoPoint object. The
classification of the InfoPoint is done using the tag
legend_infopoint. Any internal or external ac-
tions like context dependent scripting can be triggered
by single objects or groups of objects.

• create_country_mexico_autoevents:
Some autoevents with the event definitions for the
objects (Enter and Leave events in this example).

• create_country_mexico_application_ballons:
Information for this data used within the Active Source
application.

• Call section: The call section contains function calls
for creating the components for the Active Source
application at the start of the application, in this case
the above procedures and scaling at startup.

Any number of groups of objects can be build. This excerpt
only contains Cancun, Chichen Itza and Tulum. A more
complex for this example data set will group data within
topics, any category can be distinguished into subcategories
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in order to calculate specific views and multimedia informa-
tion, for example for the category site used here:

• city (México City, Valladolid, Mérida, Playa del
Carmen),

• island (Isla Mujeres, Isla Cozumel),
• archaeological (Cobá, Mayapan, Ek Balam, Ak-

tumal, Templo Maya de Ixchel, Tumba de Caracol),
• geological (Chicxulub, Actun Chen, Sac Actun, Ik

Kil),
• marine (Xel Há, Holbox, Palancar).

Objects can belong to more than one category or subcategory
as for example some categories or all of these as well as
single objects can be classified touristic.

The data, as contained in the procedures here (mapping
data, events, autoevents, objects, bindings and so on) can be
put into a database for handling huge data collections.

8.5. Start an InfoPoint

Listing 9 shows the start routine data (as shown in
Figure 7). For simplicity various images are loaded in several
application instances (xv) on the X Window System. Various
other API calls like Web-Get fetchWget for fetching
distributed objects via HTTP requests can be used and
defined.
1 xv -geometry +1280+0 -expand 0.8

mexico_site_name_cancun_map.jpg &
2 xv -geometry +1280+263 -expand 0.97

mexico_site_name_cancun_map_hotels.jpg &
3

4 xv -geometry +980+0 -expand 0.5
mexico_site_name_cancun.jpg &

5 xv -geometry +980+228 -expand 0.61
mexico_site_name_cancun_hotel.jpg &

6 xv -geometry +980+450 -expand 0.60
mexico_site_name_cancun_mall.jpg &

7 xv -geometry +980+620 -expand 0.55
mexico_site_name_cancun_night.jpg &

8

9 xv -geometry +740+0 -expand 0.4
mexico_site_name_chichen_itza.jpg &

10 xv -geometry +740+220 -expand 0.8
mexico_site_name_cenote.jpg &

11 xv -geometry +740+420 -expand 0.6
mexico_site_name_tulum_temple.jpg &

12 #xv -geometry +740+500 -expand 0.3
mexico_site_name_tulum.jpg &

13 xv -geometry +740+629 -expand 0.6
mexico_site_name_palm.jpg &

Listing 9. Example InfoPoint event start routine data.

8.6. Stop an InfoPoint

Listing 10 shows the stop routine data. For simplicity all
instances of the applications started with the start routine
are removed via system calls.
1 killall -9 --user cpr --exact xv

Listing 10. Example InfoPoint event stop routine data.

Using Active Source applications any forget or delete modes
as well as using Inter Process Communication (IPC) are
possible.

9. Software and hardware resources used

For using High Performance Computing (HPC) and
Grid Computing resources (ZIVGrid, ZIVcluster, ZIVsmp,
HLRN) for Distributed Computing with Geoscientific Infor-
mation Systems (GIS) it is has been shown [13], [1], [2] to
be necessary carrying out an integration and configuration
regarding software and hardware components.

For the HPC resources it is an ongoing research and de-
velopment goal to optimise the single-system-properties with
the software and hardware installation used for the case stud-
ies discussed within this paper. Several software / hardware
configurations have been tested with the complex multi-
cluster-multi-site installation of HLRN-II in order to ensure
that the resulting system will be seen as one single system
for system administration and various user applications.

9.1. Integrating SW and HW resource components

As the HLRN consists of two complexes located at two
sites one goal is, to enable operation and use of all resources
as one single system. The integration of the different SMP
and MPP systems into this concept is an essential part, so
accessing these resources via applications will be managed
with an uniform interface. On the other hand it shall be
possible to use the redundancies of the complexes to increase
availability and minimise overall maintenance downtimes as
with the system architecture it has been taken care that each
complex can be down for full maintenance separately. The
most important aspects of the single-system-properties in
this context regard:

• Joint user and job management for one uniform user
space, regarding an uniform addressing, use, and ad-
ministration.

• System-spanning home directories including mirroring
and replication, reducing the need for explicit data
transfer and data synchronisation.

• Joint job and data scheduling with automated data
transfer (data staging).

• Storage integration, integration of SAN capabilities,
Data-Grid.

• MPI communication for very large applications using
MPI-2 in user space in order to use resources of the
spatially distributed complexes.

For the complexity involved with this, the following sections
focus on the architecture and the hardware and software
components and applications that had to be configured with
the installation.

Currently application use cases have been internationally
presented for this installation from application view only.
The example use cases and most important results on
hardware and software configuration are referenced in a
separate section. This paper concentrates on the hardware
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and software components that had to be configured for
creating a suitable integrated HPC resource base.

9.2. Architecture and phases

Table 3 gives a compact overview of the most important
hardware resources of the HLRN-II system available for
applications within the main installation phases. For the
specific areas of application from the usage spectrum, the
complexes consist of suitable SMP and MPP components.
Separate InfiniBand networks for fast MPI and IO are avail-
able. The system complexes at the sites Hannover and Berlin
are extended in two phases, with identical components and
configuration. The hardware configuration details left out
here due to legal issues will be provided in phase 2 of the
installation process.

As with computing at the top edge of maximum perfor-
mance and minimum of obstacles the story is not all about
software only. There is a number of limits reducing effi-
ciency that are immanently appearent with the architecture,
in theses cases ordered by priority for use with the examples
presented here:

• latencies of network and batch system limiting the
response times for interactive use,

• throughput / IO limiting the streaming facilities with
model calculation on the compute nodes and data
servers,

• scalability of existing algorithms for computational
problem solving,

• memory limiting efficient high-resolution simulation,
• storage capability limiting chain job restart and check-

pointing,
• number of CPUs (cores) limiting the number of loosely

coupled highly parallel compute events,
• availability of resources due to competitive jobs for

different user applications,
• non-certified components limiting flexibility with appli-

cation porting and configuration.

As a detailed description for a hardware solution is out
of scope of this paper, the most important aspects for
the applications handled are latencies and throughput. Fast
dedicated networks for example using InfiniBand fabrics
can help to reduce the bottlenecks and latencies for highly
parallel as well as for dynamical and interactive applications.
For example with event triggered “dynamically” changing
visualisation controlled from within an interactive infor-
mation system, large computation tasks as well as large
visualisation IO (several hundred megabytes per second per
task) can result. This will even increase in the near future.
As far as separate physical networks dedicated for MPI and
IO are available, applications will profit.

10. Evaluation and lessons learned

The current work of implementing and configuring soft-
ware components and the case study shows use of computing
resources with the Active Source framework, spatial event
handling, and cognitive dynamical application.

With this solution it is possible to build sets of inter-
active, extensible, portable, and reusable applications with
interdisciplinary background based on the computing power
of MultiCore and HPC Systems.

In the last years many ”flavours” of High End Computing
have been evaluated. Summing up the experiences of the
longterm project regarding this aspect, applications on the
following architectures and paradigms have been success-
fully implemented and tested:

• Distributed and High Performance Computing (DHPC)
on MPP, SMP, and vector computers,

• Grid Computing and Distributed Computing,
• Cluster Computing,
• Mobile, Utility, Tool, and Ubiquitous Computing.

With the current plans, the next topic on the agenda will be
the Cloud Computing top service level – XaaS (Application
as a Service, AaaS; Software as a Service / Security as a
Service, SaaS) based on the base levels (Infrastructure as
a Service, IaaS; Platform as a Service, PaaS; Desktop as a
Service, DaaS).

The InfoPoint concept has been demonstrated, working
for various disciplines, visualising and extending various
features of cartography and e-Science under cognostic as-
pects. These applications may also use resources interac-
tively but any short latencies are difficult to achieve with
most current computing installations.

For optimising the use of resources the software config-
uration will have to be coordinated with the hardware con-
figuration in order to build an efficient system architecture.
Although the Active Source framework can integrate various
concepts, it is highly dependent on the system configuration.
The most obvious obstacles limiting efficiency and ease
of use are the current state of HPC environments and
the missing standardisation and modularisation of system
components like for the batch system and scheduling. As
in the HPC world every installation comes with an unique
configuration, this is a crucial point. So always not only take
a look on the software side but on the hardware, too.

11. Future work

The topics in focus for the next years can be grouped
in three sections: technical aspect, collaboration work, and
work within the participating disciplines.

11.1. Technical aspects

The basic algorithms have been implemented and tested
for enabling distributed and HPC systems for dynamical use.
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HLRN-II Overview Phase 1 (2nd Quarter 2008) Phase 2 (from 2009 on) Total

Complex H/B each, MPP MPP 1: SGI Altix ICE 8200EX (ICE+) MPP 2: SGI Carlsbad 2
Number of nodes (blades) 320 (Colfax-S w/ Seaburg) 960 1280
Number of sockets / cores 640 (Quad-Core) / 2560 [details provided in phase 2]
Processor Intel Xeon Harpertown, 3 GHz / 80 W [Intel Next Generation Xeon]
Memory & network 5.1 TByte (2 GByte/core, IB 4×DDR) 29.3 TByte (IB 2×Dual DDR) 34.4 TByte
System peak performance 30.7 TFlop/s ≈100 TFlop/s ≈130 TFlop/s

Complex H/B each, SMP SMP 1: SGI Altix XE 1300 SMP 2: SGI UltraViolet
Number of nodes 47 CN (+2 HN, XE250) 136 183
Number of sockets / cores 94 (Quad-Core) / 376 [details provided in phase 2]
Processor Intel Xeon Harpertown, 3 GHz / 80 W [Intel Next Generation Xeon]
Memory & network 2.8 TByte (8 GByte/core, IB 4×DDR) 8.7 TByte (NumaLink 5) 11.5 TByte
System peak performance 4.2 TFlop/s ≈22 TFlop/s ≈26 TFlop/s

Complex H+B overall Phase 1 Phase 2 Total
Storage capacity (gross) 1.15 PByte (RAID-Array) 1.15 PByte (RAID-Array) 2.3 PByte
IO bandwidth 14 GByte/s 14 GByte/s 28 GByte/s
Number of cores (CN) 5824 19360 25184
Memory 16 TByte 76 TByte 92 TByte
System peak performance 70 TFlop/s ≈242 TFlop/s ≈312 TFlop/s

Table 3. HPC hardware resources in test situation, HLRN-II complexes Hannover (H) and Berlin (B).

The necessary configuration of systems and resources has to
be standardised for practicing a uniform setup and in order
to minimise invasive overhead. In the future it cannot be the
user having the need to trigger most of the configuration of
complex system components on every system an application
should be run, there will have to be suitable interfaces.

There will have to be standard interfaces for parallelisa-
tion in the future. For both distributed and High Performance
Computing, monitoring and accounting is necessary in order
to handle interactive use.

The application of the frameworks presented for high
level research and development consortium has already
begun and will accelerate to develop standardised means
of communication, like Web Services for HPC services for
dedicated issues.

Currently the collaboration partners prepare to integrate
the methods presented here for using distributed resources
developed into components of open and commercial geosci-
entific information systems for productive use.

11.2. Collaboration work

Based the current organisational structure for combining
work of the different interest groups, the block diagram
in Figure 8 illustrates the future directions of integrating
and co-developing large collaborative target frameworks
and applications for service-oriented Distributed and High

Performance Computing on management level. It shows the
dependencies of

• market and services (green colour, shingle and cross
pattern),

• computing services (red colour, brick pattern),
• HPC and distributed resources (blue colour, gravelly

pattern),
• and resources to be provisioned or developed (yellow

colour).

The collaboration partners in the fields of HPC, services,
geosciences and exploration, do regard the modular three
level framework structure essential for future development
of an integrated solution.

As presented during the DigitalWorld conference 2009
in Cancún, México and with the Leadership in Research
consortium, the proposed Computing Industry Alliance has
been regarded to be a suitable umbrella organisation for
Distributed and High Performance Computing and geo-
exploration sciences. The framework described is an exam-
ple currently building the base for creating efficient inter-
disciplinary industry research cooperations for implementing
the next generation of dynamical applications on Distributed
and High Performance Computing resources based on the
“Grid-GIS house” [13]. Interests to force this development
exist not only in the Gulf of México region but as well in
Russia and Saudi Arabia.
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11.3. Disciplines

Three key player collaboration sections from High Per-
formance Computing and Distributed and Grid Comput-
ing, from services and technical development, and from
Geosciences are currently building the next generation of
information and computation system as shown in Figure 8.

• For the HPC and distributed resources section top level
(blue) HPC computing companies are engaged. Next
generation architectures and standards, for example
hardware and network configuration, batch, and MPI,
for using, accessing, and managing backend resources
are the most prominent goals. Cooperations like DEISA
[22] and PRACE [23] expedite the evolution and vis-
ibility of the core factors for the overall European
resources.

• For Distributed Computing services, Grid and Cloud
(red) various organisations and activities regarding ser-
vices and technology will be important [24], [25], [26],
[27], [28], [29], [30], [31]. A number of requirements
regarding Security are exposed to be handled in in-
terdisciplinary context [32], [33], [34], [35], [36]. For
building a market ready network of partners a flexible

accounting is most important. Regarding accounting, an
integrated solution with complex accounting units suit-
able for this scenario has been proposed [2] considering
suitable components [37], [38], [39], [40].

• On the level of market and services (green) various key
players cover science and research, as for geosciences
and exploration. A lot of work has been done in
the previous years in the disciplines of geophysics,
seismics, seismology als well as regarding oil and gas
in order to exploit High End Computing resources [41],
[42], [43], [44], [45], [46], [47], [48], [49], [50], [51],
[52]. The work has already begun on parallelisation
of geoscientific algorithms for parallel processing. The
future work will bring the essentials of these disciplines
together in order build an information and computing
system for the exploration sciences.

Currently there are no comprehensive frameworks available,
directly comparable to the Grid-GIS house. On this top
level for the next years, legal as well as technical aspects
are most important for integration of national an interna-
tional geospatial data integration (GDI / SDI) frameworks
like GSDI, INSPIRE, GDI-DE, GMES, GEOSS and Public
Sector Information (PSI) into these concepts.
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12. Summary and concluding remarks

In this article the implementation and employment of
dynamical applications for use with Distributed and High
Performance Computing resources has been presented. The
concept relies on source code based scripting applications
for utilising computing resources for specialised information
systems and e-Science. Event-driven object graphics are
based on Active Source, which has been developed within
the GISIG actmap-project.

Based on the current framework, efficient access to dis-
tributed computing resources from HPC to Grid Computing
can be achieved. Design and configuration in most cases of
HEC has to consider the hardware and network components,
too. Standardising interfaces helps to simplify the problems
of resource usage and encourage developers and users to
build new parallel networking applications. Overcoming
these obstacles using Distributed and HPC resources for
dynamical application, the step currently done is to im-
plement platforms with commercial support for integrating
these features into future applications.

The higher-level result is, that it will only be possible
to accomplish the goal of a flexible integrated information
system for geosciences and exploration using distributed
High End Computing resources if partners from computing,
services, and various geoscience disciplines will collaborate.
With this goal and based on the extended Grid-GIS house,
building an high end international information computing
system for the exploration sciences is currently under way.
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[51] M. Käser, H. Igel, J. de la Puente, B. Schuberth, G. Jahnke,
and P. Bunge, “Geowissenschaften: Erdbebenforschung durch
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Berücksichtigung komplizierter, geophysikalischer Erdmo-
delle,” Akademie Aktuell, Zeitschrift der Bayerischen Akade-
mie der Wissenschaften, vol. 02, pp. 47–50, 2006.

[52] A. Bachem, H.-G. Hegering, T. Lippert, and M. Resch, “The
Gauss Centre for Supercomputing,” inSiDE, innovatives Su-
percomputing in Deutschland, vol. 4, no. 2, pp. 4–5, Autumn
2006.

187

International Journal on Advances in Software, vol 2 no 2&3, year 2009, http://www.iariajournals.org/software/



Educational Content Creation and Sharing in a
Technology-rich Environment
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Abstract—The componentization and reuse of topical infor-
mation and the organization of learning processes according to
pedagogical theories have long been discussed separately in e-
learning literature. The former was led under the buzzword
”learning object”, the latter focussed on learning activity se-
quencing and culminated in the Learning Design standard. This
paper sketches a methodological framework and an e-learning
portal that reconcile both strands of discussion in a comprehen-
sive support in digital learning content production, adaptation
and reuse. It presents an approach towards developing and
reusing interactive learning objects relying on software design
principles and adaptation mechanisms such as late composition
and parameterization. Topical information like facts, concepts,
procedures, processes or principles of a knowledge domain can
be flexibly combined with learning objectives and activities
supporting the learning process of an individual or group of
learners. It suggests keeping information and educational context
separate at design time and connecting both facets of learning
objects only at reuse time. Parameterization is a software design
principle used here to facilitate the adaptation of a learning
object to different themes and didactic contexts. These design
principles are illustrated for Java applets and for interactive
Flash animations. This paper also illustrates facilities to adapt
predefined didactic scenario templates, design new scenarios and
update them with reusable learning objects from a repository or
from the author’s workspace.

Index Terms—Learning object; configurable learning object;
cognitive taxonomy; didactic scenario, didactic parameterization;
content reuse; IPR; licensing.

I. INTRODUCTION

The concept of learning objects arose in the early nineties
driven by the motivation to reduce the development and
maintenance cost of digital learning resources through mod-
ularization and reuse. Learning objects promised to offer a
new way to create and mediate educational content in terms
of smaller units of learning. These units are self-contained,
can be reused in multiple contexts and different educational
settings, and can be combined into coherent collections of
learning materials. If didactically well designed, interactive
learning objects can help students to understand comprehen-
sive concepts and the inner working of complex processes
better than from mere textual descriptions and static figures.
This is particularly acute in self-paced learning situations, in
which interactive multimedia learning objects can stimulate
higher-level cognitive skills by allowing students to carry out
procedures, to organize components of concepts or virtual
materials, or even create new solutions.

The design and implementation of interactive learning
objects is, however, time-consuming and requires special
skills. Learning objects are also typically localized and tightly
connected with particular didactic scenarios. However, this
strongly limits their reuse in different contexts.

A. The CampusContent Project

In the main body of this paper, we present some findings
made and results produced in the CampusContent project.
CampusContent1 is a competence center for e-learning that
has been funded between March 2005 and July 2009 by
the Deutsche Forschungsgemeinschaft2. The project was moti-
vated by the observation that although a huge number of digital
learning materials has been developed in the last decade,
availability and access to these resources are limited and the
degree of reuse is disappointingly low. The German Federal
Minister of Education and Research, for example, invested
millions of Euro at the beginning of this century in a four-year
funding program called ”New Media in Education”, which
aimed at the production of high quality digital learning content
in and for German universities. However, the plethora of
educational content resulting from such projects is difficult
to find; it is not sustainably managed, and rarely has been
designed for adaption and reuse in different learning arrange-
ments. In contrast to books and scholarly journals that are
systematically catalogued, managed and cross-referenced by
libraries, no widely accepted archiving system and indexing
standard exist that enable the systematic and effective storing,
acquisition, distribution, and easy exchange of digital learning
materials and representations of successful applications of
didactic models.
CampusContent began its research at this point with the

goals of:

• Reshaping the reuse and adaptability of digital learning
objects to different application contexts,

• implementing and evaluating reference materials that
illustrate design-for-reuse principles for learning objects,

• enabling experienced teachers and instructional design
experts to represent best practices in teaching and learn-
ing and communicate these to practitioners, and

1http://www.campuscontent.de/
2DFG, the German Research Foundation, provided financial support under

code number 44200719.
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• supporting the work of course designers, teachers, and
students through a coherent infrastructure that enables
content sharing across heterogeneous learning manage-
ment systems.

Later in project, we learned that the inclusion of social
networking and collaboration functions could help users to
organize communities of practice autonomously, furnish them
with collective knowledge spaces and use functions for ex-
pressing recommendations, annotations and evaluations.
Typical use scenarios for the project’s vision include:

• Author A uses resources from author B and author C,
modifies them if licensing conditions permit, and adds
her own content or didactic concepts to a seamless
composition;

• author B and author C use the same material but for
different instructional purposes or in different learning
settings;

• a group of like-minded professors establishes a social
network, e.g., on the topic ”Service-Oriented Computing”
and sets up a peer review system for learning materials
on this topic;

• didactic experts represent online and blended learning
models and didactic scenarios as learning paths or learn-
ing designs and publish them.

B. Resolving the ROI Paradox

Learning materials that can be used in different application
contexts must be target-group and context neutral. However,
good learning content should also be didactically tailored to
the actual learning situation and learner group. Baumgartner
named this conflict of goals the ROI (Reusability of Objects
and Instruction) paradox [3].
We propose to mitigate the inherent contradiction between

context-neutral content and the necessity of tailoring learning
objects to the needs of the learner by a heuristic principle (see
also [5]). This principle is known from software engineering
as late composition. Adapted to e-learning, it suggests keeping
information and didactic context separate at design time and
connecting both facets of learning objects only at reuse time.

Fig. 1. Facets of a learning object

The project’s model of a learning object was first published
in [4]. A learning object combines an information object
with a didactic scenario and a specific learning objective
(see Fig. 1). An information object consists of illustrations,
pieces of text, simulations, animations, video or audio clips,
photos, maps, quizzes, reference works etc. that describe facts,
concepts, procedures, processes or principles of a knowledge
domain. A didactic scenario specifies roles and recommended
learning or assessment activities, including learner-learner,

learner-tutor, and learner-computer interactions. A learning
objective specifies the skill development or knowledge acquisi-
tion anticipated as the result of a learning process. It connects
the information object with the actual didactic scenario.
The components of a learning object are maintained sus-

tainably as relational structures in the repository network the
project has built. They can be retrieved and will inspire new
combinations and adaptations in community processes, as we
hope.
Parameterization is a mechanism also adapted from software

engineering. We distinguish two forms: pedagogic and the-
matic parameterization. Pedagogic parameterization aims to
equip information objects with parameters that allow its adap-
tion to specific didactic needs. Besides other means, didactic
parameterization can be used to realize late composition. We
propose a scalar classification of learning objectives relying on
Anderson and Krathwohl’s taxonomy of cognitive processes
[2] (see Section III). Thematic parameterization refers to the
idea that certain interactive learning objects can be adapted to
different topic areas by configuring a set of parameters.
In this article, we illustrate the implementation of these

design principles and mechanisms for three types of learn-
ing objects that proved to be useful in higher education.
We evolved these resources into generic objects from which
custom-designed objects can be generated through combina-
tion, parameter configuration, and adaptation. Our first exam-
ple, which is implemented in Java, serves to demonstrate the
multitude of combinations we can achieve through late compo-
sition and didactic parameterization. Two further examples of
generic objects are implemented in Adobe’s Flash format. The
first one, concept classification, serves to illustrate thematic
parameterization, while the second Flash example illustrates
the separation-of-concerns principle by which different fea-
tures of an object like graphics design, interaction control,
and functionality are treated separately.

C. Portal Edu-Sharing

Besides the conceptual and methodological results presented
in this article, CampusContent developed a comprehensive
portal, Edu-Sharing, that enables the sharing and reuse of digi-
tal learning content across heterogenous learning management
systems. Versioning of content is supported.
Figure 2 depicts the core components and tools of Edu-

Sharing. They can be grouped into authoring and learning
support. The heart of the portal is a repository, in fact, a net-
work of repositories because individual institutions may want
to operate their own instance of an Edu-Sharing repository.
Different instances of the portal repository can be connected
through web services to form a distributed network providing
a single system view from each participating site.
The distributed repository serves to organize and maintain

personal workspaces of registered users and the outcome of
authoring activities or content that is uploaded from the user’s
hard disk. Open interfaces allow different portal operators to
connect their preferred authoring tools and learning manage-
ment systems, while the repository component is standard to
ensure interoperability in the network. A range of special

189

International Journal on Advances in Software, vol 2 no 2&3, year 2009, http://www.iariajournals.org/software/



editors and two open source learning management systems
(LMSes), Moodle [27] and metacoon [24], are included in the
standard distribution of Edu-Sharing. Plans and agreements
with platform developers exist to interface further LMSes with
Edu-Sharing.
The editors serve to produce or compose:

• Different types of data, such as text, video or graphic
files representing basic building blocks of information
and learning objects,

• assessment questions and tests conforming to the Ques-
tion and Test Interoperability (QTI 2.0) standard [16],

• learning paths and didactic scenarios,
• learning objectives,
• learning objects, and
• course modules.
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Fig. 2. Components of the portal Edu-Sharing

The repository network also supports learning processes
performed in learning management systems or virtual learn-
ing environments directly because learning objects used in
learning paths or pedagogical scenarios are referenced and
executed from within the repository, as a rule. Learning objects
can also be downloaded to execute a local copy. However,
then the teacher loses the option to request usage data for
his or her private instance from the portal’s data analysis

component (not shown in Fig. 2). Besides the possibility to
reference learning objects from the repository network, the
integration of repository and LMS offers further options on
the LMS side: Search content in the repository; link or insert a
learning path, didactic scenario, information or learning object
found into the course under construction; store content built in
the LMS sustainably in the repository. A license management
component, which is also not shown, supports content owners
upon upload to associate an appropriate use license with their
works in the repository network. The personal workspace of
each registered user serves to organize and connect clusters of
documents and, more importantly, to share these with others,
independent of usage rights and licenses. Thus, the workspaces
provide a collaborative environment for communities of prac-
tice whose members have similar profiles or build on special
trust relationships.
The portal was particularly designed to encourage the shar-

ing and reuse of open educational resources [28]. It builds
on the open source content management system Alfresco [1]
and the open source portal software Liferay [23]. Currently
Edu-Sharing undergoes a pilot use phase with different kinds
of user groups at universities, schools and vocational training
institutions [22]. By the end of 2009, the software packages
developed in the project will be published as open source
software to the public at large.

D. Structure of the Article

The article is an invited extension of a paper that was
accepted for the International Conference on Mobile, Hybrid,
and On-line Learning 2009 [13].
In the following section, we first report on related work.

In Section III, we briefly review a well-known educational
taxonomy dealing with cognitive aspects of learning. Then
we show for a widely used class of models of computation,
finite automata, how content can be flexibly combined with
learning tasks addressing different levels of cognitive chal-
lenges. Section IV explains the components and architecture of
the technology supporting our methodology for Flash-enabled
objects. This section presents two examples of generic objects.
In Section V we sketch an extension of our architecture that
aims at raising the degree of adaptability of generic objects
through a software component approach. Section VI presents
some thoughts about design-for-reuse principles. Section VII
explains how prerequisite requirements, learning and assess-
ment activities, learning content, and completion requirements
can be combined to learning paths and study courses. Sec-
tion VIII finally touches upon IPR-related legal issues and
discusses how they are addressed in the portal Edu-Sharing.
We conclude with a brief summary and an outlook on future
work.

II. RELATED WORK

The reuse of digital learning material has been a continuing
issue. First, there were a number of initiatives promoting
the reuse of educational software. However, their success in
practice was limited. The most substantial problems were
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incompatibilities in language, culture, curriculum, computer-
use practices, and didactic approaches of the potential learners
and their instructors [9].
Although David Wiley compared the idea of building ed-

ucational content from smaller building blocks with object-
oriented programming [31], there is no generally agreed
development and reuse concept as it exists, for instance, in
software engineering. [21] argues that design principles such
as encapsulation, cohesion, and decoupling, which allow soft-
ware developers to develop and maintain objects independently
of each other, should be carried over to learning objects to
achieve similar benefits.
Boyle was the first who attempted to transfer certain

software engineering principles like cohesion and decoupling
to learning objects to encourage the production of reusable
learning objects [7]. Cohesion among different components of
a compound learning object in Boyle’s approach is achieved
by the fact that all components are focused on a single learning
objective. IOs and learning activities with dynamic objects are
combined to didactically purposeful learning objects. How-
ever, this technology only support white box reuse because
a re-user who wants to change a compound object, has to
manipulate it with a specific editing tool. More recently, in
[18], Jones and Boyle adapted the design pattern approach
[11] to learning objects. But this work is less concrete than
what we propose in this article. A separation into content and
didactic context in the sense of [14] to enhance a learning
resource’s reuse potential has not been practiced much.

III. DIDACTIC PARAMETERIZATION OF EDUCATIONAL
RESOURCES

David Wiley seems to be the first who discussed the con-
nection between learning objects and instructional design [31].
To achieve a practicable solution that seamlessly integrates
the information and instructional facets of learning objects,
we studied various educational taxonomies including Ben-
jamin Bloom’s well-known taxonomy of educational objec-
tives [6] and Anderson and Krathwohl’s more recent revision
of Bloom’s taxonomy, AKT for short. AKT aims to accommo-
date new insights in cognitive psychology, curriculum and in-
structional design, and assessment. Both taxonomies describe
six levels of cognitive performance with increasing complexity.
In AKT, they are labeled: ”Remember”, ”understand”, ”apply”,
”analyze”, ”evaluate”, and ”create”. ”Remembering” requires
students to recognize relevant knowledge or recall it from
long-term memory, while being able to ”create” refers to the
ability to devise a plan, put building blocks together to form
a coherent or functional whole, to reorganize components into
a new structure, or produce new artifacts.
In this section, we use this taxonomy to qualify and relate

learning tasks and activities and combine them with different
instances of information. We call this didactic parameteriza-
tion of information objects and illustrate its use for the topic
area ”finite automata”. A finite automaton (or state machine)
represents an abstract mathematical model of a physical of
mental machine with a memory. Finite automata are frequently
used as modeling tools in different disciplines, including

computer science, engineering, linguistics, or biology. Even
learning designs have been modelled with finite automata.
A finite automaton can be represented as a mathematical
structure, a visual state transition diagram (see Fig. 3), or a
transition table. In addition, a finite automaton is a computing
device that accepts a regular language.

Task: Find a sequence of input strings leading to an accept
state.

Fig. 3. Learning object with state transition diagram as information object

Figure 3 shows a learning object including a state transition
diagram and a learning task. In AKT, this learning object
would range at the second lowest cognitive process level
”understand”. To this end, we assume that a student has studied
the basics of finite automata and is about to test his or her
learning achievements. What we expect from students to recall
here is simply the concept of finite automata, their behavior
in terms of inputs and state transitions and their relationship
to regular languages. Students can enter their solution in the
window at the bottom and their input is immediately checked
based on standard algorithms.
Following the late composition principle, the learning object

depicted in Fig. 3 is maintained as a relation rather than a
closed object in the repository network underlying the portal
Edu-Sharing. The relation consists of an information object
(here: the representation of an automaton in the form of a state
transition diagram) and the specific didactic context (here: the
learning task description).
The flexibility of this approach derives from the fact that

it allows us to combine a single information object with
different didactic contexts that are organized along Anderson
and Krathwohl’s or any other suitable educational taxonomy.
For instance, the automaton in Fig. 3 could have been used
by other teachers in combination with the following learning
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tasks that address different cognitive levels:

1) Remember: Define the mathematical structure of the
automaton shown in Fig. 3.
Determine whether the diagram denotes a graph, a
tree, a Petri net, a communication protocol, or a finite
automaton.

2) Understand: Provide a sequence of strings that leads
the automaton in Fig. 3 to an accept state.
Determine whether the automaton in Fig. 3 will ac-
cept the following sequence of strings: card inserted,
[card=valid], enter PIN, [PIN=valid], cancelled.
Develop a transition table that is equivalent to the
automaton in Fig. 3.

3) Apply: Provide the regular language that is accepted as
input by the automaton in Fig. 3.

4) Analyze: Assume that the automaton in Fig. 3 models
the behavior of an automatic teller machine. Determine
how many states and transitions need to be added to the
automaton in Fig. 4 to model the case that a bankcard
is withdrawn after three failed attempts to enter a PIN.
Expand the model correspondingly.

Fig. 4. Student view of the visual ATM model; the student has defined
mathematical structure corresponding to the graph

A user who finds, e.g., the learning object shown in Fig. 4,
will also be informed that this information object has been
combined with other didactic contexts, which are listed above.
Conversely, these learning tasks could have been used

together with another automaton that better fits into the larger
context of another teacher’s course. In Fig. 5, for instance, the
learning task from our first example in Fig. 3 has been used in
combination with a different information object. It models a
simple bottle sorting machine for large and small bottles (lb,
sb) that are, e.g., delivered via a conveyer belt and need to
be sorted by removing bottles one by one from the belt and
dropping them into a box for small or a box for large bottles,
respectively (rsb, rlb).

Once an object like this is found, all combinations of this
object in other contexts are listed to stimulate authors and re-
users to provide parameterized objects and build on others’
work.

Fig. 5. Model of a bottle sorting machine reusing the didactic scenario from
Fig. 3

The portal Edu-Sharing includes a Java-based editing tool
that allows users to modify automata and create new ones
(as state transition diagrams, transition tables or mathemat-
ical structures), to adapt an existing didactic context or de-
fine a new one, and recombine existing or new elements.
Students can also execute a specified input sequence on a
given automaton to determine whether their understanding of
an automaton’s behavior is correct. Figure 6 illustrates the
preview an author can select to test the student’s perspective
before publishing his or her work. For automata-based learn-
ing objects associated with lower level cognitive tasks, the
students’ response can mostly be checked automatically based
on the semantic equivalences between different representations
of automata.
Of course, modifications to information objects and didactic

context are only enabled if the re-user owns the right to do so
(see also Section VIII).

Fig. 6. Executing the model of a bottle-sorting machine in preview mode

We plan to build similar environments for graphs and, as
special types of graph, trees and Petri nets. These objects
share important properties with finite automata that support
a didactic parameterization: They have a visual representation
that can be used to model a rich set of real-world problems
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ranging from social network analysis over routing problems in
street or communication networks to coloring problems. This
bears the potential for defining higher-level cognitive tasks
of type application, analysis, evaluation, and creation. They
come with a well-defined mathematical theory and are related
to other theories like linear algebra. Finally, the theoretical
underpinning provides the basis for a rich set of traversal
and manipulation algorithms, which can be exploited to test a
student’s response automatically.

IV. DESIGN AND IMPLEMENTATION OF ADAPTABLE
INTERACTIVE LEARNING OBJECTS

Adobe’s Flash is a popular media type for implement-
ing animated learning objects. Advantages include powerful
animation and interaction capabilities, availability of Flash
players and plug-ins on many operating systems, and ease
of distribution and integration into interactive courseware.
However, apart from didactic competence, the development
of high-quality Flash animations requires know-how in media
design and technical animation skills. Therefore, it will often
be a better choice for a course author to reuse and – if
necessary – adapt suitable animations from others rather than
developing them from scratch.
In this section, we will illustrate the design of customizable

Flash animations with two examples of learning objects that
previously proved to be useful in higher education. The
advantages and drawbacks of the two methods employed will
be discussed in detail. We also describe the architecture of the
technology used, which relies on Adobe’s Flex framework.

A. Adobe Flex Framework

Flex is a new technology proposed by Adobe. It aims at
providing a free, open source framework for building highly
interactive Web applications. Flex applications are compiled
into Flash (.swf) files that can be deployed and run consistently
under major browsers and operating systems. The Flex frame-
work provides a standards-based language and a programming
model that supports common program components, in which
user interface (UI) design and client logic implementation are
clearly separated. MXML, a declarative XML-based language,
is used to describe UI layout and behaviors. ActionScript 3,
a powerful object-oriented programming language, is used
to create client logic. These features of the Flex framework
provide several possibilities to develop reusable animated and
interactive learning objects.
In Flex, Flash animations can be generated by compiling

the MXML text file, which may represent the template for a
family of animated objects. If properly parameterized, each
template can be configured differently by different instructors
to accommodate their individual didactic context. The config-
ured template can then be compiled into different versions of
the generic Flash animation. As the Flex framework takes a
component-based programming paradigm, a Flash animation
itself can become a programmable object. This provides the
basis for developing information objects that are largely free
from context and expose possible animations through a pro-
grammable interface. The re-user then only needs to take care
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Fig. 7. Conceptual architecture of Flex-based learning object design and
customization

of the desired didactically meaningful interaction behavior.
Figure 7 depicts the conceptual architecture of the proposed
method. Concrete application examples are presented in the
following two subsections.

B. From Object to Template

Besides the advent of Flex, a motivational element behind
our approach was the desire to reuse a simple interactive
Flash animation in a different thematic context without the
need for editing the Flash file. A simple example is shown in
Fig. 8. This animation aims to test the following educational
objective, which would reside on the comprehension level of
Bloom’s or Anderson and Krathwohl’s cognitive taxonomies:

Given a set of concepts that were raised prior in
this course in a case study illustrated by a number
of authentic car rental scenarios, the student in
a beginner course on object-oriented programming
will be able to accurately sort 20 concepts into the
three categories ’object’, ’attribute’ and class’ within
less than two minutes.

Figure 8 depicts the students’ view of an interactive Flash
animation currently in action. When the animation is started, a
list of the concept will begin to move down the screen from top
to bottom and thereby increase in size. The student has the task
to pick the terms one-by-one with the mouse cursor and drop
them into one of the three folders. This activity continues until
all concepts have been sorted properly or the student gives up.
Concepts that were dropped in the wrong folder will reappear
in the scroll-down list.
As conceptual knowledge is important in any scientific and

technical field, we designed a configuration environment for
building concept classification objects from a Flex template.
In this redesign process, we also included further parameters
to control the interaction such as a timer, an error counter and
a scrolling speed parameter.
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Fig. 8. Screenshot of a Flash animation for concept classification

C. Customizing Parameterized Animated Learning Objects

Obviously, the concept classification animation can be used
in a range of subject areas and disciplines including biology,
software engineering or physics. To reuse and adapt the
original Flash animation, it is, however, necessary to have
access to the source file, the right to modify it, a Flash
authoring tool or IDE, and sufficient Flash skills to implement
the desired changes. This would correspond to white-box reuse
in software engineering, which is the core of open source
developments.
In this section, we will illustrate how the generalization

and customization of such a learning object can be achieved
through thematic parameterization. First, we need to generalize
the educational objective to make it independent from the
concrete case:

Given a set of sample concepts and definitions of
subject-related concept categories, the student will
be able to accurately sort these concept into a
predefined number of categories in a predefined time
or with no more than m false classifications.

Further we need to create a template that allows the teacher
to name the n concept categories desired, n sets of concepts
to be used as test cases, one for each category, and n icons
visualizing these categories. To provide additional flexibility,
we introduce a range of parameters for defining

• The number of errors allowed,
• the maximum amount of test time,
• the rolling speed,
• the explanatory text including hints how to use the
animation,

• the educational objective,
• background color, font, minimal, maximal text sizes, and
other visual attributes.

To indicate the number of errors made and the time used for
the test, we also need an error counter for each category and
a timer.
Figure 9 partly shows a configurable Flex template im-

plementing these features. For pragmatic reasons like screen

Fig. 9. Configuration interface of the parameterized animation

presentation and complexity of use, we allow between two
and six different categories. The preferred icons representing
concept categories can be uploaded from the teacher’s com-
puter and textual elements can be copied or typed into the text
windows named ”Concepts in Category i”. Once all desired
modifications are made, the re-user can activate the ”preview”
button to view the customized animation. The configuration
data will be written into an .mxml file from which the server-
based Flex builder will compile the new Flash animation,
which is presented at the client side. The final Flash version
can be downloaded or – in the case of Edu-Sharing – be stored
in the portal’s repository and referred to in different courses.
Figure 10 depicts a customized version of this template that

is used in our course ”Object-oriented Programming” in place
of the original version shown in Fig. 8.
What Edu-Sharing users will find when searching the repos-

itory, are just fit-for-purpose objects like the one shown in
Fig. 10. Compared to many other objects in the repository,
the ones derived from a template carry a button ”Customize”
at the bottom, which suggests that such objects can be adapted.
When clicking this button, the Flex-based template editor will
be launched and the re-user can manipulate its parameters and
produce animations that satisfy their needs.

D. Reuse of Animated Learning Objects as Software Compo-
nents

The parameterization method discussed in the previous sec-
tion provides a simple and effective way to customize animated
learning objects without requiring special capabilities from
the re-user. But it also exhibits limited flexibility because
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Fig. 10. Screenshot of configurable animation ”Classify domain concepts”

the re-user has almost no possibility to change the didactic
design. This is due to the fact that all the possible interactions
between the flash animation and the user are hard-coded in the
.mxml file of the base template. The teacher configuring it can
change the appearance and set certain parameters limiting the
animation behavior but he or she cannot modify the application
logic.
To overcome this restriction, we propose a second reuse

method. As already mentioned, the lowest layer of Fig. 7
suggests that the Flex framework allows each compiled flash
animation to be used as a software component that may
interoperate with other components. To further enhance an
animation’s adaptation capabilities, we propose to just define
generic animation movements for the base template rather than
a particular interaction sequence. In addition, a set of functions
to activate such movements is exposed to the environment of
use in the form of application programming interfaces (APIs).
Re-users can use these APIs to define their preferred control
sequences accommodating different didactic scenarios without
the need to touch the Flash template or the resulting animation.

Fig. 11. Customizable ”Bottle” Flash Animation

In Fig. 11, we show a Flash animation for a variable set of
bottles. A simplified API for this animation is listed in Table I.
Animation and API can, for instance, be used to visualize the
behavior of the bottle sorting machine discussed in Section III
and Figs. 5 and 6. We could write an algorithm that creates

TABLE I

LIST OF THE KEY APIS

Operation Intended meaning
setBottle(s,c,i) Create new bottle of size s and color c

and place it at position i
getBottleNumber() Get number of bottles
isEmpty(i) Test whether position i is empty
getSize(i) Get size of bottle in at position i
moveBottle(i,j) Move bottle at position i to position j
highlight(i) Highlight color of bottle at pos. i
removeBottle(i) Remove bottle at position i

large and small bottles one by one and moves them from left
to right from position 0 to 9 and then removes them again
one by one. This behavior would simulate a conveyer belt.
Then we could define that a small bottle has to be removed
from position 6 and a big bottle from position 8 to simulate
their sorting into different boxes. The transitions in Fig. 5
that are labelled with the input strings sb and lb (for small
and large bottle, resp.) and have no output string could then
be equated with a ”detect bottle size and move right by one
position” operation for all bottles left of position 6 or 8,
respectively. The transitions labelled sb//rsb could be equated
with operation removeBottle(6) and those labelled lb//rlb with
operation removeBottle(8).
In another context, we could use the ”Bottle” animation in

combination with a sorting algorithm controller that allows us
to apply different sorting algorithms to an unordered collection
of bottles of different size. Students could be asked to observe
a sorting animation and determine the actual algorithm that
was applied and reason about their insights.
To give another example of the advantages of decoupling

visual representation and animation control, Fig. 12 shows a
combination of a map of Germany and a controller imple-
menting different graph traversal algorithms including breadth-
first, depth-first, and Dijkstra’s algorithm. The map shows
connections between major cities, which represent the nodes
of the graph, while connections are visualized as edges.
A learning task could then be to determine the shortest route

between two cities A and B, where the distance is determined
be the number of edges between A and B. Alternatively, the
edges could be labelled with kilometers or another metric
and the task would be to determine the cheapest connection
between A and B. The screenshot of the map shows a situation
in which Dijkstra’s algorithm is used to measure the distance
between Hamburg and Munich.
Each connection between two cities can be highlighted

throughout the animation using the APIs of the animation.
Through these APIs, a third-party program can also query the
weight or distance associated with each connection and the
currently selected node(s).
The lower part of Fig. 12 illustrates how a third-party

program can make use of this animation. This behavior can
be used to

• visualize an algorithm’s behavior in the form of changes
on the map,

• let a student control the manual execution of the al-
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Fig. 12. Interacting with different graph algorithms

gorithm by clicking on selected edges in the proper
sequence, or

• implement other learning tasks.

A third-party program can control the whole animation process
through the APIs provided by the graph animation.

V. ANIMATED LEARNING OBJECTS VIEWED AS

SOFTWARE COMPONENTS

In the previous section, we discussed two different ap-
proaches for developing reusable interactive learning objects.
To enhance their reuse potential, we suggested a further
separation of concerns. We proposed to define the visual
appearance of an animation and an unconstrained behavior
with the help of a Flash editor and implement meaningful
behaviors in the form of controllers that are interfaced with
each other through APIs. This approach has the desired side
effect that both components can be maintained separately as
long as the interface remains stable. Again, this is a design
principle that has been exploited successfully in component-
based software engineering.

As we pointed out in the introduction, learning object
development is a complex process that involves different
competencies such as instructional design, media design, pro-
gramming, and domain expertise. It is unlikely that one person
owns all these skills. Therefore, we believe that an effective
reuse paradigm for learning objects should be leveraged to a
higher degree of productivity by using the best fitting tech-
nology and flexibly organizing the cooperation of necessary
competence holders. Based on his or her own expertise, a
re-user can choose the corresponding level of customizing
learning objects. To support such processes, we aim to provide
a collaborative software environment in which re-users with
different expertise can work together seamlessly.
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Fig. 13. Reference framework for scalable reuse of animated learning objects

In Fig. 13 we present a reference framework for the scalable
reuse of animated learning objects described above. Within
this framework, re-users at each level are supposed to work
largely independently while at the same time being able to
benefit from their mutual contributions. This framework can
be realized with the FLEX environment and the possibilities
that other tools provide. Java applets have been investigated
to some extent as control components for Flex generated
animations. In programming education, for example, this fea-
ture would allow students to implement their own animation
control algorithm in Java.

While the framework sketched above is technically realiz-
able, the tasks of re-users at each level are related to each other
and cannot be separated so clearly. For example, to program
the application logic, the developer must communicate with
the instructor to understand the didactic scenario and require-
ments to be satisfied. Within a closed group, this may be easier
to solve. However, when considering this issue in the context
of an open collaborative platform, it will be difficult for re-
users with different backgrounds to express their requirements
and locate the appropriate resources. We aim to address this
problem by defining a unified description schema that can
be understood and used by all persons involved in such a
collaborative design process.
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VI. DESIGN FOR REUSE AND WHITE-BOX ADAPTATION

To illustrate the advances that can be achieved through a
continuous strive for reuse potential, we want to report on
the evolution of modular learning materials for introductory
statistics courses for different disciplines.
A closely collaborating colleague began with an initial

version of a multimedia course that was built with a propri-
etary authoring tool and was delivered on a CD. The reuse
potential was close to zero, even for the author himself. After
spreading the message about reusable content, a new version
was produced in HTML, including a large number of Java
applets, audio and video files, and animations. In principle,
reuse possibilities had increased, but only if the author was
willing to provide the source code of his applets and other
mulimedia components. The explanation is that none-HTML
components in this course are just referenced from locations
to which third parties have no access.
To overcome this weakness, the author now offers a collec-

tion of outstanding interactive learning objects in statistics [25]
that can be downloaded from his home page [26] or referenced
from within the Edu-Sharing repository. Many of these objects
include textual and spoken explanations in German, English,
French and Spanish, which suggest another mechanism to
increase reuse potential: language parameterization. Due to
the quality of this work, some objects have been translated
into Japanese and are used at Japanese universities. This
work is closely connected to similar work of other professors
teaching statistics at other German universities. Their joint
work towards the goal to develop the foundations of a new
approach towards statistics education (New Statistics) was
financially supported be the German Minister of Research,
and the outcomes are currently used and maintained by 10
German universities.
Figure 14 shows a snapshop of an interactive experiment

taken from [26]. It refers to the Gini coefficient or index that
is a statistical measure to represent unbalanced distributions. It
can be used to investigate and explain the important question
of equal distribution of income, wealth, power and influence,
or markets that are relevant in different disciplines, including
business management, economics, or political sciences The
situation of the experiment depicted in Fig. 14 indicates a
deviation from equal distributed in the shaded area underneath
the 45◦ line. This state could be the result of a student who
tried to solve the following learning task:

Interpret the Gini coefficient and demonstrate what
it represents by modifying the sliders in the ani-
mation such that you obtain a deviation from the
ideal Lorenz curve. Then identify the percentage of
superstores that generates 50

Although this object is extremely well designed, a second
glance reveals some potential for improvement towards a
higher degree of reusability. Both paragraphs of the explana-
tory text (and audio) refer to a concrete example, which might
not fit the context of another author’s course or lecture so well.
Others may want to add further recommended interactions and
learning tasks. To enable this, they need to have the right
from the author of this experiment to change its content, they

need access to the source code and they need a proper tool to
operate on this source. We call this white-box adaptation as
opposed to the black-box adaptation we discussed in previous
sections. Black-box adaptation only manipulates the interface
of an object, while white-box adaptation modifies the object’s
interior and as such it ressembles the open source software
development approach.
Edu-Sharing is open to all types of adaptation and reuse.

Only content authors can impose constraints with the type of
use license they declare and a lack of proper editing tools or
skills on the re-user’s side can prohibit white-box adaptation.
In the following section, we discuss a practice-oriented

didactic model that allows us to cure the flaws of the Gini
experiment by separating out those parts that are likely to be
changed by re-users into the different facets of a learning path.
However, before doing so, we summarize a few observations
aiming at good design of information objects. Some of these
principles are specific to the topic; others have been inspired
by ”design-for-reuse” principles in software engineering.

• Avoid verbal references to external sources;
• avoid hyperlinks to resources not accessible in the
given virtual learning environment, here, the portal Edu-
Sharing;

• find and isolate topics, concepts and notations of expected
variability and try to use parameterization to handle
contextual variability;

• constrain an information object to common invariant
content;

• use aggregation and hierarchy to compose more complex
objects from simpler ones;

• design information objects as if they were stand-alone
products;

• capture context, educational aspects and documentation
in proper facets of learning paths (see next section).

VII. LEARNING PATHS

In an early phase of the CampusContent project, we studied
the IMS Learning Design (LD) standard [15], [20] and a few
prototype versions of LD editors intensively with the intent to
use this standard as a basis for technology development. The
experiments with these editors were, however, not encouraging
because they exhibited too many usability weaknesses. How-
ever, more importantly, in many conversations with potential
Edu-Sharing users, we recognized that the LD standard is
not yet popular in educational practice. As LD will be better
received, a usable LD editor will be included in the portal
Edu-Sharing.
For now, we decided to adopt a pragmatic approach to

codify learning processes in the form of learning paths. A
learning path is a sequence of learning phases an individual
follows to acquire knowledge, skills and competences. This
approach builds on many of the concepts promoted in LD but
presents them in light version. Our phases just distinguish two
roles, teacher and learner, while LD allows the definition of
arbitrary many roles. A phase involves a learning objective,
resources and activities. Activities can be supported by e-
learning, cooperation, and communication tools. Each phase
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Fig. 14. Interactive experiment to deepen the grasp of the concepts Lorenz curve and Gini coefficient

may include information or learning objects that are thereby
aggregated to higher levels of granularity.
Figure 15 shows the first phase of a blended learning ap-

proach that is based on the well-known project-based didactic
scenario. The complete scenario consists of seven consecutive
phases:

1) Team formation and initial setup (the phase depicted in
Fig. 15);

2) requirements acquisition and evaluation;
3) draft design;
4) comparison and evaluation of different team solutions,
refinement of preferred design solution;

5) implementation and testing;
6) test evaluation;
7) archival of project results.

The first three phases are organized as self-study phases
for geographically dispersed students who communicate and
interact with each other and with the tutors using the Edu-
Sharing’s workspaces, email, a wiki, and a forum. Phases 4
and 5 are organized as face-to-face meetings in a location
that provides access to professional software engineering tools.
Phases 6 and 7 are again self-study phases. Earlier versions
of this scenario have been used (with other means) several
times by the first author to conclude a two-semester distance-
learning course on software engineering.
The icons in the lower right part of the ”Student Activities”

pane indicate that the students’ activities are supported by a
wiki, a forum and a document folder. The teacher who adapted
this scenario to her or his needs has specified this. Resources
comprise learning objects, learning units, and arbitrary types
of documents, while activities include individual and group
activities, interaction and communication activities. The dif-
ferent tabs may include links to online material stored in the
repository, an Edu-Sharing workspace, or elsewhere on the
Web. It can also specify offline resources to look at in this
phase.
Reusable scenarios should be independent of a particular

First phase of the scenario with tab ”description” selected.

First phase of the scenario with tab ”hints for teachers”
selected.

First phase of the scenario with tab ”recommended student
activities” selected.

Fig. 15. Different sections of the top part of a blended learning scenario
maintained in Edu-Sharing and presented in Moodle
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discipline. Edu-Sharing offers a growing number of mature
scenarios of different granularity that we adapted from litera-
ture and codified using the concepts discussed in the previous
paragraph. Fine-grained examples include devils advocate,
active structuring, flashlight, brainstorming, concept mapping,
think-pair-square and webquest. More complex scenarion that
typically rely on tool support include case study, jigsaw
classroom, puzzle method, strategic problem solving and oth-
ers. They are published in the form of generic templates,
i.e., without specific resources and tools, in the portal. To
facilitate search and finding, these templates are supplemented
with appropriate metadata, which have been defined by the
project CampusContent (LOM and Dublin Core are metadata
standards offered to decorate information objects).

Fig. 16. Searching for content in the repository

Figure reffig:search shows a few filter options that Edu-
Sharing users can select in the process of searching informa-
tion, learning objects or scenarios. The window that pops up
when selecting the filter ”learning resource type” is shown in
the ballon in the center pane. Re-users who find such scenarios
and want to adapt them to their needs, can edit them with the
help of Edu-Sharing’s scenario editor. We expect that such
scenarios may inspire educators, who had no clear idea before
of what a didactic scenario is, to try them out in their own
teaching.

VIII. OPEN CONTENT, INTELLECTUAL PROPERTY RIGHTS
AND LICENSING

An open environment for exchanging intellectual property
requires clear and legally well-defined regulations to ensure
that the interests of both rights owners, i.e., the authors of
information and learning objects and of didactic scenarios, and
re-users like trainers, teachers, lectures etc. are respected and
served. Content authors want to maintain their right to decide
what others are allowed to do with their intellectual property.
Potential re-users need the certainty of the law and more than
just trust in the availability of third-party content. It is also in

the interest of portal operators to limit liability to their sphere
of influence.
”Open content” initiatives and their specialization ”open

educational resources” have been inspired by the open source
software (OSS) movement that promotes licenses allowing the
free access to source code and its unlimited non-commercial
distribution, reuse and adaptation. In the late 1990s Wiley and
others adapted this definition to digital content of various types
including text, image, graphics, audio, video, animation and
the like. In contrast to the ”all rights reserved” claim of the
classical copyright, open content requires subtly differentiated
possibilities for organizing use and modification rights. This is
addressed by a range of dedicated license models including the
GNU Free Documentation License [12], originally designed
for documenting OSS, the OpenContent License [30] or the
more recent and relatively popular Creative Commons License
[10].
By default, the portal Edu-Sharing supports Creative Com-

mons but other license models can be made available as
needs of certain user groups arise. A license manager pops up
whenever new content is uploaded in the portal’s repository
network. It allows content owners to select a proper license and
informs content users about the license conditions of particular
content objects found. In addition, when composing several
information or learning objects to a larger units of learning,
the license manager detects incompatible licenses imposed on
compound objects.

IX. CONCLUSION AND FUTURE WORK

Already in his early seminal paper from May 1975 entitled
Guidelines for a general didactic concept for the development
of study materials in distance education3, Otto Peters [29]
stressed the need for adapting didactic elements like objective,
topic, method, and media to learning situations found in
distance learning. This leads to the intertwining of learning
objectives with instructional methods and media, whereby the
media have to be tailored to the actual setting. The main
functions of technical media include content representation,
contact medium, and illustration and visualization material,
which should be systematically evolved in media didactics
that is concerned with the planned, targeted and reflected use
of technical media for educational objectives and purposes.
The concept of learning objects promoted by CampusContent
conforms to Peters’ idea of intertwined facets consisting of
information, a learning objective, and a didactic scenario that
describes what the object can be used for and how learners
will interact with it. To provide a high degree of flexibility,
we allow re-users to dissect a learning object and recombine
it differently.
This article particularly focused on methods and a scalable

framework for developing and personalizing customizable
interactive learning objects. Three case studies based on real
applications have been presented. The technologies used in-
clude Java and the Adobe Flex environment.

3Title translated by the authors. The original paper is written in German.
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The core motivation behind this work is a contribution to the
realization of a knowledge building, sharing and improvement
cycle (see Fig. 17), which was inspired by [8] and in which:

• educational content authors are supported effectively in
the process of creating added-value adaptable information
objects and representation of best didactic practices in the
form of scenario templates that can be flexibly associated
with information objects and learning objectives;

• lecturers and teachers are encouraged to review and
analyze the educational knowledge captured in learning
objects and thus learn from the knowledge of their peers;

• lecturers and teachers are enabled to adapt and integrate
the knowledge of peers and integrate it in their own
knowledge.

Fig. 17. Educational knowledge building and sharing cycle

In addition, we presented a technical infrastructure and
portal, Edu-Sharing, that supports the sharing and reuse of
learning objects and mature didactic scenarios. The infrastruc-
ture includes a network of repositories for sustainable storage
and effective finding of reusable content, a range of tools for
didactic scenario and content authoring, a licence manager, and
community support including personal workspaces that can be
shared with trusted peers. The portal can be easily interfaced
with existing learning management systems (LMSes). The
open source LMSes Moodle and metacoon will be included
in the standard distribution. Others like Olat4 or Ilias5 will
be supported soon. Open interfaces also allow the adaption of
external user management systems and external data stores
maintained by commercial providers, such as schoolbook
publishers. The license manager will control accesses to such
external stores based on access rights defined in local or
foreign user management systems. For instance, a school
may maintain information about user rights to access learning
materials from Klett International. This information is used
transparently by the license management component of Edu-
Sharing to route an access to object O of a student from that
school to Klett’s database if the student’s teacher owned and
passed the right to access O to her students.
Currently, the portal Edu-Sharing undergoes a pilot test

with different user groups including university lecturers, high-
school teachers, and vocational school teachers to evaluate
different use scenarios and identify bugs and usability flaws
in the software. A revised version of the portal software will

4https://www.olat.uzh.ch/
5http://www.ilias.de/

go public by the end of 2009. Therefore, we are currently
lacking sufficiently large user groups to provide more mature
evaluation results.
The anticipated added value of the project resides in the

benefit lecturers and course authors gain from relying on
previous work of their colleagues in subject areas bearing
similarities in content and instructional design. As a result,
users will have at their disposal an additional capacity for the
improvement in specific areas of teaching. However, to achieve
this goal, a critical mass of content and active participants in
every subject is necessary. Therefore, networking of institu-
tions and community building are currently major tasks of the
CampusContent project management, besides supervising the
pilot application phase.
Critics may argue that there is not much rich content

available in (higher) education. This is even true in view of the
open educational resources movement, which evolves into a
world-wide community effort that includes milestones such as
MIT’s Open Courseware initiative or, more recently, the Open
University’s OpenLearn initiative and others. In addition, the
coarse granularity of these resources limits their potential for
reuse in other contexts. But this is presumably just a contem-
porary observation. In an interview with Richard Katz Andy
Lane, one of the key figures behind OpenLearn, stated [19]:
”. . .we shift from delivering relatively static content embedded
in books and printed materials to delivering dynamic content
via the Internet”, and a bit further down the lane he said: ”We
are investing in more multimedia content, more simulations,
more animations and video . . . ”. Therefore, there is hope that
the situation will improve as the symptoms are obvious.
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Abstract - Object and relational technologies are grounded in
different paradigms. Each technology mandates that those
who use it take a particular view of a universe of discourse.
Incompatibilities between these views manifest as problems
of an object-relational impedance mismatch. In a previous
paper we proposed a new conceptual framework for the
problem space of object-relational impedance mismatch and
consequently distinguished four kinds of impedance
mismatch. Here we show how that framework provides a
mechanism to explore issues of fidelity, integrity and
completeness in the design and implementation of an
existing object-relational mapping strategy. We propose a
four-stage process for understanding a strategy. Using our
process we show how our framework helps to identify new
issues, understand cause and effect, and provide a means to
address issues at the most appropriate level of abstraction.
Our conclusions reflect on the use of both the framework
and the process. The information arising from the use of our
framework will benefit standards bodies, tool vendors,
designers and programmers, as it will allow them to address
problems of an object-relational impedance mismatch in the
most appropriate way.

Keywords: Object-Relational; Impedance Mismatch;
ORM; Framework

I. INTRODUCTION

In [1] we provide a new framework for understanding
the problem space of object-relational impedance
mismatch. If we address the root cause of an object-
relational impedance mismatch problem rather than the
symptoms as we do today, we will reduce the cost of
software development by avoiding the quagmire described
by Neward [2] and discourage others (such as [3]) from
reinventing solutions.

A paradigm is a particular way of viewing a universe
of discourse. Each paradigm comes with its own particular
abstractions, organising principles and prejudices. There
are a number of different paradigms in computing. Each
paradigm has influence on both the process and artefacts
of software design and development.

The combination of technologies based on different
paradigms presents a set of problems for those responsible
for the design and implementation of an application. We
refer to each such problem as an impedance mismatch
problem. People are inventive and proponents of one
paradigm may believe that they have solved an impedance
mismatch problem. Such a solution will typically involve
using a subset of concepts from one paradigm to represent

a concept in the other. It then becomes received wisdom
within a community that there is a solution to a problem
and that all those concerned understand the solution.

The relational paradigm has proven popular in the
development of databases whilst at the same time the
object paradigm has underpinned a number of
programming languages and software development
methods. The popularity of technologies that embody
different paradigms in these two separate but essential
aspects of software development means that inevitably
they will be used together. Differences in abstraction,
focus, language etc. between paradigms however leads to
problems when these technologies are combined in a
single application.

An object-relational application combines artefacts
from both object and relational paradigms. Essentially an
object-relational application is one in which a program
written using an object-oriented language uses a relational
database for storage and retrieval. A programmer must
address object-relational impedance mismatch
(“impedance mismatch”) problems during the production
of an object-relational application. For some authors [4]
however there is no impedance mismatch. This is true for
those developing an entire application using a single
programming language such as Visual Basic, C++, Java or
SQL-921 (“SQL”) because each language is based on a
single paradigm. Those who have to combine object and
relational technologies and must work across paradigms
have a different experience [5], [2]. The received wisdom
is that these impedance mismatch problems are both well
understood and resolved by current solutions based on
SQL. For each such impedance mismatch problem
however there is a choice of solution. We refer to each
such solution as an Object-Relational Mapping (ORM).
Each ORM strategy addresses problems of an impedance
mismatch in a different way. We seek to understand the
most appropriate way to address a problem.

During the development of an object-relational
application based on SQL-92, the resolution of impedance
mismatch problems involves many different roles and
takes time and effort to achieve [2]. Neward [2] labelled
the problem of impedance mismatch “the Vietnam of
Computer Science” because initial quick wins based on the
received wisdom are rapidly replaced by a quagmire of

1 This work is presented in the context of mapping from an
OOPL to SQL-92, which does not include Object Relational (OR)
extensions. Future work will analyse the effectiveness of the OR
extensions to SQL in addressing ORIM problems.
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issues. Keller in [6] claims that twenty five to fifty percent
of object-relational application code is concerned with
problems of an impedance mismatch. The popularity of
object and relational technologies, the plethora of solutions
and technologies for the resolution of an impedance
mismatch, and the existence of guidelines [7] and metrics
[8] for selecting a strategy also suggest that problems of an
impedance mismatch are neither uncommon nor trivial.

In this paper we propose a four-stage process for
understanding a strategy. Using our process we show how
our framework helps to identify new issues with a strategy,
understand cause and effect, and provide a means to
address those issues at the most appropriate level of
abstraction.

The rest of the paper is structured as follows. Section II
presents the impedance mismatch problem space; Section
III presents an analysis of current approaches to ORM;
Section IV presents our framework; Section V relates our
framework to ORM strategies; Section VI presents our
process for using the framework; Section VII provides a
worked example; and Section VIII presents our
conclusions and future work.

II. PROBLEMS OF AN OBJECT-RELATIONAL

IMPEDANCE MISMATCH

In the context of object-relational application
development, one objective of an ORM strategy is to
isolate a programmer using an object-oriented
programming language (OOPL) from the need to
understand the SQL language, the schema of an SQL
database, and its implied semantics. A programmer need
not focus on how to store an object but on what to store
and when to store it, and what to retrieve and when to
retrieve it.

Such a strategy is typical of ORM products such as
Hibernate [9] and Oracle TopLink. They provide a
programmer with a virtual object database, presenting data
in a relational database as if it were a collection of objects.
However, ORM does not isolate a relational database from
an object-oriented program. The design of a relational
database must address issues such as data redundancy, data
integrity, data volumes, access control, concurrency,
performance and auditing. Impedance mismatch problems
occur when these requirements are at odds with the design
of an object-oriented program. These problems have been
described by writers such as [2] and [5]. In Table I we
have catalogued the issues emerging from their work as
problems of an object-relational impedance mismatch
(ORIM).

TABLE I. PROBLEMS OF AN OBJECT-RELATIONAL IMPEDANCE

MISMATCH

Problem Description of the problem and typical
questions raised

Structure A class has both an arbitrary structure and an
arbitrary semantics defined through methods. A
class may also be part of a class hierarchy. SQL-92
does not provide an analogy for a class hierarchy or
support repeating groups within a column. How

then do we best represent the structure of a class
using SQL?

Instance To conform to relational theory, a row is a
statement of truth about some universe of
discourse, but an object is an instance of a class and
may have an arbitrary structure. How does a row
correspond to an object and where is the canonical
copy of state located? Essentially, how much of an
object must we maintain in a database?

Encapsu-
lation

The state of an object is accessed via methods. The
state of a row has no such protection and may be
modified by other applications. How do we ensure
consistency of state between an object and a row?

Identity An object has an identity independent of its state.
This in-memory identity will be different between
two executions of a program. Within the same
execution, two objects with the same state are
different if they have a different identity. The
primary key of a row is part of the state of that row.
How do we uniquely identify a collection of data
values across both object and relational
representations?

Process-
ing
Model

An object model is a network of interacting discrete
objects and access is based on navigation. The
relational model is declarative and access is set-
based. The object and relational models represent
references in different directions. A transaction may
not require all the data about an object. How do we
represent in, maintain in, and retrieve from a
database a sufficient set of in-memory objects?

Owner-
ship

A class model is owned by a programming team, a
relational schema is ultimately owned by a database
team, it may hold legacy data and may also be used
by other applications. When things change how do
we maintain the necessary correspondence
between a class model and a database schema?

III. OBJECT-RELATIONAL MAPPING

In the literature and in practice we find many examples
of ORM ([3],[10],[11],[12],[13], and [14]). Essentially an
ORM strategy is how we address each problem of an
impedance mismatch but in research and practice the term
ORM is used to refer to a number of different things: for
Fussell [11] it is a transformation process; for others ORM
is something defined in the configuration of a mapping
tool such as Hibernate [9]; whilst to others it is a pattern
[13] or canonical mapping [14] used as the basis for a
design transformation.

Practitioners recognise ORM as both a process and a
mechanism ([5], p225) by which an impedance mismatch
is addressed. As a process, ORM is the act of determining
how objects and their relationships are made persistent in a
relational database: in essence the selection of one or more
patterns [13]. These patterns are based on the assumption
that an object model is used as the basis for a database
schema and that schema confirms to SQL-92. They do not
help with the development of an object-based application
that uses a legacy relational database.

As a mechanism, ORM forms the definition of
correspondence necessary for the successful
implementation of a particular pattern as one or more
mappings. A mapping relates two representations in
different implementation languages. In order to address an
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impedance mismatch, this mapping is codified as one or
more transformations within some part of an application.
For the developer of an object-oriented application that
must use a relational database for persistence ORM may
be all of these, impedance mismatch is also a fact of life
[13]. We observe from this variety that there is no
consensus on a single strategy for ORM and by
implication how we address impedance mismatch. Each
strategy addresses a different aspect of impedance
mismatch. Some strategies focus on equivalence between a
class and a table [13] (what to map) whilst others propose
a unified query language [15] (how to map) or software
architecture [11] (where to map). It is not clear whether
any of these strategies address the root case of an
impedance mismatch problem or whether they make do
with the facilities available. Evidently when these writers
use the term “impedance mismatch” they are not talking
about the same thing. We require some form of organising
principle which goes beyond received wisdom to facilitate
an understanding and comparison of strategies, and which
also recognises an essential aspect of the problem: the
different levels of abstraction.

It is evident from Table I that impedance mismatch is
not a single, well-defined problem. The different
interpretations of ORM also indicate there is no single,
well-defined solution. If we are to understand impedance
mismatch we must understand the nature of these different
problems and how they are addressed by different
approaches to ORM. At a detailed level this understanding
provides the motivation for our conceptual framework and
classification.

IV. A CONCEPTUAL FRAMEWORK OF OBJECT-
RELATIONAL MAPPING

In this section we consider how we might organise the
different views of ORM. Other models such as [11] and
[16] focus on client/server software architecture.
Essentially they help inform where one might perform a
mapping. Hohenstein [12] considers programming
language issues and helps to inform a C++ programmer
how to perform a mapping.

The rationale and the motivation for our framework
and classification were established in [1]. Our framework
comprises four levels of abstraction common to both
object and relational technologies. The classification
allows us to organise the different issues at each level.
These levels (Table II) allow us to understand why we are
performing a mapping and allow us to identify the root
cause of a problem. Object and relational silos span all
four levels. Within each level there are therefore both
object and relational contributions. We summarise our
framework in Figure 1.

The levels are labelled using terms that may
themselves have alternative interpretations and therefore
require clarification. A paradigm is one particular way of
viewing a universe of discourse ([17], pA-6). A language
is used to produce an abstract description of a universe of
discourse. We consider a concept to be some identifiable
collection of things from a universe of discourse. A

schema is a description (representation) of some concept
from a universe of discourse, expressed using a particular
language. We consider program source code the schema
for an executing program just as an SQL script is the
schema for a relational database. Finally an instance is
data about some thing from the universe of discourse set
within a particular schema.

Figure 1. Our conceptual framework

The relationship between the levels of our conceptual
framework is one of context. A paradigm sets the context
for the semantics of a language. A language provides data
and processing structures for describing the semantics of a
universe of discourse in the form of a schema. There are
many possible schemata. A schema sets the structure into
which data about some thing from a universe of discourse
must fit. Conversely a schema sets constraints on what it is
we can represent about some thing from a universe of
discourse.

TABLE II. OUR CONCEPTUAL FRAMEWORK OF OBJECT-
RELATIONAL MAPPING

Level ORM is concerned with…

Paradigm Issues relating to the incompatibilities between the
two different views of a concept from a universe of
discourse: one as a network of interacting objects and
the other as a set of relations.

Language Issues relating to the incompatibility of data
structures between object and relational based
languages. ([14], p182) refer to this as a canonical
mapping. In this paper we will use the term pattern in
the context of [13] as an outline description of a
solution.

Schema Issues relating to the maintenance of two
representations of a particular concept described in
different languages.

Instance Issues relating to the storage and retrieval of an
object in the context of an object-relational
application.
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Contextualisation has implications for choices made
during the development of an object-relational application.
A development language brings with it not only an
implicit choice of paradigm but also a set of structures and
patterns that may be used ([5], [12], and [13]). The
maintenance of a legacy application may dictate the use of
a particular language. Choices made during the design of
an object model and an SQL schema dictate the content of
a mapping schema. During the development of an object-
relational application, the teams responsible for program
and database schema development will make their own
choices based on their own agenda.

A programmer has many technologies and algorithms
from which she may choose in order to implement a
transformation: for Java alone there is a choice of JDBC,
Hibernate, JDO and Oracle TopLink to name a few. All
levels of our conceptual framework have influence on the
work a programmer must do in order to resolve an
impedance mismatch. When we use the term ORM we
must recognise that an impedance mismatch problem has
its source at any of these levels, and understand how and at
what level(s) a problem is best addressed.

Analysis of ORM strategies in the literature such as
[13] have focussed on consequences in implementation
rather than understanding the underlying issues with a
strategy. Our framework provides an organising
mechanism that allows us to explore issues in the design
and implementation of existing and new ORM strategy
choices. Achieving an understanding of the underlying
issues is an important contribution of our framework.

V. ORM STRATEGIES AND OUR FOUR LEVEL

FRAMEWORK

Our framework provides a new way to think about the
problem of impedance mismatch and how we go about
resolving it. Each level provides a different way of
thinking about an ORM strategy. In this section we
explore the relationship between problems of an
impedance mismatch and the layers of our framework. For
each strategy we provide illustrations from the literature.

A. Paradigm

An ORM strategy at the paradigm level involves the
reconciliation of different perspectives of a universe
provided by the object and relational paradigms. Different
aspects of an object-relational application are grounded in
each paradigm. Typically the object paradigm influences
program design and the relational paradigm database
design. ORM in this context is the act of bridging the
differences between these two paradigms. This is the
essence of the impedance mismatch problem. It is
therefore important to understand the nature of these
differences.

There is no consensus of terminology. Each paradigm
uses a different set of building blocks to describe a
universe of discourse. Although there is no single agreed
definition of an object-based representation (the UML is
one attempt but there are others [18]), such a
representation will typically include concepts such as

class, subclass, object, attribute, and association. There is
however a single definition of what constitutes a relational
representation [19]. A relational representation of the same
universe will include concepts such as relation, tuple and
domain.

There is some correspondence between the building
blocks. The relational paradigm does not prescribe the
domains that may be used. Neither does an object
paradigm prescribe the objects that may be used. A
relation represents an assertion (a predicate) about a
universe of discourse involving one or more domains and
a tuple of a relation is formally a statement of truth about
that universe. There is however no equivalent
representation in the object paradigm. An object is not a
representation of a statement of truth about a universe of
discourse. Furthermore an object has identity and
encapsulates its state whereas a tuple does not. A class
defines the allowable attributes and behaviour of an object
but its definition is not based on predicate logic. Whereas
the relational model is concerned with statements of truth,
an object has arbitrary semantics. The behaviour of an
object is defined using methods and a valid state is defined
using a constraint. In this respect a tuple may be
considered inert in so far as it has no intrinsic behaviour.
Instead a tuple may be the target of a relational operator
such as project, restrict or union. A lack of correspondence
between two perspectives on a universe of discourse
materialises as an impedance mismatch. We label this kind
of impedance mismatch a conceptual mismatch and it is
addressed using an ORM reconciliation strategy.

A reconciliation strategy must address differences in
perspective, terminology and semantics. The designer of
an object representation and the designer of a relational
representation view and describe aspects of a universe of
discourse in different ways. The designer of an object-
relational application must identify correspondence and
reconcile differences between these two perspectives.

One example of the reconciliation of object and
relational semantics is provided by Date [20]. He
emphasises that relational theory is not at odds with the
ideas of object-orientation. Just as the semantics of a class
are arbitrary, the relational model does not prescribe the
data types that may be defined. There is therefore scope
for addressing a conceptual mismatch.

B. Language

An ORM strategy at the language level is concerned
with identifying general patterns of correspondence
between the data structures available in an OOPL such as
Java, and those structures available in SQL.

Each language reflects the paradigm on which it is
based. The outline structure of a Java program is a
collection of classes. A class may be viewed as a template
for the creation of an object at run-time. An SQL schema
is a description of a collection of tables. A table
corresponds to a relation. Whereas, formally, a tuple is a
statement of truth, the semantics of a row are less strict. A
row represents data about some thing from a universe of
discourse. Each row corresponds to a tuple.
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A significant difference between Java and SQL is the
extensibility of their type systems. Whereas a class is an
essential part of the extensibility of the Java type system
there is no equivalent extensibility in the SQL type system.
Implementing a representation of a relation in an OOPL
[21] or an SQL like syntax within an OOPL [15] may
move the primary focus of ORM activities to the schema
level, but it does not address this extensibility issue or
remove the need for an ORM strategy.

Generally a class is part of the type system of an
object-oriented program. Using SQL a class is something
that may be represented, it is not an extension of the type
system and also not a first-class citizen. This is the essence
of a structure problem and there exist a number of patterns
to help resolve this [13]. Aspects of an object-oriented
design such as a class and an object fit into a
representation that must be described using the existing
features of SQL. A column is a scalar value and cannot
adopt the type of a class represented in such a way. This
representation is limited as it may only be used to store the
state and not the behaviour of an object. In an object-
oriented application at run-time an object has a unique
identity independent of its state. The value of a primary
key is part of the state of a row. This is the essence of the
identity problem. The mismatch between two descriptions
of a concept materialises as an impedance mismatch. We
label this kind of impedance mismatch a representation
mismatch and it is addressed using an ORM pattern
strategy.

A pattern provides a way to describe correspondence
between data structures. SQL provides an approximation
of the data structures mandated by the relational paradigm,
just as Java provides an approximation of those mandated
by the object paradigm. The syntax and grammar for SQL
is defined by standard and is implemented in vendor-
specific languages such as Oracle and SQLServer. None of
these languages is a pure implementation of SQL but
nevertheless may be classified as a relational language. In
practice we must address not only differences between
languages as defined by their respective standards but also
differences between vendor implementations. A pattern
strategy must provide one or more patterns (such as [13])
that address issues of structure and identity.

C. Schema

An ORM strategy at the schema level will produce a
mapping between two representations of a concept. Our
emphasis here is on design issues. The description of a
concept within an object-relational application will involve
at least two schemas: one based on class and the other
based on table. These two representations of a concept are
different not just because they are phrased in a different
language, but because the purpose of those designing a
class model is different from the purpose of those
designing an SQL schema. Whilst those designing a class
will focus on the cohesive representation of a network of
interacting objects, the focus of those designing a SQL
schema is typically data volume, data integrity, and
notably the removal of redundant data. A UML class

model may only be familiar to one part of a development
team: the programmers. Database designers will conceive
a different solution based on tables that may not have a
one-to-one correspondence to that class model. This
difference of focus is the essence of the ownership
problem and produces a kind of impedance mismatch that
we label an emphasis mismatch. An emphasis mismatch is
addressed using an ORM mapping strategy.

A mapping strategy is concerned with correspondence
between two different descriptions of a concept. In order
to address the ownership problem, this correspondence
must be documented, published and implemented.
Although the detail is application specific, a mapping
strategy will generally provide a mechanism for
identifying, documenting, and implementing the
correspondence of structure and identity between specific
entries in a class model and entries in an SQL schema.
Hibernate [9] uses XML whilst [22] make use of meta-
data stored in SQL tables. This information forms an
important part of the design of an object-relational
application.

D. Instance

One issue that lies at the heart of ORM practice is the
treatment of an object. The problem is that an object is
conceptualised as an atomic unit when in practice it has a
number of subdivisions. A Java object has subdivisions of
structure, state and behaviour. The schema and instance
levels of our conceptual framework show how these
subdivisions are fragmented (Figure 2). The structure of an
object is defined both in a class and an SQL schema (the
ownership problem), the behaviour of an object is defined
in a class and a valid state of an object must be maintained
and enforced both in-memory and across one or more rows
in one or more tables, giving rise to encapsulation and
identity problems.

In practice fragmentation is addressed using a
transformation but there are problems. Data about an
object may not transform cleanly to a row of a table or an
individual slot ([20],p3) (the instance problem). The
structure of an object may not transform to a single table
(the structure problem). The SQL-92 standard does not
support the behavioural aspects of an object and so the
behaviour of an object must be implemented within a Java
class at the schema level. The later introduction of
persistent stored modules in SQL provided an opportunity
for the fragmentation of behaviour. At run-time it may not
be necessary to retrieve all the data about an object for a
user to complete a transaction. This combined with
fragmentation of the universe of objects required to
complete a transaction, is the essence of the processing
model problem and provides another driver for ORM
transformation activities. Fragmentation in the
implementation of an object is a significant characteristic
of an impedance mismatch. We label this kind of
impedance mismatch an instance mismatch and it is
addressed using an ORM transformation strategy. A
programmer must reconcile fragmentation when
developing an object-relational application.
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Figure 2. Fragmentation of the subdivisions of an object

The degree of state fragmentation that is characteristic
of an instance mismatch is influenced by the ORM
mapping strategy employed to produce the structure of an
SQL schema. The design of that SQL schema is influenced
by the ORM pattern strategy chosen to address a
representation mismatch. Choices made within a level of
our framework therefore have consequences in other
levels.

An instance mismatch transformation strategy must
address the consequences of fragmentation in behaviour
and state. Such a strategy must deal with the processing
model, encapsulation, and instance problems. The SQL
standard does not provide support for the definition of
behaviour within an SQL schema although relational
database vendors have provided such facilities for some
years. The valid state of object data may be enforced by
rules defined within a class method or as a database
constraint. Ambler ([5],p228) describes shadow
information that is one strategy for the fragmentation of
state, and scaffolding attributes that are one strategy for
the fragmentation of structure.

The novel perspective provided by our framework
produces new insights in areas such as how to exploit the
strategic options available when translating a concept
between paradigms and latent issues in solutions that cross
over levels of abstraction. In providing an understanding
of the issues with an ORM strategy based on levels of
abstraction, our framework should provide standards
bodies, tool vendors, designers and programmers with new
insights into how to address problems of impedance
mismatch both at the most appropriate level of abstraction
and in the most appropriate way.

VI. A FRAMEWORK BASED APPROACH

One objective of our framework is to understand the
issues and implications of a particular ORM strategy
(“strategy”). Our framework does not assume that an
object model drives the development of a database
schema, nor does it prescribe where to start the analysis of
a strategy. In the rest of this paper we show how to use our
framework to understand the issues and implications of a
strategy and what we can do about them.

Figure 3 is an outline of a four-stage process that
provides context and guidance for the use of our
framework. Our framework is concerned with the artefacts
of object-relational design. The process uses our

framework to identify issues with a strategy and to frame
solutions to these issues. As such the process augments
any software development cycle at the point where a
choice of strategy must be made.

The process provides guidance for a change in the way
we think about a strategy. Following the process shifts our
thinking about a strategy from issues of implementation
within the ORIM problem space into the new space
provided by our framework. Our framework asks that we
think about a strategy in terms of different levels of
abstraction. This perspective facilitates new insights into a
strategy, an understanding of cause and effect, and
suggestions for improvements at the most appropriate level
of abstraction.

Our process starts with the strategies in the ORIM
problem space. Each strategy addresses one or more
problems in the implementation of an object-relational
application (Table I). The existence of a problem is the
main driver for the use of a strategy. The literature
provides some guidance on a choice of strategy based on
costs and benefits. Future choices will also be informed
by the outcomes from using our framework. The process
then proceeds clockwise through the stages of
comprehending a strategy, analysis of that strategy,
understanding cause and effect in relation to issues with
that strategy, and finally reflecting on the issues and
suggesting changes to the strategy or the context in which
it operates.

In the following sections (A through D) we describe
each of the stages of our process. We show that using our
process to understand available strategies facilitates a more
informed choice of strategy. The objective of the first
stage of our process is to comprehend a chosen strategy.

A. Comprehend a Strategy

The issue to be explored is how a strategy achieves its
objective. In the first instance this comprehension will be
based on the published literature and practical experience.
We illustrate our approach using a case study that provides
a context for strategy analysis. A case study helps clarify
the semantics of a strategy, explain issues and highlight
outcomes. Applying a strategy to a case study provides a
worked example, demonstrates comprehension and
cements understanding. A case study and worked example
also provide material for illuminating issues in other stages
of the process. Once we have an understanding of a
strategy our process asks that we now move from the
ORIM problem space and think in terms of our
framework. In the next stage of the process we use our
framework to analyse a strategy.

B. Analyse a Strategy

The objective is to provide new insights into a strategy.
Issues to be explored include: whether a strategy is
consistent in terms of our framework, whether a strategy
correctly represent a data structure and its semantics, and
whether the assumptions a strategy involves are safe
assumptions to make. The resulting issues are then
structured in terms of our framework.
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Figure 3. A Framework Based Approach
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The issues must be phrased using terms at the
appropriate level of abstraction. Each level provides a
different focus for analysis and hence, a different set of
terms (Table III). For any discourse between silos to be
consistent and valid it is important that the corresponding
set of terms are used. In the next stage of our process we
identify the cause, effect and consequences of these issues.

TABLE III. GUIDELINES FOR THE TERMS USED WITHIN EACH LEVEL

OF OUR FRAMEWORK

Level Terminology
Conceptual Terms relating to a particular world-view, irrespective of

how it is actually described or implemented. Example
terms include class, object, message, relation, tuple and
union.

Language Terms relating to language semantics, syntax and
grammar, irrespective of a design. Example terms include
UML class, Java Class, SQL table and column.

Schema Terms relating to specific design choices including
anything from a universe of discourse. Example terms
include Order, Customer, Trade and Equity

Instance Terms relating to data values. Example terms include
instance, row, value and cast.

C. Understand Cause and Effect

Our framework is used to provide structure both to the
analysis and the results. Issues to be explored include:
whether an issue is related to the strategy or the context in
which the strategy operates, whether the issue is local to a
particular level, and if not what is the cause of an issue. An
issue at the schema level may for example, be caused by
an omission at the language level. This omission may be a
limitation of a particular language or it may be caused by a
conceptual difference. Such a conceptual difference would
be beyond the scope of an object-relational application
project to resolve. In order to correctly address a
conceptual difference, the discourse would need to involve
at least product vendors, standards bodies and possibly
research bodies. Our framework provides the structure
necessary to correctly identify and communicate both the
cause and the consequences.

D. Reflect on Issues and Suggest Changes

Once we understand cause, effect and consequences
we are in a position to suggest improvements to a strategy
or to the context in which that strategy operates. In the
final stage of our process we use the framework to identify
options for change. Each level of our framework provides
an opportunity to address an issue in a different way. The
issues to be explored include: whether it is appropriate to
make an improvement at a particular level, what change
we need at that level in order to resolve an issue, and
whether we change the strategy such that an issue is
avoided. In order that others benefit and to avoid wasted
effort, suggestions and improvements should be fed back
into the wider discourse through changes to ORM tools,
standards and the patterns used to describe strategy.
Through the use of common abstractions and consistent
terminology, our framework provides the structure
necessary to communicate these improvements and to

facilitate a coherent discourse for their implementation
across cultures [23].

In the next section we provide an example of how the
process and framework are used together to understand
and improve a strategy.

Figure 4. Financial Instrument Class Hierarchy

VII. USING OUR PROCESS – A WORKED EXAMPLE

Figure 4 presents a small class hierarchy for a financial
instrument that provides a case study for our worked
example.

There are two distinct and mutually exclusive kinds of
instrument: Equity and Debt. Each is identified by an
International Securities Identifying Number (ISIN) code.
The ISIN code is defined under ISO 6166 and is unique
across all financial instruments. In order to simplify the
example, no associations or aggregates have been used.

We anticipate that such a hierarchy would form the
basis for a Java application that would maintain data about
financial instruments. The design of that Java application
is beyond the scope of this paper but for now we will
assume that Figure 4 provides a suitably accurate
description of the class model.

Our requirement is to provide a means to store data
about the objects of class Equity and class Debt in a
relational database. We need to produce a data structure
using SQL that corresponds to a Java data structure based
on Figure 4. There are a number of strategies that take as
their starting point a class hierarchy and produce an SQL-
92 based representation. Three such strategies are [13] p9-
17:

a) A single table per class hierarchy

b) A single table per concrete class

c) A single table per leaf class

Let us consider strategy (a) (“the strategy”). This
strategy combines the definition of all classes in a
hierarchy to form a single SQL table. A row of this table
will store data about an instance of a class in the hierarchy.
We are considering this strategy because Keller [12]
recommends it as a strategy for a small application and
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Ambler [24] recommends it for systems with a shallow
class hierarchy. Ambler [5] suggests that during the
development of an object-relational application refactoring
is used to implement a change of strategy should it prove
necessary. We will use SQL-92 for our example because
no description of this strategy uses the additional facilities
available in later versions of SQL.

In the following sections we show how in the context
of our process, our framework is used to understand and
improve the strategy. The outcomes of using our strategy
could be used to compare strategies in order to choose the
most suitable one. We do not show such a comparison in
this paper but focus instead on improving a strategy.

A. Comprehend the Strategy

In the previous section we established our rationale for
using the strategy. Here we show how the strategy
achieves our objective to store object data.

1) Applying the Strategy to our Case Study
The process of applying the strategy is summarised as

follows:
 Create a single table (Ambler suggests using the

name of the root class as the table name).
 Create a column for each attribute.
 The data type of a column must correspond to the

type of an attribute in so far as it must accept all
possible values of that attribute.

 Each column representing a subclass attribute
must accept NULL regardless of its definition in
the class model.

Applying the strategy to Figure 4 produces the SQL-92
table definition presented in Figure 5. Note that a single
row in this table will represent data about either an object
of class Equity or an object of class Debt. The columns
NUMBER_OF_SHARES, DIVIDEND_DATE and
INTEREST_RATE must therefore accept NULL even
though for their respective classes they are mandatory.

2) Assumptions
Descriptions of the strategy in Keller [13] and Ambler

[24] make the following assumptions:
 It is not necessary to maintain the parent-child

relationship between a class and a subclass in the
database. This relationship is used to identify the
attributes necessary for the definition of a table.

 An object can be fully described using a single
row.

 The data types of a class attribute and a column
are compatible.

 Only that column corresponding to an attribute of
a class to which an instance belongs is set for a
row. All other columns will be set to NULL.

 The mapping of a class attribute to a column is
documented in some form or at least is somehow
known by those who must use it.

 If the data type of a class member attribute is
changed, regardless of the topological position of
the class in the hierarchy, that change applies to all
rows of the table.

3) Costs and Benefits
The main benefits of this strategy are [24]:
 Data about all objects is accessible from a single

table;
 There is only one table for a programmer to

consider;
 The mapping from a class hierarchy to a single

table is a “simple approach”;
 It is easy to add a new class should requirements

change.

create table INSTRUMENT(
ISIN CHARACTER(12) PRIMARY KEY,
NAME CHARACTER(20),
DESCRIPTION CHARACTER(40),
NUMBER_OF_SHARES INTEGER NULL,
DIVIDEND_DATE DATE NULL,
INTEREST_RATE FLOAT NULL)

Figure 5. The SQL-92 table derived from the Instrument class
hierarchy

Ambler and Keller describe a number of issues with
this strategy. One such issue relates to classification. In
order to maintain the class member semantics of a
collection of data values in the context of table
INSTRUMENT, there must be some means to differentiate
between data for an object of class Equity and data for an
object of class Debt. There are at least three options for
achieving this:

a) Infer the class of a row from the existence of
values for its attributes [13], p13. For example only the
row for an object of class Equity will have a value for
NUMBER_OF_SHARES. For a Debt object this column
would have a NULL value.

b) Augment the table definition with a new column
the value of which indicates the class of data to which a
row belongs [24]. For a row representing data about an
object of class Equity for example, this column would
have the value “EQUITY”.

c) Use a discriminator value from the universe of
discourse in order to differentiate the class of data stored
in a row [13], p13. Similar to option “a” but here we look
at the actual value not its presence, and option “b” but
use the values stored in an existing column rather than
creating a new one. All Debt ISIN codes could include the
character “D” at a certain position. This character
indicates that the ISIN code is non-atomic and identifies
data about an object of class Debt.

Let us consider option (a) because it does not require
the maintenance of additional data. A user of the table
INSTRUMENT must know how to infer class
membership.

Other issues documented in [13] and [24] include
potential wasted space in the database through the use of
NULL, the consequences of certain changes to the class
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hierarchy, locking issues because all data is the same
space, and indexing issues because secondary indexes are
required.

With as full grasp of the current knowledge about a
strategy as space allows, and a worked example based on a
case study to cement this understanding, we are now in a
position to start our analysis. This analysis will identify the
cause of these implementation issues and highlight new
issues.

B. Analysis of the Strategy

The observations and insights we have gained during
our analysis of the strategy are described in the following
subsections. They are not listed in any particular order but
they are categorised using the levels of our framework.

1) Conceptual Insights
We need to represent a class hierarchy in a SQL

schema in order to provide for requirements and design
traceability. It is essential to understand the semantics of a
particular class hierarchy before applying the strategy. The
strategy does not make clear which definition of a class is
being used.

In mapping a class to a table, the strategy mixes levels
of abstraction (the shaded boxes in Figure 6). The term
“table” is a language level construct within the relational
silo. The term “class” is a conceptual level construct
within the object silo. This strategy should either map a
class to a relation or map a class in a particular object-
oriented programming language, e.g., Java to a table. This
is an important distinction because the semantics of a Java
class are not the same as those of a C++ class at the
language level. A C++ class for example supports multiple
inheritance.

Figure 6. Mixing levels of abstraction

A relation represents a kind of fact. In combining the
definitions of all subclasses into a single relation this
strategy overloads the semantics of a relation. A relation
must now represent more than one kind of fact although
each tuple represents a single fact.

2) Language Insights
The strategy employs a class hierarchy as the basis for

the definition of a table, but the actual hierarchy is not
represented in the database. We therefore lose
requirement and design traceability.

SQL-92 provides no explicit support for a hierarchy in
the definition of a table. Support for a hierarchy can be
designed into a table but the strategy does not require, nor
the SQL-92 based representation (Figure 5) preserve, the
parent-child relationship between a class and a subclass.

To ensure data integrity and to enforce the semantics
of a disjoint subclass, there must be some way of
identifying to which class the data in a row belongs.

A column in a table represents an attribute of a class.
The assumption is that they are of equivalent data types.
SQL-92 has a predefined set of data types. The type of a
class attribute may be another class although that is not
shown in this example. The definition of that class is a
schema level decision so there is no guarantee of type
compatibility at the language level and casting must be
used. The strategy does not describe how to address
differences in type or scale.

3) Schema Insights
The classes Equity and Debt are disjoint. Class

Instrument is abstract. These are design features built into
our class model (Figure 4). The SQL table INSTRUMENT
is formed from the union of the attributes of the class
Instrument and the subclasses Equity and Debt. These
attributes are represented as columns of the table
INSTRUMENT. Data about each object is stored in a row
of the table INSTRUMENT. As the primary key, ISIN
provides the semantics of a disjoint subclass because it is
unique across all financial instruments.

Instrument is an abstract class. Although no object of
this class should exist, for reasons of data integrity it is
important to prevent the insertion of a row of this class in
the table INSTRUMENT.

The data type of each column of the table
INSTRUMENT has a trivial correspondence to the type of
the corresponding attribute of each class. This
correspondence is not always so trivial. Some attributes
may be derived or use names which are not the same as or
similar to the column name. A user of the schema must
understand that a row of the table INSTRUMENT
represents data about one of two kinds of object. They
must also know how to differentiate those kinds of data.

4) Instance Insights
The class of data stored in a row may be determined in

a number of ways. The choice must be made clear to those
who use the table. In this example we have chosen to infer
the class from one or more column values.

The semantics of the Instrument class hierarchy are not
represented in the table INSTRUMENT and so it is not
straightforward to query over a subclass of Instrument and
all its subclasses. In our simple example classes Equity
and Debt do not have a subclass. If they did a programmer
must understand the conditions for returning only those
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rows belonging to each object of each subclass in which
they have an interest.

TABLE IV. INSIGHTS INTO THE STRATEGY FROM USING OUR

FRAMEWORK

Level Insights into the Strategy
Conceptual Mix levels of abstraction.

A relation has no explicit semantics of hierarchy.
Overload the semantics of a relation.

Language Omit the subclass relationship.
Issues of type or scale between an attribute and a column.

Schema Enforce the semantics of a subclass.
Enforce the semantics of an abstract class.
Make explicit the correspondence between attributes and
columns.
Differentiate the class of data held in a row.

Instance Identifying the class to which the data in a row belongs.
Query a sub-hierarchy.

5) Summary
We have used our framework to question the strategy

at a number of levels of abstraction. Table IV summarises
the insights that thinking about the strategy in terms of our
framework provides. Each level of our framework has
focused attention on a different aspect of the nature of the
strategy. Our framework has helped us to see new issues
and relationships. In the next section we use our
framework to explore these relationships and their
consequences.

C. Understand Cause and Effect

Here we provide two examples of cause and effect
relationships based on the conceptual issues of overloaded
semantics and support for the semantics of hierarchy.

1) Overloaded Semantics
In Table V we use the levels of our framework to show

the consequences of overloading the semantics of a
relation.

The strategy is described in [13] p9-17 using terms that
we generally recognise within the language level of our
framework, for example a class corresponds to a table and
an attribute corresponds to a column. This strategy does
not address the root cause of this problem only the
symptoms. Our framework shows that we must look to the
conceptual level for the cause of the overloaded semantics
problem.

The results of applying our framework (Table V)
clearly show that the conceptual problem of representing
more than one kind of fact using a relation has
consequences within the levels below. The strategy
confronts this conceptual problem at the language level by
requiring a way to differentiate the data stored in a row.
The choice of mechanism for differentiation will impact
the definition of the table INSTRUMENT at the schema
level. Ultimately at the instance level, a programmer
working with data in a row of table INSTRUMENT must
understand how to differentiate between data about an
Equity object and data about a Debt object.

Using our framework we relate the consequences of
this conceptual problem back to the implementation

problem of wasted space described by Amber and Keller
(see Section VII.A). The overloading of a relation
necessitates NULL valued columns. WHERE clause
complexity is another consequence of overloading the
semantics of a relation.

TABLE V. OVERLOADING THE SEMANTICS OF A RELATION

Level Consequences
Conceptual In our example a relation must represent two kinds of

fact. There must be some way to differentiate the class of
data held in a relation.

Language An SQL table is a representation of a relation. The SQL
language requires that all rows in a table share the same
definition provided by that table. The strategy necessitates
we compromise by (i) providing some way to
differentiate a row, and (ii) accepting that a column
corresponding to a subclass attribute must accept NULL.
Preservation of semantics requires that the SQL language
support a form of constraint.
There must be a mechanism to document the
correspondence between a column and a class attribute.

Schema The definition of table INSTRUMENT must provide
some way to differentiate a row. A row may represent
data about an object of class Equity and an object of class
Debt. We chose to infer class membership from column
values.
The columns NUMBER_OF_SHARES,
DIVIDEND_DATE and INTEREST_RATE must accept
NULL even though for their respective classes they are
mandatory. A database constraint must ensure attributes
are populated correctly based on class.

Instance Our chosen option for identifying class membership does
not require additional columns but class membership is
not explicit. A user of the table INSTRUMENT must
understand how to differentiate the class of a row based
on the value or one or more columns. Differentiating a
row based on multiple columns adds complexity to a
WHERE clause.
Using another method for identifying class membership
requires more data be maintained but would make class
membership more explicit.
A program must ensure that the correct columns are
populated for each subclass. A DBA must enforce this
using a constraint.
The use of NULL values can result in wasted space in a
database but this depends on vendor implementation.

2) Omitting the Semantics of Hierarchy
In Table VI we use the levels of our framework to

show the consequences of omitting the semantics of
hierarchy.

We must look to the conceptual level of our framework
for the root cause of the hierarchy problem. The semantics
of hierarchy are not present in a relation. The strategy does
not attempt to address this problem at the language level.
As a result at the schema and instance levels it is necessary
to encode the semantics of a hierarchy outside the table
INSTRUMENT.

A consequence of omitting the semantics of hierarchy
is that these semantics are encoded in database constraints
and in each query that needs to make use of them. Should
the hierarchy change, all places where these semantics are
encoded must also be identified and changed. We must
encode the semantics of hierarchy because they are not
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present in the table INSTRUMENT. They are not present
because an SQL table does not have explicit support for a
hierarchy and the strategy does not address this. An SQL
table has no support for hierarchy because it is based on
the concept of a relation which itself supports no notion
hierarchy. If we had adopted the approach of [3] and
focused solely on aspects covered by the schema an
instance levels of our framework, we would not have
identified the real cause of this problem.

We have identified new issues, traced their cause, and
shown that they have consequences for those developing
an object-relational application. Our framework can also
be used to understand an existing issue and to provide one
possible chain of cause and effect. Table VI shows that
whilst providing a means to query the Instrument
hierarchy, this strategy introduces problems if one wishes
to query any hierarchy below that (an issue not present in
our case study).

TABLE VI. OMITTING THE SEMANTICS OF HIERARCHY

Level Consequences
Conceptual The semantics of a class hierarchy are well defined, but

the actual semantics in use depend on the context
provided by a class model and the intention of the
designer. A relation has no explicit semantics of
hierarchy.

Language An SQL-92 table also has no explicit semantics of
hierarchy. The strategy does not provide a means to
address this.

Schema The semantics of the Instrument class hierarchy are not
present in the table INSTRUMENT. In order to preserve
data integrity, a DBA must encode these semantics in one
or more database constraints.

Instance In terms of the class hierarchy, all we can say about a
single row is that it belongs to a given class and to the
hierarchy rooted at class Instrument. Information
regarding the topological position of that class in the
hierarchy is not present in either the data or the definition
of the table INSTRUMENT. A position may be inferred
[25] but this should not be necessary and is prone to
ambiguity. As a consequence, to correctly form a
polymorphic query over a sub-tree, a programmer must
encode the semantics of the Instrument hierarchy in a
query. The deeper the hierarchy one represents using a
single table, the more complex the WHERE clause
becomes. This is particularly true if one wishes to query
data for objects belonging to a leaf class.

Our framework can also be used to clarify received
wisdom. Contrary to Keller’s suggestion in [13], p13, it is
not sufficient to only identify to which class a row of data
belongs. The query must also include the semantics of that
hierarchy. Table VI uses our framework to show why a
query must include these semantics.

The root cause of an issue is not always at the
conceptual level of our framework. We have assumed that
there is a direct correspondence between a class hierarchy
and a table. A schema provides the context necessary for
normalisation. Normalisation is a process within the
relational silo that breaks down correspondence at the
schema level. This issue must be resolved within the
design of a schema.

3) Summary
We have shown that our framework provides a way to

understand both the cause of an issue with a strategy and
the consequences of that issue. The root cause of an issue
may be at any one of the levels of our framework and its
effect may materialise in different ways. In the next
section we use our framework to reflect on this new
understanding and suggest opportunities for improvement.

D. Reflect on Issues and Suggest Changes

We have identified two issues with the strategy:
overloading the semantics of a relation, and omitting the
semantics of hierarchy. We can improve the strategy in
two ways: either indirectly by addressing the symptoms of
an issue or directly by addressing the context.

The context of any given level of our framework is
those levels above it, so for the schema level the language
and conceptual levels provide the context. The cause of an
issue may be at any level of our framework. Our
framework also provides a means to understand at which
level symptoms emerge and for thinking about the most
appropriate approach to address them.

Understanding cause and effect is not the only
requirement for change. The ability to effect change
depends on the power and influence of those involved.
Ideally the root cause of an issue should be addressed, but
this is not always an option for those developing an object-
relational application. Their influence will typically
concern the schema and instance levels although the use of
dynamic languages such as Ruby and Groovy [26] may
change this. If an issue is best resolved at the conceptual or
language levels they will still have to adopt an indirect
approach and therefore only address the symptoms of an
issue. Those involved with the definition of a standard or
the design of a programming language will have influence
to affect change at the language level. Research bodies
and the community in general are best placed to deal with
a conceptual issue. They have the power and influence to
adopt a direct approach.

1) Indirectly
An indirect approach takes context as given and will

not address the root cause of an issue. A solution at the
schema level must work within the constraints of the
languages used and as a result also accept any conceptual
problems. The root cause of both our issues is at the
conceptual level. A direct approach in this case will
therefore involve avoidance or mitigation at best. Table
VII summarises some of the indirect options available for
addressing aspects of each issue.

Ultimately it may be more appropriate to use a
different strategy. In order to address the first issue we
could use a strategy that involves creating a separate
relation for each concrete class [24]. This would remove
some of the WHERE clause complexity in terms of class
identification and joins, wasted space and the need to
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maintain additional data but would go against the spirit of
the strategy: to represent all data in a single table.

TABLE VII. INDIRECT OPTIONS

Level Suggestions
Schema Use a different strategy. One that produces a separate

relation for each concrete class.
Create a database view for each class.
Add a column PARENT_CLASS that indicates the parent
class.

Instance Using a different strategy avoids maintenance of additional
data.
Use a database view to realise data for a subclass.
Infer class membership from attribute values.
Set the value of PARENT_CLASS to be the classifier value
for the parent class.

One solution that does not involve a change of strategy
is to retain the single base table INSTRUMENT but
represent each subclass or subclass hierarchy as a database
view. Using a database view hides WHERE clause
complexity for a schema user and the semantics need only
be defined in one place. This solution does not address the
need to maintain additional data or the problem of wasted
space in the base table (although this is arguably a
database vendor implementation issue). The use of a
database view would increase the space required but only
marginally if a materialised view is not stored. We can
avoid the maintenance of additional data if we continue to
infer class membership from the existence of data values
or use an existing discriminator value from the universe of
discourse.

Neither approach addresses the omission of the
semantics of hierarchy. Adding a column
PARENT_CLASS does not solve the problem because it
confuses intent and extent. The semantics of a hierarchy
are mixed with the data representing an object. This messy
implementation fudge is not a viable solution because it is
still necessary to know how the hierarchy is structured and
there are problems with an abstract class or any class
where no rows (yet) exist.

2) Directly
Here we use the levels of our framework to suggest

changes to the context in which the strategy operates. In
Table VIII and Table IX are options for addressing both
issues at each level of our framework. We do not propose
a complete solution. Our objective is two fold. First to
show that there are options at the conceptual and language
levels, and second to highlight that these provide different
options at other levels of our framework.

In the case of both issues, the root cause of the problem
is at the conceptual level of our framework. This is
therefore the most appropriate level at which to make
improvements, but changes at this level are the most
fundamental. A change at the conceptual level will have
far reaching consequences, will require input from
researchers and standards bodies, and consequently will
take time to implement. Such a change is out of scope for
any object-relational application development project.

We note that work to address these issues by changing
context has already started. The majority of the solution
described in Table IX is possible using the object-
relational features introduced in SQL:1999 (“OR-SQL”).
Only the ability to insert data into the table
INSTRUMENT and have a row created in an appropriate
sub-table is not supported. Although counterintuitive, this
facility may be important for a programmer because it
maintains the single table nature of the solution provided
by the original strategy.

TABLE VIII. DIRECT OPTIONS FOR ADDRESSING OVERLOADED

SEMANTICS

Level Suggestions
Conceptual Recognise that a relation may represent more than one

kind of fact.
Language Provide a classifier mechanism in the definition of a

table.
Extend the SQL language or its implementation to
support optional columns based on this classifier.

Schema Do not represent Equity and Debt as subclasses. Use a
single class Instrument. This is not in the spirit of the
object model and may cause issues in the object silo.
Represent each class using a separate table. Again, this is
not in the spirit of the strategy.

Instance Provide access to the classifier mechanism above within a
query.
Insert only the data values required based on the
classifier. Omit a column if it is not relevant to a
particular kind of row.

In Section VII.A.3 we listed some of the benefits of the
strategy. These benefits come at a cost. Storing data about
all objects in a single table may be a “simple approach”
[24] but it has costs in terms of work on database
constraints and queries. Whilst it may be easy to add a new
class, such a change has consequences including the
maintenance of database constraints and queries. Our
framework has drawn attention to these problems and
provided a way to think about improving the situation.
The information emergent from the use of our framework
and process is therefore of benefit to those who must
choose and implement this strategy.

TABLE IX. DIRECT OPTIONS FOR ADDRESSING THE OMISSION OF

HIERARCHY

Level Suggestions
Conceptual Recognise the possibility of a hierarchy of relations.

Support the concept of an abstract relation.
Language Support a hierarchy of tables and permit a single query

over the hierarchy of tables. That query does not need to
include the names of all sub-tables.

Schema Create a separate table for classes Instrument, Debt and
Equity but each table is part of a hierarchy of tables.
Each table may be queried individually or as part of a
hierarchy.

Instance Create a row in the corresponding base table or by
inserting into table Instrument. Query the entire
hierarchy or part thereof using a single statement.

3) Summary
Our analysis has demonstrated that this ORM strategy

does not address two conceptual problems because it is a
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solution at the language level of our framework. The
strategy does not attempt to mask these problems and this
results in work for those who use it to implement an
object-relational application.

There are indirect options open to those developing an
object-relational application. Whilst these do not address
the fundamental problem they will improve the situation in
the short term leaving time for conceptual issues to be
addressed through a direct approach.

There are a number of strategies for any impedance
mismatch problem. It may be that using another strategy is
more appropriate for those developing an object-relational
application. We anticipate that effecting change at the
conceptual and language levels of our framework will be
more difficult than at the schema or instance levels.
Changing the definition or implementation of SQL for
example is not feasible for those developing an object-
relational application. Our framework provides a basis for
making the decision to change by asking that we think
about cause, effect and consequences. That information
helps when selecting amongst alternatives. At this point
we have come full circle in our process (Figure 3).

VIII. CONCLUSION AND FUTURE WORK

Our conclusions concern the framework used to
understand a strategy and the process by which we used
the framework to suggest improvements to a strategy.

1) The Framework
We have demonstrated that understanding a strategy at

different levels of abstraction does identify the root cause
of an issue. Our framework is not concerned with the
issues of implementation that have driven work by Ambler
[24] and Fussell [11]. We have also demonstrated that in
order to address an ORIM problem at the most appropriate
level of abstraction we must understand the real issues that
underpin that problem.

In our framework we have a new way to understand an
ORM strategy. If we think about a strategy at a number of
levels of abstraction we find new insights into a strategy.
These insights provide an opportunity to improve a
strategy and the context in which a strategy operates. If the
outcomes appear obvious it is because of the new
perspective provided by our framework. A perspective that
takes context as given, is driven by a single problem, or
which views a solution as an exercise in software
architecture ([16], [11]) will not produce the same results.

Ambler [16] suggests software architecture as a means
to shield a programmer from the details of a strategy. In
terms of our framework this is predominantly a schema
level activity within the object silo. Fussell [11] suggests a
separation based on client and server. This separation
corresponds loosely to the object and relational silos of our
framework. Fussell’s emphasis is on decoupling but
impedance mismatch problems occur when we try to
combine object and relational artefacts. Neither
perspective provides the same scope or a means to
facilitate an analysis of cause and effect and an
understanding of consequences that we have achieved
from the use of our framework. Taking a step back from

the detail of implementation, our framework allows us to
address the cause of a problem, not its symptoms, at the
most appropriate level of abstraction.

The information elucidated through the use of our
framework will be of use to standards bodies, tools
vendors and those who define a strategy. Thinking about
the consequences of a strategy provides information
necessary to choose between alternatives. Those working
on an object-relational application can now make a more
informed choice of strategy. Those working on database
and programming language standards see the impact of
past choices and the need for change. Researchers in
object and relational concepts see the consequences of
their work and that there is still work to be done to cross
the chasm [27].

The framework helps bridge the cultural impedance
mismatch [23]. Through the use of common levels of
abstraction our framework facilitates a discourse between
proponents of object and relational perspectives. A
specific set of terms must be employed at each level of the
framework although further work is required to develop a
formal ontology of terms based on Table III. We are now
in a position to address problems of an ORIM in a
structured and consistent way, not just across levels of
abstraction but also between silos. We can now think in an
integrated way, for example how decisions made in the
design of Java correspond to structures in SQL or vice
versa. We also have a way to understand the impact of
these changes for those designing both an object and a
relational schema and programming an object-relational
application.

Another opportunity for our framework is to
understand the impact and potential of changes introduced
in OR-SQL on the current ORM strategies. In terms of our
framework, OR-SQL appears to characterise a language
level change in the relational silo. Further work is required
to understand the opportunities these changes present for
new or enhanced ORM strategies with languages such as
Java, LINQ [15] and Ruby [26].

A generalised form of our framework could help to
understand issues at the junction of any two paradigms in
computing or other disciplines.

2) The Process
We have demonstrated that our process provides the

necessary guidance to improve a strategy. We have
identified options for change that are linked to a
conceptual problem not a symptom of an implementation.
We have also demonstrated that our process supports a
shift in thinking away from implementation issues because
we start by understanding a strategy and issues of
implementation, but finish by suggesting solutions at a
number of levels of abstraction.
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Abstract—Recently, XML has become a very popular repre-
sentation format for exchange of data within systems biology.
This has made large amounts of XML data available on the
Internet and there is a need for tools to easily and efficiently
manage this data. In this paper we give an overview of existing
standards and analyze the situation. We describe two tools
that have been developed to provide and experiment with
data management for XML standardized data. We evaluate
the efficiency for each of the tools, show that they provide
more efficient data management and make a proposal for a
future combined solution. The paper is an extended version of
[1] where we put the work in a larger context of efficient XML
data management for systems biology.

Keywords-XML; XQuery; hybrid XML management; graph
processing; systems biology

I. INTRODUCTION

During the past few years researchers within bioinformat-
ics and systems biology have started to produce larger and
larger quantities of experimental data. The goal in the area
is to understand how proteins, genes, and other substances
interact with each other within living cells. This is the key
to understand the secret of life, and as such it has been set
as a major goal for bioinformatics research by the Human
Proteome Organization [2] and the US National Human
Genome Research Institute [3]. Enhanced understanding in
this area is essential for discovering new medical treatments
for many diseases.

Within the area the tradition has been to publish results
from experiments in databases on the web [4], [5], [6],
[7], [8], making it possible for researchers to compare and
reuse results from other research groups. The information
content, data model and functionality are different between
the databases, which makes it hard for a researcher to track
the specific information he or she needs. However, most
of the databases provide some kind of export facility in
one or several XML-based exchange formats for protein
interactions, e.g. SBML [9], PSI MI [2], and BioPAX [10].

One important discipline within systems biology where
many standards exist and the emphasis of this article are
biological pathways and molecular interactions. In this area
the data form complex networks and it is important to

enable analysis of these networks to detect key molecules for
functionality or similarities between different species [11],
[12].

One reason for the popularity of XML for exchange of
data within bioinformatics and other areas is its flexibility.
XML can be used for representing all kinds of data ranging
from marked-up text, through so called semi-structured data
to well structured datasets. This is a benefit especially within
systems biology where datasets often contain well structured
parts, such as tables or interaction graphs and unstructured or
semi structured annotations or descriptions of, for instance,
the experimental setup.

Supporting the flexibility that makes XML appealing
is challenging from data management and technical per-
spectives. Two main approaches have been used, native
databases designed specifically for XML and shredding
XML documents to relations. More recently, hybrid imple-
mentations that combine native and shredding strategies are
provided by the major relational database vendors (Oracle
www.oracle.com, IBM www.ibm.com/db2 and Microsoft
www.microsoft.com/sql/default.mspx). This offers new op-
tions for storage design where native and relational storage
can be used side by side for different parts of the XML data.
Within systems biology the situation is further complicated
by the need for graph analysis functionality, which requires
complex analysis capacity.

In this paper we will further analyze the situation and
present two tools for management of XML data within
bioinformatics. The paper starts with a brief overview of
availability of standards and data within bioinformatics.
Based on this overview we present the goals and motivations
for the work. We then present two different tools. The first is
a graph analysis extension to XQuery that enables efficient
and easy to use graph functionalities. The second is a tool
that enables the user to design and compare hybrid XML
storage and thus further improve efficiency of the storage
model. For each tool we present the main ideas behind them,
exemplify the use of the tool and evaluate the performance.
At the end of the paper we discuss related work and lay
out the direction of a full scale future tool that could be
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Figure 1. Excerpt of an SBML document.

supportive of data management within bioinformatics.

II. XML STANDARDS FOR BIOINFORMATICS

In a study [13] in 2006 we found 85 XML-based formats
in systems biology. These include formats for exchanging
information about substances, interactions, pathways, com-
partments, organisms and experiments.

With the large interest in using XML-based formats for
exchange and export of data within systems biology the
need for standardization has become obvious. Some formats
have become de facto standards or at least widely accepted
formats (for example Seq-entry and INSD-Seq [14]), while
other are intended as candidates for future standards. Table
I is based on the evaluation in [13] and lists examples of
commonly used XML-based bioinformatics formats. The
version given for each format is the latest version available.
However, in many cases, actual use and support in software
and databases may be predominant for earlier versions.

Of the formats listed there are formats for representing
molecular interactions or pathways, describing structure of
substances (DNA, RNA, proteins or other chemical com-
pounds). The formats for interactions and pathways could
be either aimed at describing simulation properties (e.g.
SBML[9] or CellML[15]) or experimental results (e.g. PSI
MI [2]). The formats for structure of substances are often
export formats for certain databases.

Figure 1 shows the basic structure of an SBML document.
It contains lists of compartments, species and reactions that
are part of the simulation model. Internal references are used
to connect species to reactions, thereby avoiding redundancy

Figure 2. Excerpt of an UniProtKB document.

of species information. Figure 2 shows the basic structure
of a UniProtKB document. It contains a list of entries
which in turn contains elements with name information
for proteins, genes, and organisms, database and literature
references, and additional information (annotations). The
entries also contain (not depicted in the figure) sequence (for
the protein) and keywords (using controlled vocabularies).
Here emphasis is on citations, names and taxonomy.

During the latest years efforts to standardize XML-based
formats in the bioinformatics area has been intensified. Or-
ganizations such as the Proteomics Standards Initiative (PSI)
and Institute for Systems Biology (ISB) have developed
standards within different fields of bioinformatics. Adoption
of standard formats is delayed due to implementation in tools
and database APIs/data dumps.

Sometimes several standard formats for the same type
of information are developed. In the mass spectrometry
area standardization attempts led to mzData[20] (PSI) and
mzXML[19] (ISB), both of which are supported in different
tools. The two organizations has been working on a joint
standard, mzML[23], that combines aspects of mzData and
mzXML and version 1.0.0 was released in June 2008 [24].
Another release, 1.1.0, was made in 2009 [24] for fixing
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Name Ver. Year Defined by Purpose Data
SBML
[9]

2.4 2008 Systems Biology
Workbench
development
group.

A computer-readable format for
representing models of biochemi-
cal reaction networks.

Data available from
many databases, for
instance, KEGG,
www.genome.jp/kegg/ and
Reactome, www.reactome.org.

PSI MI
[2]

2.53 2006 HUPO Proteomics
Standards
Initiative.

A standard for data representa-
tion for protein-protein interaction
to facilitate data comparison, ex-
change and verification.

Datasets available from many
sources, for instace IntAct
www.ebi.ac.uk/intact/, and
DIP http://dip.doe-mbi.ucla.
edu/.

Bio-
PAX
[10]

L. 3 (0.92) 2008 The BioPAX
group.

A collaborative effort to create a
data exchange format for biological
pathway data.

Datasets available from Reac-
tome www.reactome.org

CellML
[15]

1.1 2002 University of Au-
ckland and Phys-
iome Sciences, Inc.

Support the definition of models of
cellular and subcellular processes.

CellML Model Repository
( 240 models) www.cellml.org.

CML
[16]

2.2 2003 Peter Murray-Rust,
Henry S. Rzepa.

Interchange of chemical informa-
tion over the Internet and other
networks.

BioCYC www.biocyc.org.

EMBL-
xml
[14]

1.1 2007 European Bio-
informatics
Institute.

More stability and fine-grained
modelling of nucleotide sequence
information.

EMBL www.ebi.ac.uk/embl .

UniProt
KB [17]

1.28 2009 UniProt
Consortium

XML Schema for UniProtKB Swiss-Prot and TrEMBL
www.uniprot.org

INSD-
seq
[14]

1.5 2009 International
Nucleotide
Sequence Database
Collaboration

The purpose of INSDSeq is to pro-
vide a near-uniform representation
for sequence records.

EMBL www.ebi.ac.uk/embl
and GenBank www.ncbi.nlm.
nih.gov/Genbank .

Seqentry n/a n/a National Center for
Bio-technology In-
formation.

NCBI uses ASN.1 for the stor-
age and retrieval of data such as
nucleotide and protein sequences.
Data encoded in ASN.1 can be
transferred to XML.

Entrez www.ncbi.nlm.nih.gov/
Entrez.

MAGE-
ML
[18]

1.1 2003 Microarray Gene
Expression Data.

To facilitate the exchange of mi-
croarray information between dif-
ferent data systems.

ArrayExpress www.ebi.ac.uk/
arrayexpress.

Mz
XML
[19]

2.1 2004 Institute for Sys-
tems Biology

The common file format for mass
spectrometry data.

PeptideAtlas www.
peptideatlas.org, Sashimi
sashimi.sourceforge.net, Open
Proteomics Database http://
apropos.icmb.utexas.edu/OPD.

Mzdata
[20]

1.05 2005 HUPO Proteomics
Standards
Initiative.

To capture peak list information. Its
aim is to unite the large number of
current formats into one.

AGML
[21]

2.0 2004 Medical University
of South Carolina.

To model the concept of annotated
gel (AG) for delivery and man-
agement of 2D Gel electrophoresis
results.

AGML Central
http://bioinformatics.musc.
edu/agml2/web/pages/

ProtXML
[22]

n/a n/a Institute for Sys-
tems Biology

A format for storage, exchange,
and processing of protein iden-
tifications created from ms/ms-
derived peptide sequence data.

PepXML
[22]

n/a n/a Institute for Sys-
tems Biology

A format for storage, exchange,
and processing of peptide
sequences derrived from ms/ms
scans.

Table I
AVAILABLE STANDARDS, CREATORS AND AVAILABILITY.
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shortcomings that had hindered the implementation of the
standard.

Due to the nature of the field, the community has realized
that there will exist a plethora of competing formats and a
number of specifications on minimum information required
within different fields has been devised, e.g. MIAME [25]
(Minimum Information About a Micro-array Experiment)
for micro-array data, MIAPE [26] (Minimum Information
About a Proteomics Experiment) for proteomics data, MIGS
(Minimum Information about a Genomic Sequence) for
genomics data and MIRIAM [27] (Minimum Information
Requested In the Annotation of bio-chemical Models) for
system biology models. They often require use of controlled
vocabularies. Other requirements could be literature source
references or information about from which organism data
was collected.

Given the situation today there will continue to exist a
large number of XML-based bioinformatics formats in the
future. In addition, several formats for storing the same type
of data and different versions of the same formats will be
used simultaneously.

III. GOALS AND MOTIVATION

There are a number of tools available for management
and processing of XML data. In addition, there are also a
number of dedicated tools available for handling data in the
special designed standards for bioinformatics. Examples of
such tools are simulation tools and visualization tools, e.g.
Cytoscape [28] and GNU MCSim [29], that offers import
and export in various predefined XML formats. The focus for
this paper are applications where there is a need for complex
information retrieval, i.e. where the user needs to combine
the data to gain new information. In addition we assume that
the user is interested in data from several different databases,
exported in several of the standards described above. The
most natural way to provide this is to store the data within
a database and query it.

However, for bioinformatics this puts hard requirements
on the data management solution. On the one hand the data
that we want to use is downloaded from the web in one
of the many XML standards that are available within the
area. This means that we need solutions where it is fast
to import the data into the database and where little effort
needs to be spent on designing the storage solution. On the
other hand many of the tasks that we are interested in, for
instance, combining and comparing information from several
datasets or graph analysis, requires quite complex queries on
the dataset. Previous studies have shown that native XML
solutions do not perform well when the query complexity
grows [30].

The main goal for this work is to explore ways for
more efficient data processing within bioinformatics. Our
primary goal is query efficiency, easy import and reuse of
data in any of the bioinformatics standardized formats is

also an important issue. We will address these issues in
two important tools. The first addresses graph processing
capabilities, and suggests a standard independent extension
to XQuery that provides easy to use and efficient graph
processing of XML data. The second tool provides an easy
way of exploring more efficient storage models for the data.
The motivation for this is that a pure native XML storage
yields too inefficient querying for the data while a relational
storage provides more efficient querying. The goal for our
second tool is to provide easy creation and import of data
to a hybrid XML storage model.

For our first tool we address cases where the databases
provide data export in one or several XML exchange formats
for protein interactions, e.g. SBML [9], PSI MI [2], and
CellML [15]. These datasets available in XML provide de-
scriptions of interaction networks or graphs [31]. Therefore,
it would be beneficial for the user to enable querying and
analysis based on the XML format, i.e. to be able to query
the data using XQuery. Our goal is to find a solution that
can preserve the full functionality of XQuery and in parallel
provide an efficient handle for graph analysis. As many
standardized data representation formats exist for the area
it is important to find a general solution where all XML-
based data formats can be used.

To reach our goal we need a way to enable graph process-
ing directly in the XML environment. One solution would be
to implement graph queries directly in XQuery [32]. How-
ever, our initial studies of this [30] were disappointing. The
queries get complex and inefficient to compute, which make
it impractical for biologists that may have limited knowledge
in programming. Therefore, we want to provide graph func-
tionality within XQuery by extending the language. As we
do not want to change the core functionality of XQuery
we want to add graph functionality through addition of
built-in functions which make them available directly from
XQuery. The first tool we describe presents an extension
to XQuery which allows extended analysis on graphs. The
main application for the work is biological interactions, but
the extension is generic and capable of handling graphs
represented as XML also for other applications. In section
IV we give a general description of the chosen solution, our
implementation and an evaluation of the tool.

For our second tool we will investigate how well hybrid
databases as provided by modern relational database man-
agers [33], [34], [35], [36], [37] can match the requirements
of bioinformatics. With hybrid solutions the user can choose
to use either native or relational storage for his data. It
is also possible to combine the solutions and store parts
of a document as XML and other parts of it as relations.
Consequently the user can work with XQuery for parts of
the data and SQL for other parts. He can also choose to
retrieve results from queries in the format the data is stored
or to convert it to the format he prefers.

We aim at combining the benefit of native XML databases,
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which is an easy to use solution, with the efficiency pro-
vided by relational databases. The main drawback with this
solution is the cost for designing the hybrid storage, i.e. to
decide which parts of the XML code that should be stored
as relations and which parts should preferably be preserved
in its original XML structure. The work by Moro et al. [38]
addresses this problem by providing guidelines for when
parts of the XML structure should be translated or not. They
also provide a tool where the user can design hybrid XML
storage.

In our case the problem is a bit different. Our starting
point is the already available standards within bioinformatics
which provides us with the XML data model and in most
cases also the XML schema defining this model. Therefore
we want a solution where we can use this information as a
basis for the hybrid storage. We have chosen to adapt the
solution by Amer-Yahia et al. [39]. They present a system,
ShreX, which automatically can map an XML schema to
relational tables and import the resulting schema and dataset
into a database.

In section V we present a tool HShreX which extends the
original system to hybrid databases. We have also extended
it with some further functionality to vary the mapping
into relations. We present the main architecture behind the
system, an illustrating example and an evaluation illustrating
the benefit of using the system.

Together the two tools provide a powerful workbench
for analyzing bioinformatics data. In practice they can be
used as two separate tools. However, at the end of the
article we discuss how they can be combined into one single
environment.

IV. AN XQUERY EXTENSION FOR GRAPHS

Our first tool provides efficient and easy to use graph
analysis functionality for XQuery and was previously pre-
sented in [1]. In particular, we want to find a solution that
is applicable to all standards within the area of molecular
interactions and pathway data. We also want to find a solu-
tion where existing efficient graph algorithms can be reused
within the environment. We choose to do this by extending
XQuery with specialized functions for graph analysis. The
goal for our work is to find a solution that adds new
graph functionality that blends well into existing XQuery
functionality and does not introduce new features to XQuery
itself. At the same time we want the data, algorithms and
results to be accessible from XQuery. As the solution should
be independent of XML format, graphs should be freely
modeled by the XQuery/XPath expressions and changes to
the original XML data should not be necessary.

A. Architecture

One of the challenges is to provide a solution that is
independent of XML format, as the external functions must
know which parts of the XML file constitutes the graph.

To deal with this we define a common graph model that
the supplied functions are operating on. In addition to
this our solution must contain handles for connecting the
original XML representation to the general graph model.
The selected graph model enables labeled directed graphs.
It has been chosen so that it captures the most common
properties for biological pathways.

Definition A graph is defined as a quadruple G :=
(V,E, FV, FE) with:

• V , the set of vertices.
• E, the set of edges. An edge describes the relation

between its two endpoints - the two connected vertices
((v, w) ∈ E; v, w ∈ V ). Furthermore, parallel edges
are not allowed, so no two distinct edges may have
the same endpoints. Edges with identical endpoints, so
called loops, are not allowed.

• I , is a set of identifiers used to denote properties, e.g.
name or weight of edges.

• L, is a set of labels, i.e. the values of the properties,
usually a substance name or the weight of an edge.

• FV : V × I → L, is a set of mappings associating
labels for each vertex and a given identifier.

• FE : E × I → L, a set of mappings associating labels
for each edge and a given identifier.

Hence, labels can be attached to vertices and edges
to provide additional information, for instance, enabling
graph algorithms to incorporate weights. Graphs may be
directed or undirected. The focus for this work have been to
investigate connectivity. Therefore we made the restriction
to not allow parallel and looping edges since they not give
extended information to the graph queries of our interest.
The resulting model can capture all information inherent
in the protein interaction and pathway standard descriptions
presented in the previous sections. Hyperedges, i.e. edges
connecting several nodes, can be represented by a set of
edges in our model while identifiers and labels can be used
to represent information not directly captured by the vertices
and edges.

The final step needed for our solution is a way to map the
data between the original XML format and our graph model.
To achieve the required functionality we need handles to
load, get and execute graph analysis on our graph model. The
load functionality constitute mapping from the original XML
data to the graph model. The mapping between the original
XML format and graph model is done by specifying XPath
expressions. These define which parts in the original format
that corresponds to an edge, vertex or a label. Executing
these expressions will result in pointers to XML items
that are used to build the desired graph. The remaining
functionality is used to import graph data back to the
XQuery environment. This can be done either by fetching all
or part of the graph (get) or by retrieving a graph as part of
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Figure 3. Architecture for the extension

executing an supplied algorithm on the graph (execute). As
the data returned from the graph package normally constitute
only part of the data (the graph information or in most
cases a subgraph) from the original format we decided to
use GraphML for its representation instead of the original
graph format. This gives a clear distinction between returned
results and the original data file.

The resulting architecture for our extension is depicted
in Figure 3. As desired XQuery is used to address the
data subject to analysis; the graph extension uses the graph
model to process the analysis. The user can create graphs
that are represented internally in the graph extension. Other
XQuery expressions allow the user to execute graph queries
by utilizing functionality available in the external graph
package. The result from these queries is received by the
user as an XML representation of the graph. If the user
wants he or she can then link these results to the original
XML file by a referencing mechanism.

B. Implementation

A prototype implementation in Java was built on the
native XML database eXist, its XQuery processors and the
JUNG graph framework in order to investigate usability,
performance and overall strength and weaknesses in prac-
tice. We chose eXist version 1.0.2 (exist.sourceforge.net)
since it is an open source native XML database with an
extensible XQuery implementation in Java. The JUNG graph
framework version 1.7.6 (jung.sourceforge.net) has been
chosen to implement the graph model. JUNG is like eXist
written in Java and supports directed and undirected graphs,
hypergraphs, bipartite graphs and labels for vertices and
edges; therefore it easily satisfies the proposed graph model.

To enable an environment where it was easy to experiment
with different functionality and several graphs in parallel we
introduced a set of functions. First we added two functions
to create and delete graphs explicitly (createGraphs and
releaseGraphs). Secondly the load functionality is imple-
mented by a set of easy to use functions to define the prop-
erties like vertex, edge and their labels (loadVertices, load-

LabeledVertices, loadEdges and loadLabeledEdges). Finally
we implemented two functions for retrieveing the graph data
or results of an algorithm (getGraphs and execute). In this
implementation, especially the load functions rely on related
sequences. Therefore, the document order, i.e. the order in
which XML nodes appear in the XML serialization of a
document, is the default order if no ordering is defined.

The required reference mechanism that are used to link
from graph data back into the original XML document are
implemented according to Chamberlin et al. [40] by two
functions, fn:ref and fn:deref. Obviously, the functions can
work correctly only if the node IDs are stable, regardless of
changes to the document if updates are allowed. Updates to
XML documents are not considered in the graph extension.

C. Example

We illustrate how the extension works by showing an
example using the SBML [9] data. An example data model
in SBML is given in figure 4. The example in figure 5
illustrates the usage of the functions in the implementation.

• The root element of the XML data is bound to $doc.
(Expression 2)

• One directed graph is created and bound to $graph.
(Expression 3)

• Two variables bound the IDs of interesting molecules.
(Expression 4 and 5)

• Then all IDs of the species element are selected by an
XPath expression, loaded as vertices into the referenced
graph. (Expression 6)

• A FOR-expression is used to access and load
each reaction into the graph. The URI of each
reaction serves as edge ID and is retrieved with
xqueryp:ref($reaction). The expression
$reaction/s:listOfReactants/s:species-
Reference/@species relates to the vertices
defined in the previous step. (Expression 7)

• After defining the graph’s properties the shortest
path is calculated, the returned XML node is in
GraphML format, the edge ID holds the refer-
ence to the original SBML data. The edge IDs
are selected by //edge/@id and then resolved by
xqueryp:deref which are the reactions in SBML
representing the shortest path between the specified
substances. (Expression 8)

• Finally, the graph is deleted. (Expression 9)

D. Evaluation

To evaluate our approach we have performed a series
of experiments. We were in particular interested in three
properties; the overall performance for graph analysis for
biological pathways data; comparing this with using plain
XQuery; and finally an analysis of the performance of
loading graphs. All experiments were done on a notebook
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<?xml version="1.0" encoding="UTF-8"?>
<sbml xmlns="http://www.sbml.org/sbml/level2" level="2" version="1">
<model id="Tyson1991CellModel_6" name="Tyson1991_CellCycle_6var">
+ <annotation>
<listOfSpecies>

+ <species id="C2" name="cdc2k" compartment="cell">
+ <species id="M" name="p-cyclin_cdc2" compartment="cell">
+ <species id="YP" name="p-cyclin" compartment="cell">
... more species

</listOfSpecies>
<listOfReactions>

<reaction id="Reaction1" name="cyclin_cdc2k dissociation">
<annotation>

<rdf:li rdf:resource="http://www.reactome.org/#REACT_6308"/>
<rdf:li rdf:resource="http://www.geneontology.org/#GO:0000079"/>

</annotation>
<listOfReactants> <speciesReference species="M"/> </listOfReactants>
<listOfProducts> <speciesReference species="C2"/>

<speciesReference species="YP"/> </listOfProducts>
<kineticLaw>

<math xmlns="http://www.w3.org/1998/Math/MathML">
<apply> <times/> <ci> k6 </ci> <ci> M </ci> </apply></math>

<listOfParameters> <parameter id="k6" value="1"/> </listOfParameters>
</kineticLaw>

</reaction>
+ <reaction id="Reaction2" name="cdc2k phosphorylation">
... more reactions

</listOfReactions>
</model>

</sbml>

Figure 4. SBML representation of the Tyson Cell model as it is represented in the Biomodels (www.biomodels.net) database. The example has been
abbreviated and simplified to improve readability.

1: declare namespace s = "http://www.sbml.org/sbml/level2";
2: declare variable $doc {doc("reactome/homo_sapiens.xml")};
3: declare variable $graph {graph:createGraphs("org.exist.xquery.modules.graph.JUNGGraphImpl",true())};
4: declare variable $source {"R_111584_xanthosine_5_monophosphate"};
5: declare variable $target {"R_29398_Pyruvate"};
6: graph:loadVertices($doc//s:listOfSpecies/s:species/@id, $graph),
7: for $reaction in $doc//s:listOfReactions/s:reaction

return graph:loadHyperEdge(xqueryp:ref($reaction),
$reaction/s:listOfReactants/s:speciesReference/@species,
$reaction/s:listOfProducts/s:speciesReference/@species,$graph),

8: xqueryp:deref(graph:execute("dijkstraShortestPath",($source, $target), false(),
true(), $graph)//edge/@id),

9: graph:releaseGraphs($graph)

Figure 5. Example on how to use extended graph functionality in XQuery.

with Windows XP Professional, a 1.6GHz Pentium Mobile
and 1GB main memory.

The first experiments exemplify how well the graph
extension scales for graphs with a few thousand vertices.
In the experiments sample test series were successfully
and efficiently executed on real application data from the
Reactome [6] and KEGG [7] databases. The Reactome data
set is stored in one SBML document of 1.2MB comprising
3054 substances and 1917 reactions which were resolved
into 4832 edges. The KEGG data set is stored in 92 SBML
files with a total of 1,2MB comprising 1652 substances and
1122 reactions which were resolved into 1296 edges.

Figure 6 shows the results of 100 passes of the Dijkstra
shortest path on pairs of substances from the Reactome data
set where the path length was 3, 5, 10 and 25, i.e. the query
presented in section 4 with selected start and end nodes. The
reason for running each query 100 times is to reduce the
impact of other processes, such as Java garbage collection

Figure 6. Performance on the Reactome dataset.

that may affect the result. Analogously, figure 7 shows the
results of 100 passes of the Dijkstra shortest path on pairs
of substances from the KEGG human data subset where
the path length was 3, 5, 10 and 14 on the same query.
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Figure 7. Performance on the KEGG dataset.

Figure 8. Performance comparison of our extension with plain XQuery.

The query times include creating, populating and deleting
the graph, the execution of the algorithm and the XML
representation of the paths based on the original SBML data.
For these tests caching of shortest path results within JUNG
was deactivated. This shows that our graph extension works
well for the tested data.

Secondly, we wanted to compare our results with using
plain XQuery. An adapted depth-first search algorithm in
XQuery was implemented for comparison. All shortest paths
are searched within the given depth. The implementation
shown in figure 9 uses two functions. The local:findPath
creates the spanning search tree recursively, found paths are
marked with a <found/> element. The function expects
three parameters, the cut-off depth, the start and the end
vertex of the path. The second function, local:getParent is
used to traverse the found path up and collect the parents.
This implementation demonstrates how complicated and
inefficient it is to build an algorithm based on sequences
of items and temporary XML fragments.

Figure 8 illustrates the results together with the query
times on the same data set with the graph extension.
The query for XQuery (Reactions) takes longer because it
presents the path with all reaction elements, whereas the
query for XQuery (Substances) presents a condensed version
as a list of elements with the reaction IDs and only the
substance IDs found by the path search as attributes. It must

be noted, that the comparison with the graph extension is not
completely fair. The Dijkstra’s shortest path algorithms used
within the graph extension only returns the single shortest
path whereas the XQuery implementation completely ex-
plores all shortest path within the specified depth. The query
times for a path length of 5 are still acceptable if the data
volume is disregarded, but the query does not finish on the
same data set within an hour with 10 as cut-off depth. One
reason is certainly that with every step the search tree grows
tremendously by the fact that the query does not sufficiently
detect cycles.

Finally, we wanted to analyze the performance of loading
graphs into the graph module to understand how much of
the total execution time that were spent on creating the
graphs. For these experiments we used the Reactome dataset.
As for the total execution time we compared our loading
performance with an XQuery expression retrieving the same
information from the data file. From this experiment we
can conclude that loading the data is very fast. In fact,
most time is spent on retrieving the data from the XML
file. The execution of Dijkstra’s shortest path is even faster
and because of this the differences between different path
lengths are marginal. The divergence between different path
lengths is roughly between 5ms and 20ms on average. In
comparison, the difference between minimum and maximum
performance are significant, but still under half a second.

A final remark is that the presented results refer to small
amounts of data in particular in regards to data volumes
databases are built for and for our tests in memory pro-
cessing could be used. Query times increase dramatically
if the whole KEGG data set is utilized including different
species (132MB, 12122 files), because data is stored highly
redundantly. In that case most time is spent on the XQuery
expressions to retrieve the sequences of items to map onto
vertices and edges. The data volume to process the analyze
is reduced because of the integrated duplicate elimination.
This behaviour is beneficiary for scenarios, where we can
expect that the user loads the data into the database and then
runs a series of analysis on the dataset.

E. Discussion

The general architecture for our extension proposes that
XPath expressions are used to declare the XML data and the
graph model. In our implementation we choose to implement
this as a set of load functions which makes use of side
effects. This is controversial since XQuery is a side-effect
free query language. The main problem with introducing
side effects is that query optimization is hindered. The
order of execution of the graph functions matters putting
restrictions on optimization. However, the evaluation for
all other XQuery expression can still be optimized without
further limitations. Our view is supported by Chamberlin et
al. [40] who state that global optimization is difficult in a
mixed language environment.
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declare function local:findPath($start as xs:string,
$end as xs:string, $n as xs:integer) {

for $species in
$doc//s:reaction[s:listOfReactants/s:speciesReference/@species = $start]

/s:listOfProducts/s:speciesReference/@species
return<item reaction="{$species/../../../@id}"species="{$species}"> {
if($species = $end) then <found/> else

if($species = $start or $n = 1) then () (: loop or max :)
else local:findPath($species, $end, $n - 1)} </item>};

declare function local:getParent($itema as node()?) {
if($itema[@species]) then (local:getParent($itema/..), <node>

{$itema/@species} {$itema/@reaction} </node>) else ()};

<paths>{for $found in local:findPath($source, $target, $maxLength)//found/..
return <path> <node species="{$source}"/{local:getParent($found)} </path>}

</paths>

Figure 9. XQuery version of findpaths used for comparison with our extension.

To avoid side effects one solution would be to implement
the graph as an extended index to the database. This is
possible in for instance eXist 1.1. With this solution the
functionality for creating the graph would be analogous to
creating an index and performed when new files are loaded
into the database. We did not choose this solution, as it
would give us less freedom to experiment with different
graph realizations of a dataset which was a goal for this
version of the tool. An alternate solution would be to
make use of further developments of XQuery like XQueryP
[40], [41] and XQuery! [42]. XQuery! proposes to extend
XQuery with a set of side-effecting operations, especially
handy for XML updates [42]. Therefore it introduces a
new operator that allows applying a sequential mode to an
XQuery fragment. XQueryP introduces even more features
to extend XQuery for application logic [40], [41]. Another
approach to separate the concerns of assembling the graph
and querying it using XQuery could be to annotate the XML
schema of the source format defining the desired structure
and elements of the graph.

V. USER DESIGNED HYBRID STORAGE

Our second tool [43] investigates how well hybrid
databases as provided by modern relational database man-
agers [33], [34], [35], [36], [37] can match the requirements
of bioinformatics. With hybrid solutions it is also possible
to combine the solutions and store parts of a document as
XML and other parts of it as relations. Our aim is to combine
benefit of native XML databases, which is an easy to use
solution, with the efficiency provided by relational databases
and minimizing the cost for designing the hybrid storage.
Our starting point is the already available XML schema
defining the model for the chosen standard. Our tool allows
the user to take benefit from and experiment with hybrid
XML storage.

A. Architecture

HShreX [43] is a tool that automatically can, from an
XML Schema, create a native, relational, or hybrid data

model. HShreX builds upon a previous tool ShreX [39]
developed for shredding XML data into pure relational
storage.

The starting point for HShreX is the XML Schema. When
the user loads a schema in HShreX, it first creates an internal
schema model, which is a tree-like structure specifying
the details of the schema. Once the schema model has
been created it is traversed in order to determine mapping
information (e.g., the simple XML element name should be
mapped to a field called name in the table xyz), from which
a relational model (that can be pure relational, native, or
hybrid) is created. The exact characteristics of the resulting
model depend on a default set of shredding rules which
can be influenced by using annotations in the XML schema.
The user can now inspect the relational model and redesign
it using schema annotations until a desired one has been
created. When a satisfactory model has been created, it
can be loaded onto a live database. This is done by a
relation generator which generates scripts adapted to the
chosen relational database manager. After this step, data can
be loaded by opening XML files. A data converter looks
up mapping information and generates a script with tuple
insertion statements and runs it when all the data has been
read. The architecture is visualized in figure 10. The default
shredding rules include the following behavior:

• Complex elements are shredded into tables. All tables
will get a primary key field named shrex id. If the
complex element is not a root element it will also get
a foreign key field named shrex pid that point to its
parent. This preserves the tree structure in the original
XML data. If the complex element can have simple
content (i.e., text content), a special field is created in
the table to hold any such content.

• Simple elements are shredded into columns in their
parent table if they can occur at most once under their
parent. If a simple element can occur more than once
under its parent it will be outlined to a separate table.

• Attributes are shredded into columns in their parent
table.
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Figure 10. HShreX architecture

<xs:element name="minisbml">
<xs:complexType>

<xs:sequence>
<xs:element name="author" type="PersonType"/>
<xs:element name="molecule" type="Moleculetype"

minOccurs="1" maxOccurs="unbounded"/>
<xs:element name="reaction" type="Reactiontype"

minOccurs="0" maxOccurs="unbounded"/>
</xs:sequence>

</xs:complexType>
</xs:element>

<xs:complexType name="Moleculetype">
<xs:attribute name="name" type="xs:string"

use="required"/>
</xs:complexType>

<xs:complexType name="Reactiontype">
<xs:sequence>

<xs:element name="reactant" type="Moleculetype"
minOccurs="0" maxOccurs="unbounded"/>

<xs:element name="product" type="Moleculetype"
minOccurs="0" maxOccurs="unbounded"/>

</xs:sequence>
<xs:attribute name="name" type="xs:string"

use="required"/>
</xs:complexType>

<xs:complexType name="PersonType">
<xs:sequence>

<xs:element name="name" type="xs:string"/>
<xs:element name="affiliation" type="xs:string"

minOccurs="0" maxOccurs="unbounded"/>
</xs:sequence>

</xs:complexType>
</xs:schema>

Figure 11. Sample XML schema

In figure 11 and 12 a sample XML schema is shown with
an accompanying XML document, respectively. The schema
lacks annotations so it will be processed by HShreX using
the default shredding rules, yielding the relational model
found in figure 13.

Shredding a schema using just the default rules will
in most cases create a pure relational model. The only
exception is elements that have the type anyType, i.e. ele-

<minisbml>
<author>

<name>Lena Strömbäck</name>
<affiliation>IDA</affiliation>

</author>
<molecule name=M1/>
<molecule name=M2/>
<molecule name=M3/>
<reaction name=R1>

<reactant name=M1/>
<reactant name=M2/>
<product name=M3/>

</reaction>
<reaction name=R1>

<reactant name=M3/>
<product name=M2/>

</reaction>
</minisbml>

Figure 12. Sample XML document

ments that have no XML structure definition in the schema,
which are mapped to XML. In many cases this will cause
a large number of tables to be created, which can be a
problem because it makes the model hard to understand
and overview. Another problem with models that suffer
from an explosion of tables is that semantically related
data run a risk of being separated into different tables.
Combined this can make the task of writing queries complex
and performance can suffer. Therefore, HShreX allows the
default shredding rules to be influenced via annotations.
A number of annotations are supported and they are used
on the schema to change the default shredding rules. A
document describing all annotations supported by HShreX
can be found on http://hshrex.sourceforge.net/. Here follows
a few of the more important annotations:

• maptoxml – makes this part of the XML tree to be
stored natively. The annotation can be used on both
complex and simple elements.

• ignore – this part of the XML tree will be ignored, i.e.
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minisbml:
shrex id

1

minisbml molecule:
shrex id shrex pid name

1 1 M1
2 1 M2
3 1 M3

minisbml reaction:
shrex id shrex pid name

1 1 R1
2 1 R2

minisbml reaction reactant:
shrex id shrex pid name

1 1 M1
2 1 M2
3 2 M3

minisbml reaction product:
shrex id shrex pid name

1 1 M3
2 2 M2

minisbml author:
shrex id shrex pid name

1 1 Lena Strömbäck
minisbml affiliation:
shrex id shrex pid affiliation

1 1 IDA

Figure 13. Generated relational tables.

it will not be represented in the resulting data model.
• outline – used on simple elements (or attributes) where

it is desired that they be stored in a separate table.
• withparenttable – used to merge a child with its parent

in order to reduce the number of tables in model. This
annotation can be used only for children with a single
occurrence in the parent.

• tablename – can be used to simply rename a table but
a more powerful use is to merge two tables that do
not have a parent/child relationship (in those cases the
annotation described above, withparenttable, is used).

Maptoxml, ignore and withparenttable are new annota-
tions for HShreX whereas the other annotations work as
in the previous ShreX tool. In addition the system allows
varying the underlying basic shredding principle. This will
not be further discussed here.

B. Implementation

HShreX is developed in Eclipse and written in Java
version 1.6. The main development platform is Windows
Vista, but HShreX also runs on Windows XP and Linux. A
large part of what HShreX does is processing XML and for
that Xerces2-J version 2.9.1 is used. HShreX knows how
to communicate with IBM DB2 9.5 fixpack 1 or later and
Microsoft SQL Server 2008 but in order to do that HShreX
needs drivers supplied by the vendors. For Microsoft SQL

<xs:element name="minisbml">
<xs:complexType>

<xs:sequence>
<xs:element name="author" type="PersonType"

shrex:maptoxml="true"/>
<xs:element name="molecule" type="Moleculetype"

minOccurs="1" maxOccurs="unbounded"
shrex:ignore="true"/>

<xs:element name="reaction" type="Reactiontype"
minOccurs="0" maxOccurs="unbounded"
shrex:maptoxml="true"/>

</xs:sequence>
</xs:complexType>

</xs:element>

minisbml:
shrex id author

1

<author>
<name>Lena Strömbäck</name>
<affiliation>IDA</affiliation>

</author>
minisbml reaction:
shrex id shrex pid xml

1 2

<reaction name=”R1”>
<reactant name=”M1”/>
<reactant name=”M2”/>
<product name=”M3”/>

</reaction>

<reaction name=”R1”>
<reactant name=”M3”/>
<product name=”M2”/>

</reaction>

2 1

<reaction name=”R1”>
<reactant name=”M3”/>
<product name=”M2”/>

</reaction>

Figure 14. Hybrid mappings with maptoxml and ignore.

Server sqljdbc4.jar is used and for IBM DB2 the dependency
is db2jcc4.jar. A large set of unit tests is part of the HShreX
sourcebase and to run them one needs JUnit version 4.3 or
later. HShrex together with documentation can be obtained
in binary and source form at http://hshrex.sourceforge.net/.

C. Example

To illustrate how HShreX can be used we give two
examples of using the annotations to design the shredding.
The first example in figure 14 illustrates how the hybrid
mapping can be used. In this example the aim is to map
the information about authors and reactions to XML and
remove information about molecules (assuming these are
not interesting for the current information need). This kind
of mapping is common in bioinformatics since most of the
bioinformatics standards are very rich and define a large
amount of elements for representing various portions of
information. In many real cases parts of this information are
not interesting for the end user or many of those elements
is not even used by the source exporting the data.

To achieve this shredding we have added maptoxml anno-
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<xs:element name="minisbml">
<xs:complexType>

<xs:sequence>
<xs:element name="author" type="PersonType"

shrex:withparenttable="true"/>
...rest of definition in figure 2...

</xs:sequence>
</xs:complexType>

</xs:element>

<xs:complexType name="Reactiontype">
<xs:sequence>

<xs:element name="reactant" type="Moleculetype"
minOccurs="0" maxOccurs="unbounded"
shrex:tablename="participant"/>

<xs:element name="product" type="Moleculetype"
minOccurs="0" maxOccurs="unbounded"
shrex:tablename="participant"/>

</xs:sequence>
<xs:attribute name="name" type="xs:string" use="required"/>

</xs:complexType>

minisbml:
shrex id name

1 Lena Strömbäck
minisbml molecule:
shrex id shrex pid name

Content as in Figure 4
minisbml reaction:
shrex id shrex pid name

Content as in Figure 4
participant:
shrex id shrex pid name

1 1 M1
2 1 M2
3 1 M3
4 2 M4
5 2 M5

minisbml author affiliation:
shrex id shrex pid name

Content as in Figure 4

Figure 15. Example of withparenttable and tablename.

tations to the author and reaction elements in the definition
of minisbml. As shown in the bottom of the figure this results
in adding author as an attribute in the minisbml table. The
minisbml reaction will still be generated, but with all its
content as XML in the XML column of the table. To remove
the molecule information we have added the annotation
ignore in the XML schema.

Figure 15 demonstrates an alternative way to make the
relational mapping easier to understand and use. In this
case we do not want to use hybrid storage. Instead the
goal is to remove unnecessary relations in the generated
shreddings; in this case we can move the author to the
minisbml table since only one author per table is allowed,
and force all participants of reactions to be shredded into
on single relation, thus decrease the number of relations
generated by HShreX.

Removing the author relation is achieved by using the
annotation withparenttable. To shred several substructures

Figure 16. Query performance [ms] with growing datasets (number of
UniProt entries on the y axis).

SELECT accession
FROM entry, accession, comment, subcellularLocation, location
WHERE entry.shrex_id = accession.shrex_pid
AND entry.shrex_id = comment.shrex_pid
AND comment.shrex_id = subcellularLocation.shrex_pid
AND subcellularLocation.shrex_id = location.shrex_pid
AND location.nodeValue=’Cytoplasm’;

Figure 17. UniProt query (for mapping 1)

into the same table the annotation tablename can be used as
renaming substructures into the same tablename forces the
corresponding data to be shredded into the same table.

D. Evaluation

In this section we will evaluate the benefit of working with
HShreX. There are two issues, performance of queries and
the complexity of data models. We have chosen to work
on data available for two commonly used bioinformatics
standards SBML 2.1 [9] and UniProt [17]. All tests are done
on an AMD Athlon Dual Core 2.9 GHz and 4 GiB RAM.

For our first test we have designed three different data
models. The first one is a pure native representation where
the XML data files are stored as XML in an XML attribute in
one main relation. The second one is a mixed representation,
where we have translated parts of the XML into relations and
kept other parts as XML. The intuition for creating the mixed
representation is to create a hybrid data model reflecting
the semantics of the original SBML standard. The third
data model is the purely shredded representation produced
without any annotations.

There is a clear relation between the choice of model and
the query performance as illustrated in figure 16. The query
(as it is formulated in SQL for the purely shredded mapping)
is listed in 17. The example illustrates the benefit of using the
mixed representation in a case where we are joining many
tuples. In this case we want to combine data from UniProt
(www.uniprot.org). Here, the native representation results
in poor performance, while the shredded version is very
fast. However, the mixed representation gives a considerable
improvement over the purely native representation. This
shows that shredding parts of the XML data could have a
considerable improvement of the performance.

To illustrate the complexity of the created models we
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Data model Native Mixed Shredded
SBML Nr of annotations 1 21 0

Nr of relations 3 8 121
UniProt Nr of annotations 1 24 0

Nr of relations 2 32 121

Table II
INFORMATION ABOUT THE DIFFERENT DATA MODELS

 entry

  accession   comment

      subcellularLocation

  location

...

...

Figure 18. Part of the UniProtKB XML tree. The comment node can be
seen in figure 2.

present more details of selected models for SBML and
UniProt. Table II presents the number of annotations needed
and the number of produced relational tables for these
mappings. The purely native and the mixed representation
produce data models with a limited amount of tables, while
the purely shredded model generates many relational tables.
This explosion of tables causes data that semantically belong
together to be shredded into many places in the data model.
The mixed version of our data models creates a data model
that provides relational storage for entities that we assume
will be commonly accessed in queries and native XML
representation used for other parts. We do not use the
ignore annotation for this example to make the three models
comparable in information content. The examples in the
previous section illustrate the intuition on how to build this
mapping, basically we add maptoxml annotations to the parts
to be stored as native XML and withparenttable annotations
to levels in the XML-tree that we want to omit. As shown
in table 2 this is easily done and we only need around 20
annotations for the given schemas.

To further illustrate the impact of shreddings we have
also evaluated query performance for all possible hybrid
representations relevant for the query in figure 17. There

Figure 19. Query performance [ms] for shredded mapping (1), different
hybrid mappings (2–8) and native mapping (9).

are seven possible hybrid mappings where a varying de-
gree of the XML subtree affected by the query is stored
as a XML value instead of being shredded to relations.
Since the sub-tree has two branches (see figure 18) we
can design eight different hybrid mappings; accession (2
in figure 19), one of location (3), subcellularLocation (4)
and comment (5) or accession together with one of location
(6), subcellularLocation (7) or comment (8) can be mapped
as XML. The mappings where comment is shredded but
accession and/or subcellularLocation or location is mapped
as XML all run in under 75 ms on the test system with a
dataset of 2750 entries and using no XML indexes. When
comment is mapped as XML the run time rises to 300–
360 ms (depending on whether accession is shredded or
not). The native mapping is much slower (1650 ms). This
demonstrates how choosing a preferable shredding gives
acceptable performance and a more comprehensible table
structure than the purely shredded mapping. Data stored
as XML values do not need serializing back into XML
which is a time benefit for certain types of data. Which
mapping results in the best query performance while keeping
a comprehensible structure is non-intuitive. How efficient a
mapping is in terms of performance depends on the query,
the structure of the schema and distribution of data within
the structure.

VI. RELATED WORK

Regarding related work there is a lot of work on extended
functionality for XQuery. Here, the Mark Logic Corporation
provides for its XQuery implementation several function
libraries to ease application development [44]. In addition,
the eXist community has added a number of new functions
as function modules to the XQuery implementation, for
example a mail, math, SQL and spatial module. Our XQuery
extension combines the ideas above to realize graph process-
ing based on the additionally introduced graph model. We
also looked at relational database systems and found similar
tendencies. Besides, for spatial data applications relational
database vendors recognized the need of graph support in
areas like biology. One example is the Life Science Platform
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by Oracle [45]; another is the Systems Biology Graph
Extender (SBGE) for IBM’s DB2 database system [46].

The SBGE is of particular interest since it resembles
our graph extension tool. It introduces a data model which
introduces graphs as a first-class SQL data type. This means
that graphs can be manipulated the same way as other data
types. In addition it defines operators that can convert data
between the graph representation and relational tables con-
taining the corresponding information. The workflow of this
extension is very similar to the one of our graph extension.
Analogue to the load-functions data stored as SQL tables can
be converted to the graph representation. Then operations
can be efficiently performed on the graph representation of
the data as can be done with our execute-function. Finally,
the results can be stored as plain SQL tables or SQL
tables containing graphs, similar to access the graph data
through the get-function or the XML node returned by the
execute function. Similar to our current implementation, the
SBGE implementation requires that each graph fit into main
memory. SBGE functions can be seamlessly composed in a
single SQL query with user defined functions (UDF) written
in Java.

The HShreX tool, on the other hand, combines ideas from
two related areas for XML storage. The first is the work
on automatic shredding of XML documents into relational
databases by capturing the XML structure or based on the
DTD or XML schema for the XML data [39], [47], [48].
The intention with these approaches is to create an efficient
storage for the XML data. The resulting data model is
often not easy to understand and is usually hidden from the
user via an interface providing automatic query translation
of XQuery into the model. Several authors also explore
the efficincy of strategies for shredding XML to relational
engines [49], [50], [51].

The other related area is work on hybrid XML storage,
as provided by the major relational database vendors. The
underlying representation for the XML type differs, in some
cases it is a byte representation of the XML whereas in
other cases it is some kind of shredding of the XML
data [33], [34], [37]. These database vendors provide a
number of tools to import XML natively or shred the data
into the system. These tools are intended for design of
one database solution, thus generation and evaluation of
alternative solutions becomes time consuming.

Other interesting work regarding design of hybrid storage
is the work by Moro et al. [38]. They address the problem
by a database design tool based on a conceptual design
language and provide guidelines for when parts of the XML
structure should be translated or not. In our case the problem
is a bit different. The work has similar goals to HShreX but
in our case we want to use the already existing XML schema
as a starting point.

VII. TOWARDS A FUTURE SYSTEM

We currently use HShreX for creation of hybrid storage
models that allows us to compare and evaluate different
storage alternatives. Our experience so far is that the system
allows fast creation of alternate storage models and that it is
easy to create the models that we want to test. However, our
experiments so far have highlighted extended functionalities
that would be of interest for future versions of the system.

One such is enhanced annotation functionality, for in-
stance to change data typing and add indexes to the created
data model. For the moment the system contains a rudimen-
tary implementation for data typing while indexes must be
created by hand after loading the model into the database.

The bottleneck of the system is querying for the dif-
ferent data models. This is due to the complexity of the
generated data model and the many alternatives provided by
SQL/XML. We are investigating ways of automating this
process as well, the idea is to use an automatic query trans-
lator that suggest a SQL/XML query based on a XQuery
query where the user can reformulate the translated query if
desired. Currently, we have a solution for using XPath query
capabilities within HShreX. This would allow the user to
issue XPath expressions inside HShreX that correspond to
the original XML data. HShreX will then consult its internal
shredding information and query the database for the right
data.

Our long term goal is to get a better understanding of how
to shred XML into good hybrid data models that is easy to
work with and provide an efficient storage model. The final
goal is to make HShreX smarter about its shredding rules,
i.e., to make HShreX have a more dynamic set of rules and
also enable the user to inform HShreX about usage scenarios
which would influence these rules. To reach this goal we
would like to develop a system which by analyzing data and
XML structure could propose different hybrid data models
for the user to choose from.

This would also involve combining the two systems i.e.
to enable graph functionality directly within HShreX. This
could be achieved either by specialized annotations for
nodes and edges or possibly also in this case by automatic
analysis of the XML data and queries to allow HShreX to
automatically detect substructures that should be imported
to the graph engine. This would yield a system where the
user can choose to store parts of data as graphs, relational
or native XML and take advantage of all the possibilities
depending on his needs.

For the future it would be interesting to introduce more
advanced graph functionality demanded for many biolog-
ical applications. There is currently a lot of research in
specialized and efficient graph management for biological
pathways, such as aligning pathways [11] and identifying
target molecules for creation of drugs [12]. To extend
our solution with this functionality we need to extend the
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graph functionality provided by the graph package. The
main contribution of this paper, i.e. how to integrate the
functionality with XQuery, would, however, be unaffected.

VIII. CONCLUSION

In this paper we present two tools allowing easy and
efficient access and analysis to the large amount of graph
related XML data available within systems biology. The
first tool is specialised on providing analysis for graph
data. A graph model for handling directed and undirected
labeled graphs was introduced. Access to the graph model
is realized through the XQuery environment. The user can
define vertices and edges, execute algorithms and access the
graph data as XML for further processing. This results in
an efficient framework for processing graph views of XML
data with a prototype implementation in eXist and JUNG.
The second tools support the user in exploring more efficient
storage and querying for XML data. The tool enables hybrid
XML storage by adding annotations to the XML schema.
We evaluate the tools and show that they provide efficient
processing. In the end of the paper we discuss our results
and discuss steps towards a future tool that combine the
features of the current tools.
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Abstract—This paper describes challenges and approaches
that have been addressed during the development of a workflow
environment for digital preservation. The system addresses the
general problem of efficiently processing collections of binary
data using commodity software tools. We present a prototype
implementation of a job execution service that is capable of
providing access to clusters of virtual machines based on
standard grid mechanisms. The service allows clients to specify
individual tools and execute them in parallel on large volumes
of data. This approach allows one to utilize a cloud infras-
tructure that is based on platform virtualization as a scaling
environment for the execution of complex workflows. Here, we
outline the architecture of the workflow environment, introduce
its programming model, and describe the service enactment.
With this paper we extend work previously presented in [1].

Keywords-data intensive computing; cloud computing;
service-oriented, workflow; digital preservation;

I. I NTRODUCTION

Due to rapid changes in information technology, a sig-
nificant fraction of digital data, documents, and records
are doomed to become uninterpretable bit-streams within
short time periods. Digital Preservation deals with the long-
term storage, access, and maintenance of digital data ob-
jects. In order to prevent a loss of information, digital
libraries and archives are increasingly faced with the needto
electronically preserve large volumes of data while having
limited computational resources in-house. However, due
to the potentially immense data sets and computationally
intensive tasks involved, preservation systems have become a
recognized challenge for e-science [2]. Preservation systems
must be scalable in order to cope with enormous data
volumes, for example such as are produced in fields like
science and the humanities. Here, we argue that grid and
cloud technology can provide the crucial technology for
building scalable preservation systems.

The Planets project1 aims to provide a service-based
solution to ensure long-term access to the growing collec-
tions of digital cultural heritage data. The system supports
the development, evaluation, and execution of preservation

1Preservation and Long-term Access through Networked Services,
http://www.planets-project.eu/

processes based on atomic software components. Compo-
nents that perform preservation actions often rely on third-
party tools (e.g. a file format converter) that must be pre-
installed on a specific hosting platform. Planets provides
an integrated environment for seamlessy accessing those
tools based on defined service interfaces. The workflow ex-
ecution engine implements the component-oriented enactor
that governs life-cycle operation of the various preservation
components, such as instantiation, communication, and data
provenance. It allows the user to create distributed preserva-
tion workflows from high-level components that encapsulate
the underlying protocol layers.

A crucial aspect of the preservation system is the estab-
lishment of a distributed, reliable, and scalable computa-
tional tier. A typical preservation workflow may consist of
a set of components for data characterization, migration,
and verification, and may be applied to millions of digi-
tal objects. In principle, these workflows could be easily
parallelized and run in a massively parallel environment.
However, the fact that preservation tools often rely on closed
source, third-party libraries and applications that oftenre-
quire a platform-dependent and non-trivial installation pro-
cedure prevents the utilization of standard high performance
computing (HPC) facilities. In order to efficiently executea
preservation plan, a varying set of preservation tools would
need to be available on a scalable number of computational
nodes. The solution proposed in this paper tackles this prob-
lem by incorporating hardware virtualization, allowing usto
instantiate sets of transient system images on demand, which
are federated as a virtualized cluster. The presented Job
Submission Service (JSS) is utilized as the computational
tier of a digital preservation system. Jobs are capable of
executing data-intensive preservation workflows by utilizing
a MapReduce [3] implementation that is instantiated withina
utility cloud infrastructure. The presented system is based on
the Planets Interoperability Framework, Apache Hadoop [4],
and a JSS prototype providing a grid middleware layer on
top of the AWS2 cloud infrastructure.

In this paper, we present on an execution service for

2Amazon Web Services
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preservation tools which relies on standard grid mechanisms
and protocols like the Job Submission Description Lan-
guage [5] (JSDL) and the HPC basic web service profile
(HPCBP) [6]. We outline the architecture of the Planets
workflow environment and introduce an XML-based work-
flow language that is designed to integrate complex service
interaction based on reusable software components. Finally,
we present experimental results that have been conducted
using the Amazon Simple Storage Service (S3) and Elastic
Compute Cloud (EC2) services (AWS) [7]. The paper is
organized as follows: In section II we provide an overview
of related work in the area of cloud and virtual com-
puting, grids, and digital preservation, section III outlines
the problem domain, section IV presents the architecture
of the workflow environment, in section V, we introduce
the workflow model and language, section VI presents the
Job Submission Service and its prototype implementation,
section VII reports experimental results, and section VIII
concludes the paper.

II. BACKGROUND AND RELATED WORK

A. Cloud and Virtual Computing

The demand for storage and computational power of
scientific computations often exceeds the resources that are
available locally. Grid infrastructures, services and remote
HPC facilities can provide a viable solution for scientists
to overcome these limitations. However, many applications
require dedicated platforms or need time-consuming adapta-
tions in order to utilize a remote resource. Virtual machine
technology provides software that virtualizes a physical host
machine, allowing the deployment of platform-independent
system images. The deployment of virtual computer in-
stances is supported by a virtual machine monitor, also
called a hypervisor. Cloud systems are consumable via
Internet-based services offering IT-technology in the form
of applications, hosting platforms, or access to computer
infrastructures. Amazon’s EC2 and S3 services, one of
the most prominent commercial offerings, allow users to
rent large computational and storage resources on-demand.
EC2 is based on the Xen [8] [9] hypervisor allowing one
to prepare and deploy virtual system instances that suit
individual application needs. S3 provides access to a global,
distributed, and replicated storage system. A detailed evalua-
tion of Amazon’s compute, storage, and coordination (SQS)
web services and their suitability for scientific computing
is given in [10] [11]. Deelman et al. provides cost-based
analysis of utilizing the Amazon cloud infrastructure for
scientific computing [12]. A proof-of-concept study that runs
a complex nuclear physics application on a set of virtual
machine nodes is presented in [13]. The Nimbus workspace
cloud provides a service to scientific communities allowing
the provisioning of customized compute nodes in the form
of Xen virtual machines that are deployed on physical nodes
of a cluster [14]. A study that compares differences of grid

and cloud systems that is based on Amazon’s EC2 and S3
services is given in [15]. An experiment were a large set
of scanned newspaper articles haven been converted to PDF
documents using the Amazon cloud infrastructure has been
reported in [16].

B. Distributed Data Infrastructures

Research in fields like high-energy physics and earth
science produce large amounts of irreplaceable data that
must be accessed and preserved over time. For example, in
earth observation, data is typically geographically dispersed
over different archive and acquisition sites, using a multitude
of data and meta-data formats [17]. Grid systems provide
dependable access and the coordinated resource sharing
across different organizational domains [18]. Data grids [19]
focus on the controlled sharing and management of large
data sets that are distributed over heterogeneous sites and
organizations. In this context, an important aspect is the
storage of data in a reliable, distributed, and replicated way.
Preservation archives are systems that aim to implement
long-term preservation in order to manage data integrity
and technological evolution. This includes migrating digital
objects to new technologies, maintaining their relationships
and preservation metadata. Data grids can be used as the
underlying technology to implement digital libraries and
distributed preservation archives [20]. The Storage Resource
Broker (SRB) [21] of the San Diego Supercomputer center
implements a distributed data management environment for
data collections based on a virtual file system, logical
namespaces, and a metadata repository (MCAT). The iRODS
system extends SRB by an adaptive rule system to enforce
data management policies based on server-sided micro ser-
vices [22]. The Transcontinental Persistent Archives Proto-
type (TPAP) [23] provides a testbed across a number of
independent US sites that are linked by high-performance
network (DREN), allowing the distribution of electronic
records across multiple institutions based on SDSC’s SRB.
An effort to develop a service-oriented infrastructure forthe
automated processing of linguistic resources effort is under-
taken by the Clarin project3. Computational grid systems
provide a complimentary technology and are often com-
bined with data grids. For example, the EGEE project [24],
currently the world’s largest production grid, provides large
quantities of distributed CPUs and petabytes of storage. A
survey of initiatives that focus on the integration of emerging
technologies like digital libraries, grid, and web services
for distributed processing and long-term preservation of
scientific knowledge is given in [25].

III. OVERVIEW

The Planets infrastructure aims to provide an e-research
and problem-solving environment for the development

3www.clarin.eu
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of preservation workflows that supports flexible tool and
workflow integration. It supports the planning as well as
the execution and evaluation of repeatable preservation
experiments. This preservation environment is implemented
as a service-oriented architecture that is accessible by users
via a portal server. The graphical end-user applications
typically implement a scientific experimentation process
and access the workflow execution engine (WEE) as
part of the portal environment. A major challenge of the
workflow execution engine is the enactment of a broad
range of experiments that tremendously vary in complexity
and scale. Experiments may be performed based on local
desktop components, remote application services, as well as
by incorporating large-scale compute and storage resources.
The workflow environment and execution service presented
in this paper addresses the following research issues:

• A grid service that provides access to a variety of
third-party tools based on clusters of customized
virtual images.

• The incorporation of data intensive computation
mechanisms for the efficient processing of non-textual
artifacts.

• A high-level workflow language for the task-parallel
execution of (parallel) compute jobs on different
middleware systems.

IV. T HE WORKFLOW ENVIRONMENT

This section outlines the workflow execution engine, it’s
service interaction mechanisms, as well as the programming
interface.

A. The Workflow Execution Engine

In the following, we outline the basic interaction pattern
between the user application, the workflow environment,
and the Job Execution Service. A detailed discussion of
the Planets workflow system and its implementation is
beyond the scope of this paper. The sequence diagram
in Fig. 1 schematically depicts the interaction of a work-
flow client (Preservation Application), the workflow service
API (Workflow Execution Engine), and the generic service
proxy (Execution Manager) during workflow execution. The
workflow service basically provides SOAP interfaces for
the submission and monitoring of workflow processes. A
workflow document provides an XML-based description
of an executable process (section V), which is typically
generated by a workflow editor and/or a domain specific
graphical application that utilizes the workflow service. The
workflow designer (application) is expected to lookup and
select the required services, tools, and job parameters based
on the Planets service and tool registries, which provide

graphical as well as SOAP interfaces. In its current imple-
mentation, the workflow execution engine does not provide
advanced resource management capabilities like on-demand
service selection, dynamic resource allocations, or quality
of service support. After a client has submitted a workflow
description for execution, an identifier is returned and the
control is handed over to the workflow execution engine.
The WEE enqueues the workflow and starts the execution
once all required preconditions are met. Resources are
limited to the number of overall available cloud nodes and
a maximum number of concurrently running workflows. A
workflow preprocessing stage (prepare Workflow) validates
the workflow document and evaluates the resource demand.
During workflow execution, each activity is associated with
an Execution Context, which provides a space that links an
ongoing activity (and all its metadata) with the correspond-
ing workflow instance. This includes information such as the
service interface, endpoint, tool configuration, walltime, as
well as a pointer to the result object. The implementation of
theExecution Contextis specific to the theExecution Service
that is invoked. At this stage of development, three types of
execution services are supported (see Fig. 2). TheLocalEx-
ecutionManagerexecutes local Java components which are
typically used for implementing metadata operations and
decision logic. TheWebServiceExecutionManageris used to
dynamically invoke remote preservation services. These ser-
vices implement a predefined Web service profile, which is
invoked by utilizing the Web Services Interoperability Tech-
nology (WSIT) 4 framework. Planets preservation services
implement interfaces and messaging protocols for operations
such as file characterization, modification, migration, val-
idation, or comparison [26]. TheEC2ExecutionManager
implements the invocation and message exchange with the
job submission service. This service implements a grid
service profile and is used to execute long-running and
data intensive jobs (section VII). Furthermore, the workflow
execution engine provides a method for status inquiry and
may send an email notification upon the completion of a
workflow.

B. Programming Interface

Planets preservation workflows are build from Java com-
ponents, allowing a workflow developer to assemble typical
preservation cases from atomic services. The workflow API
defines a set of functional interfaces that allow users to easily
assemble and executable preservation workflows including
preservation services likemigrate, characterize, compare,
or validate. The interfaces are compatible among each other
and operate based on a minimal data abstraction, called
a digital objects. Hence, on the API level each service
consumes and produces a digital object. A digital object
holds metadata like technical, provenance, or other preserva-

4https://wsit.dev.java.net/
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Figure 1. Sequence diagram showing the interactions between a Preservation Application, the Workflow Execution Engine, and the Execution Manager
during workflow execution.

tion information about a digital resource including a handle
to the actual data. Digital objects can be passed between
different preservation services and point to different types
of digital resources (e.g. files, collections, archives). The
preservation metadata of processed digital objects must be
be handled on the workflow level and is managed by trusted
Java components.

Figure 2. Class diagram showing different implementationsof the abstract
Execution Manager and Execution Context classes.

V. THE WORKFLOW MODEL

A. Objectives

In this section, we present a resource intensive preser-
vation workflow that can be executed by employing the
Planets Job submission service. Such a workflow requires a
complex control logic, which must be defined and executed
by the workflow system. In section IV-B, we outline a
workflow API that abstracts away low-level details such as
service interfaces and messaging protocols from the work-
flow developer. These components could be easily assembled
into executable workflow based on the natural programming
language (i.e. Java). However, for reasons like simplicity,
robustness (e.g. checkpointing and restart), and platform
independence, workflows should be defined in a declarative
fashion. In section V-C, we introduce initial developmentson
an XML-based workflow language for orchestrating Planets
preservation services, in particular the JSS. Work on this
workflow environment is influenced by a number of existing
web/grid service workflow systems including DAGMan [27],
Triana [28], and GridAnt [29].

B. Use Case and Data Flow

The typical preservation use-case we are targeting is the
processing of large data collections. A collection describes

237

International Journal on Advances in Software, vol 2 no 2&3, year 2009, http://www.iariajournals.org/software/



Figure 3. Data flow for a simple bulk processing application:data objects
are physical and referenceable entities in a data store, activities are executed
on parallel hardware, regions need to be co-scheduled. Messaging, metadata
management, control flow and decision logic are not shown in the diagram.

data that is logically interrelated and described using some
metadata language. If a collection is organized and curated
within a digital repository system, it must be exported first
before it can be processed by the presented preservation
system. A major difficulty for data preservation in gen-
eral arises from the diversity of digital data resources and
methods to store, describe, and organize them. Examples
of data collections we aim to preserve range from simple
file collections, over data organized using some markup
language (XML, HTML), to data organized in triple stores
(RDF/XML).

Figure 3 shows the data flow graph for a simple preserva-
tion use case. ParallelRegionsindicate that one or many
tasks might be executed as data parallel jobs. Consider
a collection of scanned book pages and associated text
documents for a historic book collection, organized by a
set of XML files. The idea of the preservation workflow is
to convert all images into the JPEG 2000 format and all
documents into the PDF/A format. The process flow works

as follows; first separate the data into images and documents
based on filename extensions. This can be done by running
an application (script) for each desired output type. The
activity takes a handle to the input data (for example pointing
to an S3 bucket) as input and produces a data handle for
each output type, represented as collection A and B in
the diagram. Once the data is sorted, a migration task is
started for each file set using a tool like ImageMagick5 for
the image migration and another tool for PDF/A document
conversion. Both activities should be run as parallel jobs in
order to minimize execution time. Therefore, each of the
migration tasks is launched as a parallel job that executes
on a specified number of (e.g. hadoop) cluster nodes. After
both migration tasks are finished, collection A’ and B’ are
created. In the next step, one needs to verify the format
of the resulting files and extracts relevant properties like
file size, image size, or the number of pages. This is done
by starting two parallel jobs that invoke a characterization
tool like jHove 6 using a handle to collection A’ and B’ as
input. In the final step the data collections are merged and
an updated version of the XML records linking to the new
data manifestations are generated.

It is important to note that the dataflow graph does not
represent the workflow programming model. The presented
workflow execution engine follows a more service-oriented
approach where the execution services are orchestrated
by the WEE during execution time. Hence, a continuous
message exchange between workflow execution engine and
the preservation services is required. Such a model gives
the workflow execution engine much more control over the
execution during runtime as compared to batch submission
of workflow graphs. This adds additional communication
overhead to the overall system but allows one to implement
much more complex workflow logic. This is for example
required in order to implement decision logic that depends
on metadata that is generated and evaluated during runtime.

C. Control Flow

Although a final data flow - as shown in figure 3 -
results in a Directed Acyclic Graph (DAG), many workflows
cannot be specified in this way. In order to define such
processes, it is important to be able to express control
logic like conditions or iterations. For a typical preservation
workflow that is executed within this environment, it is
for example required to evaluate intermediate results or
implement error handling. In the following, we describe first
results in defining an XML-based workflow language for
data-intensive preservation workflows. These workflows can
include activities that are local, distributed and/or executed
on parallel hardware (i.e. through the JSS). A major design
goal is to foster simplicity of the language based on reusable

5http://www.imagemagick.org/
6http://hul.harvard.edu/jhove/
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software components. Therefore, our approach is to encap-
sulate the complexity of interacting with the system within
an extensible set of high-level Java components. A workflow
can be assembled by interlinking these component based on
an XML document. We employ two abstraction layers: (a)
reusable Java components for implementing complex logical
tasks and (b) an XML schema for interlinking these compo-
nents. This approach can be contrasted to the approach taken
by low-level service orchestration languages like WS-BPEL.
WS-BPEL7 provides a very precise language that allows the
specification of web service interactions at a messaging level
using Web service standard languages like BPEL, XML,
XPath. However, creating BPEL-based workflow documents
can become a difficult and error prone task which is difficult
to automate. The presented approach is less universal but
designed with the idea in mind to be easily supported by a
graphical editor.

D. Example

Figure 4 provides an example workflow snippet for the
exection of two activities using the Job Submission Service
(JSS). Both services are concurrently executed using theex-
ecutecommand. The command does not block the program
execution until a correspondingreceiveoperation is issued
(similar to MPI 8 send/receive). The service is specified
by its endpoint address as well as a proxy component
(class) that implements the interaction with a certain service
interface. Furthermore, the preservation service needs to
be configured by a list of name-value pairs. The required
parameters depend on the service implementation (published
within the service registry), which specify the underlying
application/tool, specific arguments, or the resource demands
(e.g. number of nodes). In case of the execution service
this information is required to automatically generate thejob
descriptor. The service execution is furthermore associated
with a handle (puid) to the digital object representation of
the input data. Digital objects contain provenance and other
metadata about a physical data entity and are organized
within a metadata repository. Thereceiveoperation blocks
the workflow until the corresponding service execution has
been completed and a resultingdigital object has been
created. The object represents the result of a preserva-
tion service, which might be enriched metadata (e.g. by a
characterization) or the generation of new data items (e.g.
migration, modification). Methods for evaluation and storing
digital objects are implemented by the metadata repository
API.

E. File Transfer

A significant research challenge in executing Grid work-
flows is the transfer of large files between activities. This
is in particular true, when the data needs to be transferred

7www.oasis-open.org/committees/wsbpel/
8http://www.mpi-forum.org/docs/

between different sites during workflow execution. For the
presented experiments, we exploit a utility cloud for running
data-intensive experiments and only transfer metadata during
workflow execution. The data resides within an virtual
storage environment (S3) and is processed by a range of
parallel applications.

Figure 4. XML workflow declaration for execution two concurrently
running services. The workflow execution is blocked until both services
complete by corresponding receive operations.

VI. T HE JOB SUBMISSION SERVICE

A. Motivation

In the context of grid computing and data grids, digital
preservation archives are systems that can preserve the
output of computational grid processes [20]. An important
issue in the context of preserving existing digital content
is the process of deriving metadata from digital assets like
file collections in order to extract significant semantic infor-
mation for their preservation (e.g. format characterization).
Decisions in preservation planning [30] rely on information
that needs to be generated by algorithms and tools for fea-
ture extraction, format identification, characterization, and
validation [31]. Migrating digital entities between different
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formats typically relies on sequential, third-party libraries
and tools that are not supported by scientific parallel and
grid systems. Therefore, we propose a service that employs
clusters of customizable virtual nodes in order to overcome
these restrictions. The IF JSS implements a grid service
that provides access to a virtual cluster of large numbers
of individually tailored compute nodes that can process bulk
data based on data-intensive computing mechanisms and that
is integratable with computational and data grid systems.

B. Web Service Profile

Developing an infrastructure for digital preservation in-
volves many grid-specific aspects including the processingof
large volumes of data, conducting experiments in distributed
and heterogeneous environments, and executing workflows
that cross administrative and institutional boundaries. The
service presented in this paper focuses on the aspect of
submitting and executing data-intensive jobs as part of a
digital preservation infrastructure. In order to be able totake
advantage of existing grid solutions and to promote interop-
erability and integration, the IF JSS service is based on a
standard grid service profile (HPCBP) for job scheduling
(called the basic HPC use case) that is being well adopted
by scientific and industrial systems [32]. The OGF Basic
Execution Service (BES) [33] defines Web service inter-
faces for starting, managing, and stopping computational
processes. Clients define computational activities in a grid
based on JSDL documents. The OGF HPC Basic Profile
(HPCBP) specification defines how to submit, monitor, and
manage jobs using standard mechanisms that are compliant
across different job schedulers and grid middlewares by
leveraging standards like BES, JSDL, and SOAP. Our current
implementation provides interfaces that support the BES
base case specification and accept JSDL documents that are
compliant with the HPCBP profile.

C. Basic Service Components

The Job Submission Service (JSS) prototype has been im-
plemented based on a set of exchangeable core components,
which are described below. The JSS is a stand-alone Web
Service deployed in a Java EE Web Container as shown
in Fig. 5. It is secured using HTTPS and SSL/TLS for
the transport-layer and WS-Security based on X.509 server
certificates and username/password client credentials forthe
message-layer. In order to submit a request to the JSS,
username and password have to be provided that match a
previously created account for the institution that utilizes
the service. The individual accounts, utilization history, and
potentially billing information are maintained by theAccount
Managercomponent. As HPCBP is used as the web service
profile, JSDL documents are used to describe the individual
job requests which need to be mapped to physical resources
by the resource manager. TheJSDL parser component
validates the XML document and creates an object structure

that serves as input for theExecution Manager. A Session
Handler maps service requests based on activity identifiers
to physical jobs and keeps track of their current status (e.g.
pending, running, finished, failed). TheExecution Manager
interfaces with three componentsthe Handle Resolver, Input
Generator, and Job Managerthat depend on the resource
manager implementation, which is provided by Apache
Hadoop in our case. The file handle resolver is used to
validate a logical file handle (a URI) and resolve the physical
and accessible data reference. The next step is the generation
of an input file for a bulk of data that needs to be processed
by a parallel application utilizing a particular preservation
tool. Finally, the Job Manager prepares a job script and
schedules a job using the resource manager.
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Figure 5. Job Submission Service Components

D. Implementation for MapReduce and Amazon’s EC2, and
S3 Services

The experimental results presented in section VII have
been conducted using anExecution Managerimplementa-
tion for (1) the Hadoop resource manager, (2) Amazon’s
EC2 compute cloud, and (3) the S3 storage infrastruc-
ture. In principle, each of the aforementioned components
could be exchanged by different implementations and be
connected to different resources, for example a local (e.g
Condor [34] based) workstation cluster and network file
system. In the following, we describe the functionality of the
“cloud-enabled” execution manager. A file handle resolver
is used to map a logical handle of a data collection to
physical references that are meaningful for the application
that needs to access the data (e.g. a file URI, a HTTP
URL). Our file handle resolver is implemented in a way
that it utilizes the S3 REST-based API to simply generate
a list of URIs for files that are contained within an input
bucket. TheInput Generatoruses this information to create
an input file for the MapReduce application that processes
the input data.MapReduceis a framework and programming
model that has been introduced by Google to support parallel
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data-intensive computations. Apache Hadoop is an open
source MapReduce implementation that can be used to
cluster commodity computers. Also, Hadoop provides built-
in support for EC2 and S3. We use Hadoop’s own distributed
file system to store input files across the computing nodes.
The Job Managercomponent passes the input file together
with an MapReduce application (theCommandExecuter)
and information extracted from the JSDL object to the
Hadoop job scheduler. TheCommandExecuteris responsible
for handling the S3 bulk data i/o, processing theinput splits
based on pre-installed applications as specified by the user,
and for output generation. Finally, the outputs produced by
each node are merged to form the output data collection.

VII. E XPERIMENTAL RESULTS

A. Preliminary Considerations

The experiments were carried out as a quantitative eval-
uation of utilizing a virtual, cloud-based infrastructures for
executing digital preservation tools. For all experiments, a
simple workflow was implemented that migrates one file
collection into a new collection of a different format using
the ps2pdf command-line tool. It is important to note
that the selected tool is replaceable and not relevant for the
presented experiments. Four dimensions have been analyzed
and compared to sequential executions on local execution
environments: the execution time, the number of tasks,
the number of computing nodes, the physical size of the
digital collections to migrate. As performance metrics we
calculate Speedup and Efficiency [35] as formally described
in equationsSs,n (1) andEp (2).

Ss,n = Tseqs,n/Tps,n (1)

Ep = Ss,n/p (2)

where:
s - is the physical object size,
n - is the number of tasks,
p - is the number of computing nodes.
Tseq - is the sequential execution time,
Tp - is the execution time with p computing nodes.

B. Experiment Setup

For the experiments, we utilized the Amazon Elastic
Compute Cloud (EC2) as a cloud infrastructure, leasing up
to 150 cluster nodes, each running a custom virtual images
based on RedHat Fedora 8 i386, Apache Hadoop 0.18.0, and
a set of pre-installed the migration tools. The used default
system instances provide one virtual core with oneEC2
Compute Unit, which is equivalent to the capacity of a 1.0-
1.2 GHz 2007 Opteron or a 2007 Xeon processor. Bulk
data was stored outside the compute nodes using Amazon’s
Simple Storage System (S3) due to scale and persistence
considerations. We experienced an average download speed

from S3 to EC2 of 32.5 MByte/s and an average upload
speed from EC2 to S3 of 13.8 MByte/s at the Java level. At
the time conducting the presented experiments, the per hour
price for an EC2 default instance was $0.10.

C. Measurements and Results

For the experiments shown in Fig. 6 we executed all
computations on a constant number of five virtual nodes.
The number of migration tasks was increased using different
sized digital collections to compare the execution time
within EC2 to a sequential local execution (SLE) on a single
node with identical hardware characteristics. Fig. 6 focuses
on the intersection points of the corresponding curves for
SLE and EC2 identifying the critical job size for which the
parallel execution within EC2 is faster than the sequential
execution on a local machine. The results including Speedup
and Efficiency for jobs with a large task sizes outside the
bounding box of Fig. 6 are shown in table I. For the
experiments shown in Fig. 7 we held the number of tasks
constant (migration of a set of one thousand 70kB files) and
increased the number of computing nodes form 1 to 150
to evaluate scalability. The values for Speedup, Efficiency
and execution time were calculated based on the sequential
local execution time for a given parallel job. As shown in
table II, Speedup increases significantly with an increasing
number of nodes due to relatively small overheads of the
data parallel application model (see VII-D).
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Figure 6. Execution time for an increasing number of migrations tasks
and a constant number of computing nodes. The execution on five (EC2)
nodes is compared to a sequential local execution (SLE) of the same task.

D. Interpretation of Results

Already for a small number of migration tasks the parallel
execution within EC2 proved to be faster than the sequential
execution on a single node (see Fig. 6). A Speedup of 4.4
was achieved for 5 nodes with n=1000 and s=7.5 MB (see
table I) proving the suitability and potential of employing
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Tasks Size SLE exec. EC2 exec.Ss,n Ep

(n) (s) time time
[MB] [min] [min]

1000 0.07 26.38 8.03 3.28 0.67
100 7.5 152.17 42.27 3.60 0.72
1000 7.5 1521.67 342.70 4.44 0.88
100 250 523.83 156.27 3.36 0.67
1000 250 5326.63 1572.73 3.37 0.68

Table I
RESULTS OUTSIDE THE BOUNDING BOX OFFIG. 6 INCLUDING SPEEDUP

AND EFFICIENCY

(even small) clusters of virtual nodes for digital preservation
of large data amounts. Results in Fig. II show that the sys-
tem achieves good scalability when significantly increasing
the number of utilized cluster nodes. However, following
overheads which affect the efficiency of the described ex-
periments have been identified: (1) Local execution (SLE)
vs. cloud-based execution (p=1, n=1000). The master server
for the Hadoop distributed file system which is running on
a single worker node added 30% (8min) overhead on that
node compared to an SLE (26min). We experienced less than

Number of EC2 exec. Ss,n Ep

nodes (p) time [min]
1 36.53 0.72 0.72
5 8.03 3.28 0.66
10 4.82 5.48 0.55
25 2.63 10.02 0.40
50 1.68 15.67 0.31
75 1.40 18.84 0.25
100 1.03 25.53 0.26
125 0.98 26.83 0.21
150 0.87 30.44 0.20

Table II
RESULTS SHOWN INFIG. 7 COMPARED TO THE SEQUENTIAL LOCAL
EXECUTION OF A GIVEN JOB(N=1000,S=0.07 MB) OF 26.38MIN .

10% overhead introduced by S3 (compared to a local file
system). (2) For a larger number of nodes (p> 50, n=1000)
efficiency decreases for various reasons, e.g. coordination.
As all nodes are considered blocked until a job is processed,
a large fraction of nodes are idle until the last process has
finished. Also for short execution times per node, relatively
small overheads like network delays and startup time have
considerable impact on efficiency.

VIII. C ONCLUSIONS ANDFUTURE WORK

The emergence of utility cloud services introduced a novel
paradigm for the provisioning of large-scale compute and
storage resources [36]. Clouds allow their users to lease
and utilize hard and software resources residing in large
global data centers on-demand. This provides a generic
model that can be exploited for business as well as for
scientific applications. In the context of high-performance
computing, it is obvious that such a model cannot replace
dedicated clusters or other high-end and supercomputing
facilities. However, it has been shown that applications in
the area of data-intensive and high-throughput computing
can be well applied to the cloud computing model [37].
Cloud infrastructures provide in general much less specific
services than dedicated systems like compute clusters or
Grid resources. The AWS EC2 service for example allows
the user to control the software that is installed on the
utilized virtual machines, commission and decommission
computational resources on demand, and it does not require
the user to wait for free instances/nodes before using them.

The integration of such resources into an infrastructure
for distributed computing provides an important challenge
in this context. It is important to identify the differencesin
orchestrating clouds compared to existing service-computing
models. In this paper, we have presented a grid execu-
tion service that provides parallel processing of bulk data
based on customizable virtual nodes as part of a digital
preservation infrastructure. This service has been deployed
and evaluated using Amazon’s utility cloud infrastructure.
We argue that building such computational services based
on virtual images can provide a viable technology for the
provisioning of domain-specific applications on a larger
scale. Furthermore, we introduce work on a workflow system
for the concurrent orchestration of cloud-based execution
services. Future work will deal with the employment of a
common authorization mechanism and protocol for secure
web-based data access. In the area of digital libraries and
archives, we feel that in particular, legal concerns, security
policies, and SLAs will require extensive consideration.
Another research goal will be the elaboration of resource
management issues for on-demand computing. In particular,
we will investigate in scheduling algorithms for distributing
tasks across cloud nodes and clusters.
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Abstract - Conceptual modeling for database design is more 
than just a “drawing” of the database architecture which is 
readable for specialists. Instead it must be a means for com-
munication between the database designers and the other 
stakeholders. Even the specialists are not only interested in the 
graphical representation. There is also a need that the data-
base designers and end users get an overview if the focus of the 
database schema under development still reflects the expecta-
tions of the end users. Stakeholders are also interested in the 
current working state (progress) of the model. Therefore, it 
needs simple and easy to use techniques for gathering and 
presenting different kind of information. In this paper, a com-
bination of such techniques is presented. Firstly, it will be 
proposed how a glossary based representation together with a 
graphical representation and a verbalization of concepts can be 
used for communication with the end user.  In the remaining 
parts of this paper these techniques will be applied to give 
database designers an overview of the focus of the schema, the 
current progress state as well as an overview to the sources 
which are related to the model elements. 

Keywords - conceptual modeling; verbalization; glossary; pro-
gress information; important concept; 

I.   INTRODUCTION 
A database is the backbone of information systems. There-
fore, conceptual database design is a very important aspect 
of information systems development. Wrong conceptual 
models can lead to serious problems since the software 
depends on the right concepts and correct relationships 
between these concepts. Later changes in the database de-
sign can lead to numerous changes in the information sys-
tems software or to unforeseen errors. Much effort must be 
spent on the communication and negotiation process with 
all the stakeholders to get a validated conceptual database 
schema.  Thus, it would be good to work with a presentation 
technique that is easy to understand and as many stake-
holders as possible feel comfortable when using such a 
technique. Unfortunately this is not possible because of the 
different skills and knowledge of the stakeholders. Some of 
them are domain experts with no knowledge in computer 
sciences, others have a little knowledge. The problem is 
even worse since it is also situation depended. Thus, a sin-
gle representation technique that is perfect for all stake-

holders does not exist. A solution could be a mixture of 
representation techniques. Hence, the success of database 
projects strongly depends on a good mixture to gather the 
information from the end users as well as to present this 
information to them.  

The most commonly used representation of conceptual 
models is a graphical representation. Since the beginnings 
of conceptual modeling (i.e. entity relationship modeling) 
models were represented with a graphical language (e.g., 
entity types as rectangles). This has not changed over the 
time. Some parts of the Unified Modeling Language (UML) 
have still a graphical language (i.e. classes appear as rectan-
gles, associations as lines etc.).  However, over the time 
computer scientists got aware that such graphical languages 
are good for IT professionals but typical end users are not 
able to understand them. Therefore solutions to verbalize 
the conceptual schema were introduced. Verbalization 
means that the graphical language is transformed back into 
natural language descriptions. Beside the classical graphical 
representation and verbalization, in this paper it is proposed 
that in addition a glossary representation should be consid-
ered as a third possibility. All these three representation 
techniques together can help the stakeholders to understand 
the conceptual schema. 

For computer scientists, there are still good reasons to 
use graphical modeling languages. They provide a good 
spatial overview over all the concepts and their relation-
ships. Furthermore a graphical language with a well defined 
grammar and defined notions is better suited to generate a 
logical model for the database. 

 Natural language descriptions of a diagram can better 
explain concepts and their relationships. Finally, if glossa-
ries are used as check lists, they can support the negotiation 
process. Using these three representation techniques to-
gether can compensate the weaknesses of a single represen-
tation technique. Hence, the best solution would be to have 
all the three representation techniques under one roof. This 
can give all the stakeholders the opportunity to read that 
representation which is the best for them in a certain situa-
tion. 

Most of the tools for conceptual modeling are focused on 
the graphical view. Some tools and approaches only provide 
at most two main views (graphical view and natural lan-
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guage descriptions). Glossaries, natural language descrip-
tions and diagrams together are not used in the context of 
database design, since most researchers rely on diagrams 
only.  

Independent from the representation technique, the 
schema itself is only part of a greater design context. Every 
element within the schema must be traced back to a re-
quirements source. During the design process, different 
elements in a schema will have a different working state. 
Whereas some elements are nearly completely modeled 
some elements still have to be finished. For some elements 
the designer must still ask questions or has open tasks in the 
task list, for other elements there are no more questions or 
tasks to do. There should be also the possibility to view 
concepts according to their importance in the schema. This 
is another kind of structuring mechanism to avoid that the 
stakeholders get lost within the network of concepts.  

Therefore the paper is structured as follows. In Section 
2, the related work is discussed. Section 3 gives an over-
view of two projects which were accomplished. Learning’s 
of this project and the approval of previous research ideas 
and assumptions for the selection of the visualization strate-
gies are presented in Section 4 namely graphical representa-
tion, verbalization and a glossary representation. Section 5 
and 6 present additional visualization techniques based on 
the three basic visualization strategies. Section 7 shows 
parts of the tool. Section 8 summarizes this contribution. 

II.   RELATED WORK 
Graphical representation (e.g., diagrams) is the most estab-
lished type of representation for conceptual modeling in 
general and database modeling in particular. In the begin-
ning of conceptual modeling, graphical languages like the 
Entity Relationship approach were proposed for both end 
users and database designers.  

According to the underlying paradigm of how a stake-
holder perceives the “world”, two types of conceptual mod-
eling approaches can be distinguished: 
• Entity type and object oriented approaches, 
• fact oriented approaches.  
In the first paradigm the “world” is seen as a world of ob-
jects which have properties. Therefore a clear distinction is 
made between object and object types respectively and their 
properties. Representatives of this paradigm are the classical 
ER approach and UML. Fact oriented approaches on the 
other hand see the “world” as a world of facts. Facts de-
scribe objects and their roles within a relationship. No dis-
tinction is made between objects and properties. Every con-
cept is treated equally. Representatives of this kind of para-
digm are NIAM [14] and its successor ORM [8],[9]. Both 
approaches have pros and cons. Object oriented approaches 
look very compact. In a typical object oriented class dia-
gram attributes are embedded in the class representation. No 
additional connections between classes and attributes are 
necessary which would expand the diagram. On the other 

hand, many revisions must be made if such a diagram is 
used too early in the design phase. Due to information that 
is collected, classes might become attributes and attributes 
might become classes. According to [8][9] this is a reason 
why fact oriented approaches are better suited for concep-
tual modeling. 

Nowadays there are doubts that currently used graphical 
representations will support the communication between 
end users [13]. Therefore, it is proposed that more effort 
must be spent to produce good “diagrams” for user commu-
nication. Some researchers even state [4] [10] that the 
graphical representation of a conceptual model should be 
transformed back to natural language. In particular, they 
argue that this transformation better helps the end users to 
understand the very compact and sometimes formal graphi-
cal notation. As a solution for the transformation result, they 
often provide a restrictive form of natural language called 
controlled language [6]. Hence, the purpose of such a trans-
formation (verbalization) step is to comment and explain the 
more formal graphical representation of relationships and 
concepts.  

The use of glossaries and dictionaries was proposed 
since the 70. The first work on “glossaries” was done by 
Parnas [15]. He used tabular representations for the repre-
sentations of functions.  In the 80s the DATA ID approach 
[2] used glossaries as a central concept in their methodol-
ogy. Requirements were distributed to data, operation- and 
event glossaries. The glossaries were the basis for tradi-
tional conceptual schema generation (ER diagrams and Petri 
nets). The KCPM approach [12] continues and extends this 
representation idea. It combines this idea with the fact ori-
ented paradigm. 

 A similar technique to glossaries namely forms and 
templates were introduced for the description of use cases 
[3]. Another approach using form templates for functional-
ity and navigation is NDT. It is described in [5]. In addition, 
the need for glossaries to describe also ontologies is pro-
posed in [11].  

Diagrams, verbalization strategies as well as glossaries 
can help to communicate with the stakeholders. Since the 
type of representation strongly depends on the skills of the 
stakeholder and the situation, a combination of all three 
representation techniques is always better as one representa-
tion alone. A lean modeling language which only consists of 
concepts and not of classes and attributes prevents that the 
database schema must undergo many changes. 

Beside the communication to the end users it is also nec-
essary that the designer knows the current working state 
within the model. Furthermore, he must know if each con-
cept in the schema is related to at least one requirements 
source. Finally it would be good if he is supported in the 
question: “Do I still focus on the right things?” 

Measures for the progress of requirements are given in 
[21]. These measures are based on the IEEE quality stan-
dards for requirements. Also in [20] an approach for meas-
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uring the progress of requirements was discussed. This 
approach mainly depends on the decomposition of require-
ments and the number of statements like “to be completed”. 
However, this could lead to two problems: 

• when to end with the decomposition and  
• forgotten “to be completed” statements 

As a consequence, in [22] measurement is based on tem-
plates and not on natural language requirements as de-
scribed in the two other approaches. Particularly glossaries 
are used. With this strategy the “to be completed” state-
ments become superfluous. Hence, there is no problem if 
the designer forgets them. Instead any gap (empty cell) in 
the glossary is a hint for missing information. 

The best practice to visualize the relationships to re-
quirement sources is a traceability matrix [24].  

Related research results which can help to determine if 
the designer still focus on the right things were found in the 
area of schema clustering [16][17]. In this field so called 
centered entities are used as a basis for the clustering. Other 
ideas were presented in the domain of ontologies [18][19]. 
Key concepts were mainly used to give one measure for the 
quality of an ontology. 

To summarize the related work: Different representation 
techniques are proposed in literature. However, usually only 
one technique or a combination of two techniques is pro-
posed. This paper proposes to combine the three representa-
tion techniques, namely a glossary based representation 
with a graphical representation and a verbalization. Fur-
thermore it proposes to use the combination of these three 
representation techniques not only for the schema itself but 
for a specific content aspect (i.e. important concept) as well 
as for context information (progress information, relation-
ship to sources). Hence, it is the aim that the stakeholders 
get a holistic view on the database schema. 

III.   PRACTICAL EXPERIENCES 
Before the approach of different visualization techniques is 
described, two real projects are presented in this section as 
an additional motivation to the literature study. The two 
projects were accomplished in two different domains. The 
first project dealt with the management of cancer cases. 
Each province has an appointment from the government, 
that a central institution should collect the appearance of 
cancer cases. These are used by the government for statisti-
cal analysis. Usually a central institution located in one of 
the public hospitals takes care of this. The order was to 
support this institution during requirements elicitation and 
analysis. The institution worked already with an information 
system for managing cancer cases since the nineties. How-
ever, as the reader can imagine, within ten years, knowledge 
about cancer cases has grown and requirements of manag-
ing data and especially statistical data about cancer has 
changed. Therefore it was necessary to develop a new sys-
tem.  

The second project is located in the area of electrical 
power plants (mainly hydroelectric power production). A 
central institution monitors all the plants in the province. It 
checks if all plants work correctly and it has to react if an 
accident happens (i.e. to assign a team to fix the problem) or 
the plant is switched off (e.g., because of maintenance). The 
crew which monitors all the plants has to note all the events 
so that there is a traceable logged documentation if there is a 
shift changeover of the crew. Also for the management it is 
interesting to see what is going on, which accidents hap-
pened and the reasons for switch offs. Although the moni-
toring crews have access to different data sources, they need 
a summary of all these information in a central database. 

Beside their differences, both projects can be character-
ized by the following similarities: 

• The projects had a strong data centric aspect. Data 
was needed to get statistical information and to sup-
port the decision making in both cases. Conceptual 
modeling to design the new database and communi-
cation with the stakeholders were important tasks. 

• The project was not built from scratch. Either the 
data in the old system (cancer cases project) had to 
be considered or the new system has to gather and 
“summarize” data from different data sources (power 
plant project). However in both cases there was not 
such an amount of data that the development of a 
data warehouse was justifiable. 

• In particular, it was also necessary and useful to ana-
lyze the type of data available in the old database or 
other data sources. 

• In both projects the stakeholders agreed that a new 
system with new features is necessary. For the “can-
cer case” project, the old database system was out-
dated. Only those data which has proved to be inter-
esting over all the years was kept together with new 
information that was needed because of the new 
knowledge. For the power plant systems the stake-
holders needed a new database system which stores 
the integrated data from the different data sources.  

• Because of the different skills, background and 
knowledge of the end user it was not possible to de-
scribe the needed data with class diagrams only. 

Especially the last mentioned similarity underlines the 
proposals found in literature and was a motivation to think 
about a combination of three representation techniques and 
to apply these techniques also for specific purposes (i.e. 
progress information, relationship to sources). Since the two 
projects were data centric, the remainder of the paper fo-
cuses on visualization strategies for a conceptual database 
schema and will not discuss any other aspect of a software 
system (i.e. function, behavior, user interface, non func-
tional requirements etc.) 
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IV. THE THREE VIEWS 

A.  The model elements and graphical representation 
Before describing the several views the model is briefly 
introduced here. It is based on the ORM paradigm (facts 
instead of entity types). Therefore no distinction between 
classes and attributes is made.  
 

concept

perspective

relationship

model element

1

*

1

2..*
hasis involved in

concept

perspective

relationship

model element

1

*

1

2..*
hasis involved in

 
Figure 1: excerpt of the meta-model 

The excerpt of the meta-model in Figure 1 illustrates this 
fact oriented paradigm. A concept is connected to a rela-
tionship via perspectives (roles in ORM). Both concept and 
relationship are model elements. 

A concept itself is every term which is important in a 
certain domain. A concept can be a material or immaterial 
thing. It is also a term which would be modeled as an attrib-
ute in UML (e.g., first name). This supports the idea that 
designers shall elicit important concepts without thinking if 
they will become classes or attributes. Such distinction can 
be delegated to the tool.  

Although the meta-model follows the fact oriented para-
digm which allows that a relationship has more than 2 per-
spectives (e.g., ternary relationship) the representation of 
relationships is more similar to UML. Perspectives (roles) 
are hidden in the representation of a relationship. They are 
mainly used to specify the relationship. In this aspect it 
differs from ORM which strongly focus on roles also in the 
graphical representation. Especially special relationships 
(e.g., aggregation) are defined by pre-defined perspectives 
(e.g., aggregate_of, part of). Beside the well known rela-
tionships like aggregation, composition and generalization 
also an identification relationship and a hasProperty-
relationship are part of the approach. The hasProperty-
relationship which was introduced in [23] can be used to 
indicate that A has the property B. That B is a property of A 
does not necessarily mean that B is an attribute of A, if A 
and B would be mapped to an UML class diagram. B will 
only become an attribute if B does not have relationships to 
any other concept in the schema. On the other hand A can 
be transformed immediately to an UML class since it was 
specified with the hasProperty-relationship that A has a 
property. With this relationship alone a graph of concepts 
can already be easily transformed to an UML class diagram. 

The hasProperty-relationship is drawn with a directed edge 
pointing from the object representative to the representative 
of the property. Whereas the perspectives are predefined 
(“has”, “belongs_to”) the whole relationship can be labelled 
individually. The “identifies” relationship is used if the 
designer knows that the value of a concept identifies an-
other concept. The predefined perspectives of this relation-
ship are “identifies” and “is-identified-by”. The whole rela-
tionship is presented as an edge with two lines crossing the 
edge at the position of the identifier. With the two crossing 
lines, the relationship should appear like a “key”. The cross-
ing lines represent the teeth of the key. The identify rela-
tionship must be used to model concepts (attributes) which 
will become key candidates in the database schema. If no 
special relationship is applicable, then also a (simple) binary 
relationship can be used with no special meaning. It is rep-
resented as an edge with no additional graphical features. 
The user freely can label the two perspectives as well as the 
whole relationship or leave the labels empty. Figure 2 
shows the appearances of the different relationships. 
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Figure 2: representation of relationships 

 
Multiplicities must be defined for the normal binary re-

lationship, the aggregation and for the hasProperty-
relationship. There is no need to specify the multiplicity at 
the composite perspective of a composite relationship since 
the composite relationship has the same multiplicity seman-
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tic as the composite association in UML. There is also no 
need to specify multiplicities at all for the “identifies-” and 
“generalization-”relationship. Because of their special se-
mantics the multiplicities are implicitly defined.  

Another difference to UML, ER diagrams and ORM is 
the management of additional concept information (e.g., 
examples, quantity descriptions, synonyms, value con-
straint). Since this information is well suited for a glossary 
view, it will be described in detail in the section which 
treats the glossary view.  

Because of the semantic relationships, the information 
gathered in the glossaries (e.g., value constraint), informa-
tion about multiplicities, concept name analysis and rela-
tionship name analysis, the approach allows an easy trans-
formation to an Entity relationship or UML diagram. Hence, 
like ORM the approach is stable against changes in the 
model but can be transformed to UML. For a more detailed 
description of the model and the mapping, the reader is 
referred to [12] and [23]. 

B.   Glossaries 
Glossaries should not compete with the other representation 
techniques but try to complement them. Whereas graphical 
representations are good for a (spatial) overview and natural 
language descriptions explain formal notations to end users, 
the aim of a glossary should be a detailed but compact de-
scription of concepts. They should provide the negotiation 
process and also the process of collecting concepts from the 
stakeholders. Especially during the first stage of database 
development, a database designer is more like a medical 
doctor or a pilot who must work with check lists in order to 
get new information or validate old information. With glos-
saries the collected concepts will appear in a very compact 
format which is still readable and understandable for all the 
stakeholders. 

Most often a concept glossary only has a column for the 
name of the concept and a column for the definition of that 
concept. With this kind of information a glossary would 
only play a minor role.  

With additional glossary columns, different stakeholders 
can be incorporated (e.g., typical end users with no techni-
cal knowledge and persons with technical knowledge about 
the old system).  

For instance, in the cancer case project there was a per-
son who maintained the old system and of course the typical 
end users like physicians, nurses and secretaries. In the 
electrical power project, a project member from the cus-
tomer’s side had knowledge about the existing data sources 
from which the data should be extracted. If it is interesting 
in particular to represent information for all the stakeholders 
like it was in these projects, then such a glossary must not 
only consist of a concept name and definition column. In-
stead the following additional columns are necessary: 

• Examples for the concepts,  
• quantity description,  

• synonyms,   
• value constraint,  
• data source constraint. 

Figure 3 shows the part of the meta-model that manages a 
detailed description of concepts. It is visualized with the 
model elements presented here. 
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Figure 3: concept information 

According to its name, instances and values are stored in the 
example column. (e.g., “pathological institute” for the 
concept “department name”). 

Quantity description specifies the amount of instances 
a concept will have (e.g., “500 patients”). It can be further 
refined with an indicator that tells if it is an average, a mini-
mum or a maximum value (e.g., “in average 500 patients”). 
Additionally, with a second descriptor it can be specified 
that the quantity increases within a certain period (e.g., “10 
additional patients per year”). 

Synonyms refer to other names of the same concept. 
(e.g., institute as a synonym for department if department 
was chosen as the main working concept). Usually syno-
nyms have no internal hierarchy or ordering. If a notion N1 
is synonym of a notion N2, then also N2 is synonym of N1. 
For conceptual modeling it is necessary to decide which 
concept will be further used. This is selected as the main 
concept in the list of synonymous concepts. The other con-
cepts are still necessary but only in the sense that they rep-
resent variants of the main concept. Therefore in the syno-
nym relationship of the meta-model the perspectives (roles) 
main concept and subordinate concept were introduced.  

The value constraint consists of the sub information 
format and data type. The data type column specifies the 
data type a value can have. It can be a simple data type 
(String, Integer, Date etc.) or an Enumeration. It is intended 
that also smart business objects can appear in this column. 
Smart business objects as proposed in [7] are specific data 
types which are restricted to a certain format and specific 
features and operations (e.g., a type “e-Mail address”). In 
the format column, the appearance of the values is specified. 
The simplest form is the definition of the length of a value 
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(e.g., a String or an Integer value). The length is encoded 
with the character L. Thus, a string value with 50 characters 
is encoded with L50 and has the entry “String” in the data 
type column. If a concept like diagnosis date is based on the 
data type “DATE”, then this data type appears in the data 
type column. If such a data has a specific format (e.g. 
“YYYY/MM/DD”) then this is collected in the format col-
umn.  

The data source constraint consists of the same infor-
mation. In addition it has the column data source. The data 
source constraint column was introduced since often an old 
database system exists which has to be replaced by a new 
one. It cannot be expected, that the data types and formats 
will stay the same in the new version of the system. If data 
from the old system is migrated into the new system, possi-
ble differences of data types and formats must be considered 
in advance. The additional column “data source” specifies 
the source and the structure of a concept in the old system 
from which data has to be migrated. The expression “<table 
name>.<attribute>” is used for it. If the concept is only a 
table in the old database, then only “<table name>” can be 
used. Table 1 in the appendix shows how such a representa-
tion can look like. 

C.   Verbalization 
For verbalization it is assumed, that class names and con-
cept names respectively are in singular form. Relationship 
names are verbs in 3rd person singular form. These verbs 
can be either given in active or passive voice.  

Usually a verbalization of a diagram is made by para-
phrasing the graphical content. In particular, the approach 
described in [10] uses the label of object types, the labels of 
the roles and the multiplicity information. This information 
is concatenated together with fillers (e.g., articles, quantifi-
ers) to form a natural language sentence. Especially the 
multiplicity information must be translated from a number 
representation (e.g., numbers in brackets [0..1]) to its textual 
representations. Short cuts like “exactly 2” for [2..2] must 
be considered.  

As mentioned above a concept name is written in singu-
lar in the graphical representation. In the resulting sentence 
of a verbalization, it can be left in singular if it is the subject 
of the sentence. If it is the object in the sentence then it has 
to be decided if this concept name must be transformed to 
the plural form. The decision is based on the multiplicity 
information (e.g., N as the maximum multiplicity). 

The verbalization strategy also takes the special relation-
ships between the concepts into account. Beside the com-
monly used special relationships like “Generalization” and 
“Aggregation”, the model also offers the special relation-
ships “hasProperty” and “Identification”. These additional 
special relationships make it easier to verbalize the graphi-
cal representation of the relationship. In the “hasProperty” 
relationship the verbs has/belongs_to are taken as default 
paraphrases for the relationships between the concepts, but 

the designer always can use another word (e.g., owns, buys 
etc.) instead of has. In this case the word with which the 
user defines the relationship is taken in the verbalization 
step. The special relationship “Identification” provides two 
roles. These roles are thing identifies (another) thing and 
(another) thing is identified by thing. They are taken for 
verbalization. The place holder “thing” is replaced by the 
concrete involved concepts of the identification-
relationship. If no special relationships are used, then it is 
recommended, that the user specifies the name of the rela-
tionship. Otherwise, the relationship is verbalized into a 
simple “is related to” phrase. 

In addition to relationship verbalization, also a verbali-
zation of some of the concept columns (quantity description 
column, format column and value constraint column) is 
provided. Special sentence pattern are used.  A sentence 
pattern like “There are [in average | at least | at most] 
<quantity> [additional] <concepts> [per year]” can al-
ready support the verbalization of a quantity description. 
The phrases in square brackets are optional. The minimal 
specification of a quantity is “There are <quantity> <con-
cepts>”. This is equivalent to “There are in average <quan-
tity> <concepts>.” If there is an upper limit that can be 
reached, then “at most” is taken. If the quantity will never 
fall under a minimal limit then “at least” is used. If not the 
total quantity is meant but a quantity that rises per year then 
“additional” together with “per year” is added. 

To specify the format column a sentence like “The for-
mat of the <concept> is <format description>” can be 
used. If enumerations are defined in the value constraint 
column of a concept a sentence like “<concept> must be 
either <value> or <value> or <value> …” is generated. 

 
 V.  VISUALIZING IMPORTANT CONCEPTS 

 
In the last section the three basic presentation strategies 
were introduced. This section builds on the three presenta-
tion strategies. They are used to visualize important con-
cepts. Information about important concepts is useful to get 
a quick overview of the schema focus. Especially the two 
questions are of interest:  

• Is the focus of the schema still the focus which was 
expected by all the stakeholders at the beginning of a 
database design project?  

• Is a certain concept specified enough?  
These questions can be broken down to the question of 
important concepts within a schema. If the important con-
cepts modeled in a schema are not the same as expected by 
the stakeholders, then it is possible to detect a defect. For 
instance, such a situation can appear if an important concept 
is still underspecified. This can happen due to a misunder-
standing between the designer and end users.  Particularly, 
the designer concentrates on the description of concepts 
which are not so important for the stakeholders.  
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In order to get this information, it is necessary that the 
tool itself can automatically determine important concepts 
on the basis of already modeled information. An adjustment 
can then be made between the generated proposal of the tool 
and the expectations of the stakeholders. 

This section will discuss this topic. After defining what 
important concepts are and how they can be calculated, it 
will be explained how the different views can visualize this 
kind of information.  

A.  What are important concepts?  
The notion “important concept” is based on the idea, that 
they are well described in a conceptual schema. They make 
up the centers of the schema and other concepts (supporting 
concepts) are used to describe them. Synonymous notions 
for important concept are “centered entity” and “key con-
cept”. 

[16] has introduced the notion “centered entity” for us-
ing it as a basis for a clustering algorithm.  Entities are de-
scribed in terms of relationships in which they are involved. 
Hence, the more an entity has connections to other entities; 
the more the entity can be seen as a centered entity. This 
definition of a centered entity is very pragmatic, based on 
the analysis of a graph. It has the advantage that it can be 
done automatically by the tool [16], [17].  

Most important for the approach introduced here is a re-
search result achieved by the same author some years later 
[17]. A study with students was made. One part of the study 
focused on the centered entities itself. The question was 
examined, if entities with more relationships are perceived 
as more important. The study showed that this is the case.  

In the research area of ontologies the notion “key con-
cept” was introduced in [19]. It was part of an approach 
which checked the quality of an ontology. Once again rela-
tionships were used for the calculation of key concepts. 
Here, the relationships are weighted higher, if more implicit 
relationships in the lower sections of the generalization 
hierarchy can be derived from them. In [18] only the chil-
dren of a concept in a specialization hierarchy were 
counted. 

B. How to calculate importance? 
Since database design is more focused on relationships 
between concepts than on a generalization/specialization 
taxonomy, this approach follows the idea of [16][17]. It 
differs and extends this previous approach since it considers 
the type of relationship between the concepts. The calcula-
tion consists of two sub steps: 

• Counting of connections to other concepts 
• Categorizing a concept. 
Counting step: For the approach presented here, the 

counting is done as follows: For each binary undirected 
relationship a concept has, the counter is increased by 1. For 
each special generalization relationship a concept is in-
volved, the counter of that concept is increased by 1. If a 

concept is involved in the special aggregation relationship 
then the counter is increased only if it has the aggregation 
role. This is based on the idea, that aggregates more repre-
sent the main concepts than their parts since otherwise it 
would not be necessary to model the aggregate but it can be 
concentrated on the parts only. The two additional semantic 
relationships identification and hasProperty are also 
counted differently.  The counter is increased for a concept 
if it is identified by another concept. The counter is not 
increased for the concept which identifies, since this con-
cept can be understood as a (database key candidate) attrib-
ute. The hasProperty relationship is a directed relationship 
between a concept and its property representation (once 
again a concept). For each hasProperty relationship where 
the concept is in the role to have the property and not in the 
role to be the property the counter is increased by 1. 

Counting in other approaches (UML, ER, ORM):  
For the sake of completeness, the step is also explained for 
UML, ER and ORM schemas. The counting of importance 
depends on the paradigm which is used. 

For UML or ER the counting could be as follows: All at-
tributes in an UML class diagram or Entity Relationship 
diagram get the count value 1. For each class, entity type 
respectively, their numbers of attributes are counted. For 
instance, if a certain class (entity type) has 12 attributes, 
then its initial count result is 12. For each binary (n-ary) 
undirected association, a class / entity type is involved in; 
the count result is increased by 1 for that class / entity type. 
For each generalization relationship a class / entity type is 
involved in, the count result is increased by 1. For each 
aggregation- or composition relationship a class / entity type 
is involved in as an aggregate the count result for that class / 
entity type is increased by 1. UML class diagrams provide 
two additional features, which are interesting for counting. 
Associations can be extended with a reading and navigation 
direction. In these two cases the count result is increased by 
1 only for those classes which are the source (starting point) 
for the reading or navigation direction. It can be argued that 
the source of the navigation or reading direction is focused. 
Hence, it is more likely that it is an important concept than 
the target of the directed association.  

For an ORM diagram the counting is as follows: For 
each role of an object type, the counter is increased by one. 
If the object type in addition has a key attribute, then the 
counter is increased by 1 once more. Aggregation is treated 
in the same way as shown for UML. 

Categorization step: The result of the counting for each 
concept is now taken as an input for the categorization step. 
Additionally the concept with the maximum counting result 
is selected out of the list of concepts. This is the first de-
tected important concept. The counting results of all other 
concepts are compared with this maximum.  

The comparison returns to which category a concept be-
longs. The approach is restricted to the three categories: 
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very important concepts, important concepts and unimpor-
tant (supporting) concepts.  

The distinction into which category a concept falls is de-
termined by the percentage of counted connections a con-
cept has with respect to the maximum counting result in a 
certain schema. If a concept reaches a percentage value >= 
66 % then it is a very important concept. If the percentage 
value PV is 33 % <=  PV < 66 % then it is an important 
concept. Finally, if the percentage value is below 33 % then 
it is only a supporting (unimportant) concept. 

Let a concept C1 have a count of 50, meaning it was able 
to increase the counter by 1 for 50 relationships it is in-
volved in. Let us further assume 50 is also the maximum 
counting result that appears in this schema S. Let another 
concept C2 in S have a counting result of 20. The type of the 
concept is then calculated by 20 / 50 and the result is 0.4 (40 
%). With this 40 % the concept belongs to the category of 
important concepts. Let a third concept C3 have the value of 
40 which means, it reaches the maximum with 80 %. Hence, 
C1 and C3 belong to the very important concepts. 

 After this introduction what main concepts are and how 
they can be detected in the schema, the next section dis-
cusses how such information can be offered to the user in 
the different representation techniques presented in this 
paper. 

C. Visualization  
For the graphical representation a strategy was cho-

sen, which is a combination of enlarging the rectangular 
dimensions of a concept together with a coloring strategy. 
The very important concepts appear as the biggest concepts 
on the screen. The color of this concept is deep green which 
emphasize their importance.  Important concepts are also 
enlarged but not as much as very important concepts. They 
appear in a yellow color.  This gives them a more transpar-
ent and pale touch. The color and the size signalize that they 
must be considered as important, but they are not among the 
most important. Finally the supporting concepts are not 
enlarged at all, but appear as they are. They have a white 
color, which underlines their supporting character. The 
spatial information is not distorted as it is only necessary to 
show which concept is very important, important or unim-
portant. 

In the verbalization view all unnecessary information is 
filtered out to avoid textual bulk. Like in a news paper, 
book chapter or any other linear textual description an ab-
stract or summary of what has been specified is provided to 
the reader. For those kinds of concepts which are important 
according to their specifications the user gets a very detailed 
and insight look. On the other hand he will not be bothered 
with details of supporting concepts. They only appear in the 
textual summary as long as they help to describe at least one 
of the (very) important concepts. Such a verbalization can 
start with a textual introduction template like: “The most 
important concepts of this schema are <list of very impor-

tant concepts> followed by <list of important concepts>”. 
Afterwards each of the (very) important concepts is verbal-
ized according to the strategies described in the verbaliza-
tion section.  

The glossary content can be sorted. For sorting, an ad-
ditional glossary column is introduced. In this column, the 
counting results are presented. If the glossary rows are 
sorted according to these columns in a descending order, 
then the very important concepts appear before the impor-
tant concepts and the supporting concepts.  

To summarize, if for instance “after care” is seen as an 
important concept in the medical (cancer) domain then such 
visualization strategies can help to detect a defect. For this 
example, the reader is referred to Figures 5 and 8.  In Figure 
8, “after care” is only presented as an unimportant concept. 
In the textual summary it only appears in the description of 
cancer case but is not itself described. In a glossary repre-
sentation it will not be among the first listed concepts. 
Hence, if this concept is important for the stakeholders they 
will be surprised on one hand but on the other hand they 
will get aware that something (i.e. a better description of 
after care) is missing.  

VI. VISUALIZING THE PROGRESS AND SOURCE 
Up to now visualization of model elements were described 
only. In fact a concept is not only related to another concept 
but it is also “related” to sources from which it was derived 
and it is related to a certain working state (progress). If the 
stakeholders need a holistic view of the model, then also 
their relationships to the sources and the working progress 
of the model is information that must be visualized appro-
priately. Figure 4 shows the relationships between a model 
element to its sources and its progress information.  

In this section it will be firstly defined what is meant 
with source and progress. Then it will be explained how 
such information can be visualized. 

A.   Source 
A source is any thing or media from which a model element 
like a concept can be derived. 
In this approach three kinds of sources are distinguished 

• natural languages requirement sentences,  
• documents 
• involved persons 
A natural language requirement sentence is the smallest 

unit of source from which a model element (here a concept) 
can be derived. The requirement sentence itself can be se-
lected from a document. 

A document is any type of media in which a model ele-
ment was found. 

An involved person is any stakeholder who mentioned 
the model element. 

Instead of using very small units of single requirements 
sentences only, this approach also allows to relate a model 
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element to the more coarse grained sources “document” and 
“involved person”.  
 

involved person sentence

source

document

model element

open question open task

*

*

*

*

*

*

0..1 *selected from

related to

has
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explicit progress information
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Figure 4: model element, progress and source 

B.   Progress 
It might be surprising that progress, which is a certain 

state or snapshot of the modeling process, is specified in the 
meta-model. However “progress” can be divided into ex-
plicit progress information and implicit progress infor-
mation. In this approach an explicit progress state is given 
if the designer declares that there are still some open ques-
tions or open tasks for a certain model element or a source. 
An implicit progress cannot be declared explicitly but is 
derived from the grade of completeness of the schema. 
Therefore the meta-model only specifies the explicit work-
ing progress. Nevertheless, the details of implicit progress 
information are also given here. 

The explicit progress information (open questions and 
open tasks) is necessary for the following reasons:  

• Conceptual modeling is always driven by decisions 
(i.e. decision to model certain information in a cer-
tain way, decisions to select and gather some infor-
mation whereas other information is ignored etc.). 
Some of them can be made by the designer itself 
whereas other decisions need communication with 
end users. If the designer is not sure if he has made 
the right decision, then a possibility must exist to 
make a remark for asking the end user. Furthermore 
this remark must be related to the respective model 
element. Such a remark is not only a hint for the de-
signer to ask somebody something, but also a con-
crete hint that the element is not yet finished. 

• Not every task can be done at once. Some tasks must 
be done later. The open task remark helps the de-
signer to remember these tasks (e.g., “I must col-
lected detailed information for the concept patient”). 

Once again this remark is a concrete hint that some-
thing is not yet finished. 

The implicit progress information can be derived by 
answering the following two questions:  

• Is each column in the glossary view filled with a 
value? 

• Is each concept related to at least one other concept 
and is the multiplicity information within each rela-
tionship specified for a certain concept. 

The answers for the first question can be found inside 
the schema structure itself. In [22] a general method to cal-
culate the progress was already introduced. Therefore this 
paper concentrates on the visualization part which was not 
the scope in [22]. The customization of the general method 
is only explained to the extend that is necessary to under-
stand the visualization. Imagine a matrix similar to table 1 
in the appendix. Each row describes a concept. Each col-
umn is reserved for a specific aspect of a concept (e.g., its 
examples, its definition, its value constraint, its quantity 
description – see Figure 3). A cell of a certain row and col-
umn can be empty or filled. The concept definition and the 
example column are two kind of information that must be 
filled out in order to be complete. The progress can be cal-
culated by counting only those cells of columns which are 
filled with a value and dividing them by the total number of 
columns which must be filled out. If the total number of 
columns would be 2 (i.e. concept definition column and 
example column) and if only one is filled out for a certain 
concept at a certain point in time, then the progress state 
would be 50 %.  

Additionally, the approach also considers the columns 
for value constraint and quantity descriptions. For the calcu-
lation of the progress state of these concept aspects, the 
general method described in [22] was customized and re-
fined. The quantity description is not needed for every con-
cept. Therefore it is optional. However, if a quantity (nu-
meric value) is specified for a concept, then all the other 
information must also be specified (e.g., aver-
age/maximum/minimum, increasing per period or not). The 
data type entry in the value constraint depends on the state 
of the concept. If the concept is already categorized as an 
attribute, then the data type must be filled out. If it is a class 
then it must not be filled out. If it is a concept which is not 
yet categorized to a class or an attribute and if the data type 
is empty, then the implicit progress information for that 
concept is defined as 0.5. This gives a hint that there might 
be still something missing.  

Consider a concept which is a class. It has a quantity de-
scription and all the necessary information for this quantity 
description is specified. A concept definition is specified but 
no examples are given. In this case the progress state is 2 / 3 
(~ 66 %). On the other hand if it is an attribute that has a 
data type entry but no (concept) definition and no examples 
then the state is 1 / 3 (~ 33 %). Finally if there is a concept 
which is not already categorized as a class or an attribute 
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and it has examples and a concept definition but no value 
constraint then the progress is calculated as  2 / 2.5  (~ 80 
%). 

 The answer of the second question can be calculated by 
determining if a concept has at least one relationship to 
another concept. Then for every relationship which does not 
have predefined multiplicities (e.g., “identifies” relation-
ship) the multiplicity information of the concept to its re-
lated concept is examined. The state of completeness for 
relationships and multiplicity information is defined as 
follows: 

• If the concept has no relationship then the implicit 
progress information for the relationship progress 
state (RP) is 0. This means incomplete. 

• If the concept has at least one relationship to other 
concepts, then the relationship progress state (RP) is 
determined by:  

No. of specified multiplicities

No. of relationships for a concept
RP =

 
For example, if the concept cancer case has 10 relation-

ships to other concepts (e.g., start location, histology de-
scription etc.) but only for 4 of these relationships the mul-
tiplicities to the other concepts are defined, then RP = 0.4 
(40 %).  

The whole implicit progress information is calculated by 
building a sum of RP and the other progress state informa-
tion (e.g., progress of example, concept definitions etc.). 
This is then divided by the possible number of progress 
information. The result is the overall progress state in per-
centage. As a continuation of the previous example, let us 
assume that cancer case would have an RP of 40 %. Fur-
thermore it is categorized as a class and has examples and a 
concept definition. In this case the whole implicit progress 
state is 80 %.  If all the relationships also have specified 
multiplicity information then the progress state is 100 %. 

Implicit and explicit progress information is visualized 
separately, because situations can occur where a schema is 
already finished according to the implicit progress informa-
tion, but it is not finished according to the explicit progress 
information. An example for such a situation is the follow-
ing: The designer has already filled out and modeled the 
necessary information but in one case he is not quite sure if 
his design decision is correct. Since he has to ask one of the 
end users, he makes a note (open question) to ask some-
body. In other words, from a structural point of view a cer-
tain model element in the schema is complete but it is not 
yet validated by the end user.  

C.   How to view the Progress information 
There are several ways to graphically view the implicit 
progress information. One is to resize the concept. The more 
information about a concept reaches the state “complete”, 
the bigger it appears in the graphical view. Alternatively the 
more a concept is not completed, the bigger it could appear 

in the graphical view. As a third possibility the concepts can 
appear in the different colors of a traffic light. The seman-
tics of the colors are:  

• green: concept is largely specified or even complete  
(>= 66 %);   

• yellow: concept needs more information (>= 33 %) 
• red: concept is barely specified (< 33 %) 

It was decided to use this third possibility. For instance if 
the first alternative would have been chosen, then incom-
plete concepts only appear very small although the focus of 
the users attention should be directed to these incomplete 
concepts. On the other hand, if incomplete concepts are 
drawn very large then the mistake can occur that these con-
cepts are seen as complete concepts.   

Explicit progress information is graphically visualized in 
the same way: 

• red: there is at least one open question or one open 
task respectively. 

• green: no open questions; no open tasks. 
Glossaries itself are a good view to visualize on a very 

detailed level that something is missing, since in this case 
the cell of a row and column is empty. If an overview of the 
progress is needed, then this can be achieved by a table 
consisting of four columns. The first column contains the 
concept names in each row. The second column contains the 
progress of this concept using a progress bar (see Figure 6). 
In the third column each cell is colored green if no open 
question is stored for a concept. If at least one open question 
exists, then the cell has a red color. In the fourth column the 
same visualization strategy is applied for open tasks. 

A good strategy for verbalizing the progress was not 
found. Of course, there is always the possibility to verbalize 
the percentage of progress for each concept or to name the 
columns of a concept which are not filled out. However, 
glossaries or a graphical view are much better in such a 
situation since verbalization is a strategy which presents 
content itself and not the gaps.  

D.   How to view the relationship to the sources 
In the same way as the amount of relationships to other 
concepts is visualized graphically, the strategy can be ap-
plied to visualize the relationship to sources. However, it 
cannot be concluded from such a counting strategy, that a 
concept with more relationships to sources is more impor-
tant than a concept with fewer relationships. It might hap-
pen that a concept was only (but completely) found in one 
document or was specified by a single person. Hence, if in 
the graphical view a concept appears in a bigger size it only 
tells, that it has more relationships to different sources.  

In the glossary view, the relationship can be viewed with 
the already well established strategy of a traceability matrix. 
In its most general form, there is one column for the con-
cepts and columns for each kind of source (involved person, 
document and sentence). In the cell where a column and a 
row cross, a number indicates to how many sources of a 
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certain kind (e.g., document) a concept is related. Once 
again no adequate strategy was found actually for the ver-
balization view. 

VII. THE TOOL 

A.   General Views 
A tool (see Figure 7 in the appendix) was implemented to 
meet the requirement that verbalization, graphical represen-
tation and a glossary view must be combined.  

The left upper part of the tool presented in Figure 7 is 
the verbalization view. Here the diagram appears as a de-
scription written in controlled language. These sentences are 
generated from the information of all the relationships and 
concepts. Relationship information include involved con-
cept names, the name of the relationship (e.g., is a, identi-
fies, has, owns etc.), and multiplicity constraints. Concept 
information is information about the value constraint, the 
format and the quantity description specified for a certain 
concept. 

The right upper part of the tool is dedicated to the 
graphical representation. This is the classical form of repre-
sentation used in conceptual modeling languages. 

At the bottom the set of modeled concepts appear in a 
glossary style. The user has the advantage to use the list of 
concepts like a check list. He can look which columns are 
filled out and which are empty.   

To ensure that the user will not be overburdened with 
three different views, of course it is possible for him to 
switch off one view completely. The user can also resize the 
different views to get a larger glossary view, a larger 
graphical view or a larger textual view.  

Currently the model elements can only edited in the 
graphical view. The textual view offers only the possibility 
to insert controlled language sentences or read these sen-
tences from a file. With a button in the text view panel, 
these sentences can then be transferred to the graphical 
view.  

B.   Visualization of Important Concepts 
The visualization of important concepts currently is im-

plemented in the following way. For the graphical view of 
important concepts, the designer has to click on the button 
with the “spyglass” icon. Then he gets a popup window 
with a menu of several possibilities. One option is to choose 
the visualization of important concepts. After he has se-
lected this option, important concepts appear as described in 
three different sizes and colors (see Figure 8 in the appen-
dix). If he wants to see a natural language summary of the 
important concepts, then he must select the tool menu op-
tion “Views” in the menu bar. Afterwards he must select the 
submenu item “Summary”. Finally a window is popped up 
and displays the textual summary (see Figure 5).  If he 
wants to see the glossary view then he also has to select the 
“Views” menu. Finally he must select the sub menu “Impor-

tant concepts listing”. A window is popped up where the 
concepts are ordered according to their importance. 

C.   Visualization of progress and sources 
The graphical representation of the progress of concepts 

and their relationships to sources can be reached through the 
button with the “spyglass” icon in the graphic panel. The 
designer must then chose the corresponding option, depend-
ing of what he wants to see: 

• Visualization of explicit and implicit progress infor-
mation 

• Visualization of relationships to sources 
The right upper graphical part of the tool gives the required 
view as described (i.e. traffic light coloring paradigm for 
explicit and implicit progress information; three sizes and 
colors for concepts to visualize the number of relationships 
to sources).  

 

 

Figure 5: summary report 

In order to get a glossary representation of progress in-
formation, the designer must navigate from the menu bar 
item “Views” to the sub menu “Progress information” and 
“Traceability overview” respectively. For each of the two 
options, a window is popped up which contains the neces-
sary information (see Figure 6 for implicit and explicit pro-
gress information).  

Verbalization strategies of progress information and 
sources are not supported at the moment.  
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Figure 6: progress information 

D.   Technical aspects 
The tool was implemented in Java and all the information 

of the concepts and their relationships are stored in a 
MySQL database. 

The Model-View-Controller (MVC) architecture was 
used to manage the changes between the graphical and the 
glossary view. Inserting and updating of concepts and rela-
tionships is done in the graphical view. The user gets a 
property window for relationships and concepts. In these 
property pop up window he can insert and edit the details. 
Whenever details of a concept are changed then the graphi-
cal and glossary view is notified.  

The verbalization is not trigged by these changes since 
the textual area in the left upper part of the tool (Figure 7) is 
also used as a simple editor for inserting a list of controlled 
English sentences which can then be transferred into the 
graphical and glossary representation. Instead a button in 
this area generates the verbalization from the model. The 
verbalization strategy itself is implemented within the MVC 
model classes for concept and relationship. Each of these 
classes has a public method “verbalize”. Hence each object 
of these classes knows how to describe itself textually. The 
verbalization process itself is simply implemented by going 
through the entire concepts and relationships in a domain 
and by calling their method “verbalize”. 

VIII. CONCLUSION AND FUTURE WORK 
It is very important that the result of conceptual modeling 

is negotiated with all the stakeholders. Since the stake-
holders have different skills and knowledge background, 
different representation techniques should be used for the 
communication.  

 In this paper three representation techniques were com-
bined to give all stakeholders the possibility to choose the 
most adequate one in a given situation. These visualization 
strategies were then applied to “structure” the schema be-
tween important and non important concepts in order to 
detect defects in the schema. 

Since a schema must be seen in a greater context not only 
the visualization of the schema itself is relevant, but also the 
relationships of certain model elements to their sources as 
well as their actual progress of design. Both, overview of 
relationships to sources and progress information can help 
stakeholders to get a better picture about the current concep-
tual modeling state. 

These strategies are based on previous research results, a 
survey of the literature and learning’s made in projects.  

In future, more special relationships might be added to 
this approach. Further special representation techniques for 
special purposes together with the existing techniques (i.e. 
progress or relationship to sources) should be studied for 
their optimal usability. 
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APPENDIX 

TABLE 1 excerpt from the concept glossary 
Concept name Format Datatype DataSource SrcFormat SrcDatatype 
cancer case   CCSTD   
cancer case id L5 Number CCSTD.ID L5 Dezimal(5) 
diagnosis date YYYY/MM/DD Date CCSTD.DDATE L10 CHAR(10) 
icd10 value L5 String    
icdO3 value L5 String    
starting location  {left, right, 

unknown } 
   

histology id L5 String    
histology 
description 

 Text    

patient   PSTD   
patient id L6 Number PSTD.PNUMBER L5 Dezimal(5) 
first name L30 String PSTD.FNAME L21 CHAR(21) 
last name L30 String PSTD.LNAME L21 CHAR(21) 
address L255 String PSTD.ADDRESS L150 CHAR(150) 
municipality 
code 

L5 Number    

doctor      
person      
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Figure 7: tool with the three presentation views 

 

 
Figure 8: presentation of important concepts 
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Abstract This paper describes a Data Quality Framework and
its application within a Data Quality Project for heterogeneous
multi-database environments. The quality assessment of
derived data was performed by considering data provenance
and conflict resolution functions. A Data Quality Assessment
tool provides information regarding the elements of derived
non-atomic data values. The assessment and ranking of non-
atomic data is possible by the specification of quality
properties and priorities from users at any level of experience.
Consequently, users are able to make effective decisions by
trusting data according to the description of the conflict
resolution function that was utilized for fusing data along with
the quality properties of data ancestors.

Keywords- data quality; quality assessment; derived data;
cleansing; data integration

I. INTRODUCTION

Multi-database systems provide integrated access to
autonomous, distributed, and heterogeneous database
systems. The process of data integration requires fusing
conflicting data through the use of conflict resolution
functions. Therefore, when users retrieve data from disparate
data sources, they have no information about the
corresponding components and how they were integrated.

This paper is based on previous work regarding the
assessment of derived data by considering conflict resolution
functions shown in [1], as part of a Data Quality Manager
(DQM), which is a prototype to assess data quality and
inform users about qualitative characteristics of integrated
data, the elements it comes from and how it was fused in
order to trust data according to its quality. The aim of this
document is to propose a Data Quality Framework (DQF)
within a heterogeneous multi-database context, and to
present its implementation within a data quality project.

The Data Quality Manager implementation corresponds
to the Data Quality Assessment element of the Data Quality
Framework, but it could be part of any Data Quality Project
life cycle. The DQM provides qualitative information that
can be used to determine the current state of data, the
business impact of erroneous data and the possible root
causes of poor data quality.

We have already identified generic and usable quality
criteria to measure and assess data quality of primary data
sources, and integrated data at multiple levels of granularity
in [2] and [3].

During the data integration process, data administrators
require developing conflict resolution functions in order to
solve data discrepancies. We enhanced the data lineage
algorithm we developed in [4] to trace back the conflict
resolution functions in order to provide further quality
information to users.

The DQM implementation was based on a Framework
for Data Quality Assessment developed in [2][3][4]
composed by the identification of quality properties, its
corresponding metrics, the process of assessment by data
provenance, analysis of data quality, and ranking of data
sources.

The implementation of our Data Quality Framework
allowed users to determine causes of data quality problems
and refine the data quality through data cleansing,
monitoring, ensuring data quality during data production
process, improvement, etc.

The outline of this paper is organized as follows. We
briefly present a data quality overview in Section 2. Related
work is described in Section 3. Section 4 describes a
framework for conducting data quality projects. Section 5
explains the Data Quality Assessment Process as an element
of the previous framework. Section 6 presents a practical
approach by following the Data Quality Framework
proposed. The last section concludes with relevant and novel
features of the research and outlines future work.

II. DATA QUALITY OVERVIEW

This section presents a generic overview of data quality,
starting from commonly causes of data quality degradation,
the impact of low information quality, the cost of data
cleansing and our perspective for addressing data quality
issues.

A. Data Quality Definitions

The subjective nature of the term Data Quality (DQ) has
allowed the existence of general definitions such as “fitness
for use” in [18], which implies that quality depends on
customer requirements.

The definition established by Redman et al in [33],
suggests that data quality can be obtained by comparing two
data sources “A datum or collection of data X is of higher or
(better) quality than a datum or collection of data Y if X
meets customer needs better than Y”.
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Another definition is “The distance between data views
presented by an Information System and the same data in
the Real World” in [34], which means that quality depends
on the capacity of an information system to represent facts
of the real world. Consequently, careful handling of data
shall be done during its life cycle.

Recently, data quality has been defined as “the capability
of data to be used effectively economically and rapidly to
inform and evaluate decisions” [32].

However, these definitions are not very useful when data
quality requires to be evaluated. Consequently, data quality
rather than being defined has been characterized by multi
attributes or dimensions according to specific application
domains, types of assessment or customer requirements for
instance, that shall be accomplished in order to be suitable
for use.

As the determination of data quality is by comparing its
corresponding attributes [30], [33], this collection of
attributes must be defined, classified, measured and
compared in order to determine an overall quality.

However, quality properties are often of a quantitative or
qualitative nature, the former being easy to measure, but not
the latter, which are subject to personal expertise.

Furthermore, “..What may be considered good quality
information in one case (for a specific application or user)
may not be sufficient in another case” [31], which means
that even defining the quality attributes, and identifying
their corresponding measures and assessment methods, the
overall quality will depend on the specific priorities given
by data consumers.

From our point of view, data quality is a
multidisciplinary area, which involves management,
statistics and computer sciences. We consider data quality
not as the end but the means for making informed decisions.

The relevant data quality properties, its priorities, and the
level of expected data quality depend not only on the data
consumer experience, but also on the underlying type of
information system.

B. Causes of Data Quality Degradation

Data are being deteriorated by processes bringing data from
outside; incoming data may be incorrect and simply migrate
from one place to another such as data conversion, batch
feeds or real-time interfaces.

High volumes of data degradation are also introduced by
wrong designed Extraction, Transformation and Loading
(ETL) processes.

Data errors arise due to processes that manipulate the
already existing data in the database such as periodic system
updates with improper integrity constraints implementation.

Data are impacted by changes that for any reason are not
captured, and wrong designed processes changing data from
within.

There are some other processes that cause accurate data
to become inaccurate because time related data changes over
time and those changes are not reflected in the system.

C. Impact of low Data Quality

Poor data quality might affect every sector of industry
such as finance [24], where an error attributed to the New
York Stock Exchange resulted in several inaccurate stock
quotes being picked up and posted at a number of news and
investment organizations; within the medicine sector [25] a
woman underwent a double mastectomy after being advised
that she had breast cancer. After the surgery she was
informed that the laboratory had switched her lab results
with another patient and that she never had cancer; in the
Academy sector [26], a University emailed 1,700 applicants
to announce their acceptance into the class of 2007.

Unfortunately, 550 of the applicants received the letter in
error they had already received rejection notices. The error
was attributed to a "systems coding error". However, there is
a possibility that the acceptance status of the 550 students
was updated by mistake after sending the rejection notice.

Users should be aware of the quality of data they are
accessing along with the cause of its degradation. For
instance, identifying which data are time-related becoming
obsolete as time goes by; quality of data might be
application-related due to missing or wrong designed
constraints; integrated data have been passing from one
application to other or from one data source to other through
data fusion or transformation; etc.

D. The cost of data cleansing

According to T. Anderson in [22] the cost of poor data
quality is the sum of the cost to prevent errors and the cost
to correct them and the cost to make them good for the
customer. Pragmatically speaking, the cost of poor data
quality extends far beyond the cost to fix it.

The Data Warehousing Institute estimates that data
quality problems currently cost U.S. businesses over $600
billion annually. Errors are very hard to repair, especially
when systems extend far across the enterprise, and the final
impact is very unpredictable.

The first reaction at cleansing personal details would
be determining if a single record is "correct" by calling the
corresponding telephone number, and ask the person whose
name shares the record with the telephone number. If the
person comes to the phone, ask if all the values are accurate,
and correct those that are not. If there is no one there by that
name, the record is incorrect. The next step in data cleansing
requires additional information, and if none is available,
then the algorithm ends. This is a simple and accurate
algorithm. However, commonly is neither cost effective nor
scalable because depends on the number of records, staff
members and telephones. Automated solutions may be more
scalable, more costly, less accurate, more complex, require
more expertise, etc.

D. Loshin in [23] states that the cost of cleansing data
requires to analyze which is the size of data in number of
records and columns, which would be the criteria in order to
define data “clean”, if the relevant data are in a single table
or scattered across many data sources, and the number and
level of experience of customers. The level of reasonable
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effort for spending on data cleansing must be less than the
value of the accrued business benefits, and this provides an
upper limit to what could be budgeted for the process.

The subject of this work is concerned with the
specification and implementation of a Data Quality
Framework for the identification, measurement, and
assessment of data quality of derived data, and data sources
at any level of granularity to provide ranking of data sources
based on the user specified context. After the data quality
diagnosis, feasible data cleansing within a monitoring
process shall be possible, according to the business
requirements and the level of data quality pre-established.

As low data quality impacts on business, and the process
of assessing and cleansing data is not trivial, important
research has been done recently. Section 3 presents recent
developed frameworks for data quality projects, how
previous approaches have dealt with data inconsistencies
during data integration and how the assessment of data
quality has been addressed in particular.

III. RELATED WORK

A. Data Quality Frameworks

The Massachusetts Institute of Technology (MIT) and the
Cambridge Research Group, among other institutions, have
co-founded the MIT Total Data Quality Management
program (TDQM) [28]. The aim of TDQM is to create a
theory of data quality based on disciplines such as Computer
Science, Statistics, and the Total Quality Management field,
and is focused on the definition and measurement of data
quality, the identification and analysis of data quality impact,
and the redesign of business practices and implementation of
new technologies to improve information quality.

In Total Data Quality Management the concepts,
principles and procedures are presented as a methodology,
which defines the following continuous life cycle: define,
measure, analyze and improve data as essential activities to
ensure high quality, managing information as a product.

There are more detailed approaches such as the one
proposed by D. McGilvray in [19] who proposes ten steps
for executing data quality projects. The main objective of
data quality projects is to achieve a reasonable level of
quality that brings success to companies. Therefore, the
project starts by the identification of business needs. After an
analysis of information environment it is possible to identify
the essential data and information corresponding to those
business needs. During the assessment of data quality as a
third step, the design and implementation of an assessment
plan for relevant data is a key in order to evaluate the current
state of data. As the following step, the assessment results
should be analyzed and documented to determine the
business impact of poor quality of relevant data. Step 5
corresponds to the identification of root causes of data issues
and initial recommendations. The sixth step is the
development of improvement plans. The implementation of
the improvement plan will correct current data errors, and
prevent future data errors (steps 7 and 8). Step 9 is concerned
with monitoring if the improvement plan is providing the

expected results through implementing controls allows
finishing the cycle and starts it over again. However,
communicating actions and results along the whole process
is a key for success.

David Loshin in [23] identifies 17 steps required for data
quality management.
The first step is to recognize the problem, if there are some
issues that are affecting the business then there is evidence
that poor data quality is having an impact in order to
determine whether such evidence points to any particular
problems with data quality or not.
The second step is to obtain the management support by
showing them how the business is affected or can be affected
by poor data quality, and at the same time their support and
enforcement of a data ownership policy document for
guiding the roles associated with information and the
responsibilities accorded those roles. The third step is to
spread the word by a data quality education program. The
forth step is mapping the information chain in order to
understand how information flows through the organization,
which is a chart that describes processing stages and the
channels of communication between them. Data Quality
Scorecard is the fifth step, which is concerned with the
overall cost associated with low data quality and can be used
as a tool to help determine where the best opportunities are
for improvement. The sixth step is to perform a current state
assessment to obtain information regarding the causes of data
quality issues, this step requires identifying which data
quality dimensions will be relevant and identifying points
within the information chain and for measuring for
understanding the scope and magnitude of data quality
problems. The seventh step is requirements assessment,
which is in charge of problems prioritization, assigning
responsibility and creating data quality requirements for
identifying the location in the information chain where the
requirement is applied, a description of the measurement
rule, the minimum threshold for acceptance among others.
Step eight is choosing the first problem to address. Therefore
such problem should have a noticeable impact in order to
ensure the continued operation of the data quality program.
The next step is regarding to build the team to solve the
problem. The step ten is related to the identification of
proper data quality tools in order to support data cleansing,
data standardization, etc. The eleventh step is to define a
metadata model to store enterprise reference data. The next
step is the definition of data quality rules. Step 13 is related
to the Archaeology/Data mining to look for data domains,
mappings, and data quality rules that are embedded in data.
The fourteenth step is for managing suppliers, a
corresponding program will be required to impose
requirements on external data suppliers to specify the rules
that are being asserted about expectation of the data along
with penalties for nonconformance. Step fifteen is concerned
with actually executing the data improvement. The next step
is related to measuring the improvement in order to
demonstrate success at improving data quality by performing
the same measurements from current state assessment. The
last step is to build on each success. Each small success
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should be used as leverage with the senior level sponsors to
gain access to bigger and better problems.

For the above mentioned frameworks we can say that
there is no consideration of data quality within
heterogeneous multi-database environments or enterprise
information integration contexts, where data come from a
number of data sources facing semantic and syntactic
heterogeneities and derived data are product of integration
processes.

B. Previous Approaches of Data Quality Assessment

A particularly important element within data quality
projects is the data quality assessment. Therefore, this
section presents previous approaches of data quality
assessment.
Gertz developed some data integration techniques in [9],
based on data quality aspects within an object oriented data
model, and data quality information stored in a metadata. In
the case of data conflicts between semantically equivalent
objects, the object with the best data quality must be chosen.
However, the quality goals specification limits the possibility
of more combinations of priorities from the user, because
they are not given in weights or percentages, just the “the
most accurate” or “the most up to date”. Consequently, not
just one or two combinations of quality priorities will satisfy
users. One result might be good enough for one user under a
specific situation, but of poor quality for other.

The project Multiplex directed by Motro and Rakov [11]
was based on accuracy and completeness as quality criteria.
A voting scheme, using probabilistic arguments, identifies
the best set of records to provide a set of ranked tuples to the
user, but no further information about their associated
quality. Therefore, users are neither able to establish their
quality preferences or priorities nor to take part in the
resolution process.

The project Quality-driven Integration of Heterogeneous
Information Systems was developed by F. Naumann in [12].
The aim was to identify and to rank high quality plans,
which produce high quality results. There is a classification
of specific quality criteria according to the level of
granularity (in this approach data sources, queries and
attributes). However, there is no further specification of how
to assess quality at different levels of granularity. Data
sources are ranked using the DEA method. Therefore, there
is no consideration of user priorities for this process.
Besides, subjective criteria are used for discarding data
sources such as reputation and understandability.

The aim of the Data Quality in Cooperative Information
Systems (DaQuinCIS) project [15] was to define an
integrated framework to improve data quality in cooperative
environments. Such a framework started from the Total Data
Quality Management methodology which was extended to
suit the cooperative information systems requirements, and
supporting data quality monitoring and improvement. The
use of a metadata was required to store the quality score, the
meaning of the quality value, and how the measurements
were carried out. This approach takes into account the
specification of data granularity as the combination of
elementary data items that are subject to quality metrics.

There is also a difference between computing the quality of
aggregated data and computing an aggregate indicator over a
set of items. However, the measurement is not only
subjective but also different methods are utilized to measure
quality, yielding different results. Furthermore, data derived
from multiple data sources is not considered.

A Generic Framework of Information Quality was
developed by Burgess in [8] with around 60 information
quality properties classified hierarchically according to time,
utility and cost. Nevertheless, this approach was focused on
information search not on measurement and assessment of
quality at data value level.

A. Maydanchik proposes a methodology in [10] for data
quality assessment to identify all data errors. In order to do
so the project shall involve business users, IT specialists,
data quality experts to a project team.

The data quality project plan which in turn consists of
four steps a) planning for identifying project scope and
objectives; b) preparation for gathering relevant data and
metadata; c) implementation concerned with designing the
data quality rules, and d) fine tuning, where data experts
validate error reports in order to enhanced data quality rules.

It is desirable to monitor data quality on an ongoing
basis, in order to see data quality trends, identify new data
problems, and check the progress of data quality
improvements initiatives.

Within the implementation phase of the data quality
assessment, data quality rules can be executed automatically
in order to find such data errors, the first step is design,
cataloguing, and coding data quality rules. The second step
for data quality assessment is the process to identify and
eliminate rule imperfections by manual verification of the
sample data by data experts, the analysis of sample
verification findings and the search for patterns; and to
enhance the rules to eliminate as many flaws as possible; and
repeat until obtain the expected results. The third step is
concerned with storing information about all the identified
data errors in an error catalogue in order to identify and
analyze error patterns and enhance data quality rules and
identify how to correct data errors. The next step is to
identify and tabulate aggregate data quality scores. Accurate
data quality scores help to translate data quality assessment
results into cost of bad data, return of investment from data
quality improvement and expectations from the projects. The
fifth step is to identify the content and functionality of the
data quality metadata warehouse which contains tools for
organization and analysis of all meta data relevant to or
produced by the data quality initiatives, contains aggregate
meta data, rule metadata atomic metadata and general meta
data. The last step is the recurrent data quality assessment for
an ongoing data quality monitoring.

When data quality assessment is done on a regular basis
and if the target database contains large volumes of data,
running the rules directly against the production database
might be a better solution than replicating it to the staging
are data quality assessment is technically and technologically
challenging, the best solution depends on the dynamics of
the data.
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C. Important Remarks

Within the previous approaches, there is no consideration
of derived data. Data in all of these approaches has been
considered as a product of a primary source. However, due
to the explosion of information over the last decade, we
cannot assume that any data source is necessarily the point of
origin of the data users require. Hence, the fundamental
presumption of current data management practice, the
“Presumption of Primary Authorship” must be challenged.

Users should be provided with information regarding
data as an atomic value, or if it is composed data, what the
atomic values were and the quality generated from. This
challenges the “Presumption of Atomicity”.

The assessment methodologies presented until now do
not consider data provenance as part of root causes of poor
data quality. Cleansing derived data with no consideration of
data fusion or conflict resolution functions is not an effective
solution for assessing data within heterogeneous multi-
database environments.

The next three sections present our Data Quality
Framework, a Data Quality Manager prototype as an
implementation of the Assessment of data quality and a
practical application of both of them.

IV. THE DATA QUALITY FRAMEWORK

We propose a framework for Data Quality composed by
seven phases. The first phase is the identification of data
quality problems by their impact on the business,
considering data quality experts, data domain experts and
end users of any level of experience. The second phase is
the identification of relevant data that has direct impact on
the business for an estimation of poor data quality cost. The
third phase is the creation, identification, or modification of
relevant business rules. Commonly, some business rules
have not been considered during the application
development or they might exist but require enhancement.
The fourth phase is the Data Quality Assessment Model for
the analysis of data quality at different levels of granularity
considering data provenance. The analysis of data quality
assessment enables expert users to establish different
priorities to quality properties and different levels of
granularity for assessment. The fifth phase corresponds to
the determination of the business impact through data
quality comparison. The difference between the expected
data quality and the actual data quality scores will establish
the feasibility of the data quality project for cleansing and
continuous assessment and the business impact in terms of
operational efficiency, or increased revenue, money saved,
etc. The sixth phase corresponds to the cleansing of data by
enforcing the business rules, data standardization, and data
matching. The last phase corresponds to monitoring data
quality and executing the assessment phase on regular basis.

The proposed Data Quality Framework is simple enough
to be suitable to any size of data quality project, and at the
same time its data quality assessment element considers data
provenance, data fusion and conflict resolution functions for

comparing and resolving extensional inconsistencies within
virtual or materialized data integration.
Fig. 1 shows the elements of the Data Quality Framework.

Figure. 1 The Data Quality Framework

In Section 5 we explain in more detail the Data Quality
Assessment element of the Data Quality Framework.

V. THE DATA QUALITY ASSESSMENT PROCESS AND

ITS IMPLEMENTATION

A. The Data Quality Assessment Process

The first step corresponds to the identification of useful
data quality properties for the measurement, and assessment
of data quality of derived data, and data sources at multiple
levels of granularity, to provide data consumers with
qualitative information directly related to the relevant data
and business rules identified during the first three steps of the
Data Quality Framework. The outcome of this step is called
a Data Quality Reference Model, which contains an
objective and effectively set of quality criteria to provide an
unbiased measure of quality to users at any level of
experience they might have. A generic set of data quality
properties has been classified and summarized according to
different user perspectives such as internal and external
focuses or representation, value, and context in [3].

As we are addressing any level of experience user, the
aim of the second step is to discuss which existing metrics
are suitable for an unbiased, and user independent estimation
of data quality scores to provide a more objective quality
metadata. The development of new metrics is not relevant
for this research, but to extend existing metrics to assess data
quality at different levels of granularity. Therefore, the
outcome of this step is called a Measurement Model [4],
which assembles and extends the already existing data
quality metrics [6] [11] [14] for the measurement at database,
relation, tuple, and attribute levels of granularity.

The third step is concerned with the identification of
methods required to represent, to interpret, and to assess data
quality indicators. The assessment methods utilised should
provide meaningful and useful scores. Therefore, objective
criteria, and process criteria should be included in the
Assessment Model which are user independent, rather than
subjective criteria, which can only be determined by
individual users based on their experience and background.

The Assessment Model provides a mechanism for
tracking data lineage for the assessment of quality of derived
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data. Previous approaches work from the presumption of
primary authorship and the presumption of atomicity.
Therefore, the utilization of data lineage as a mechanism for
assessing data sources at different levels of granularity,
challenging the presumptions of primary authorship and
atomicity are novel.

The forth step corresponds to the estimation of the
quality scores of primary data sources, which will be stored
in a Quality Metadata.

The fifth step is the assessment of derived data, which
requires the definition and population of a provenance
metadata. The assessment is based on the quality scores of
their corresponding ancestors, and the computed scores are
also stored in a Quality Metadata.

The sixth step presents two options for the analysis of
data quality, according to user requirements and business
information stored in the organizational metadata

a) The selection of the best data sources before the
query execution on the bases of its quality scores. Therefore,
the consideration of data quality scores helps the query
planning by finding the best combination of data sources for
the execution plan.

b) The comparison of data quality aggregated scores
corresponding to different query plans for the same business
question.

The seventh step is the ranking of data sources, where the
data quality scores previously stored in the metadata are used
as a whole with their corresponding priorities stated by the
user. Fig. 2 shows the Data Quality Assessment Process.

Figure. 2 The Data Quality Assessment

B. The Data Quality Manager

The process of assessment of data quality has been
developed within the Data Quality Manager through the
implementation of the already mentioned models and a
quality metadata, a provenance metadata, and an
organizational metadata.

The Quality Metadata is a repository to contain the
quality scores per each data source obtained during the data
quality assessment process, and reloaded to assess at lower
levels of granularity.

The provenance metadata is a repository to contain
ancestors’ information for the tracking of provenance of the
participant data sources.

The Organizational Metadata is a repository to contain
the information required to map from the global schema to
the local schema in order to resolve intensional
inconsistencies (semantic differences) within the
multidatabase environment, for further information regarding
intensional inconsistencies, please refer to [29]. The
organizational metadata will also contain business rules and
relevant information for business understanding.

The DQM is part of a diagnostic pre-process for data
cleansing, or after data cleansing to evaluate data quality
improvement.

The DQM represents the data quality assessment
component of the Data Quality Framework. The DQM is
designed to utilise data quality measures to provide
qualitative information. As we have explained, such
information could be further used within the data integration
processes.

The Data Quality Manager (DQM) is a system designed
specifically for centralized processing of multiple interfaces
between multiple databases; it allows maintaining detailed
data provenance and data quality metadata for future
reference.

The architecture of the DQM is shown in Fig. 3.
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Figure. 3 Components and outcomes of the Data Quality Manager

The DQM provides qualitative information to any level
of experience users to extend the scope and range of
information available relative to the integrated data within
the quality properties and priorities they state.

The DQM in the case of naive users provides an
appropriate combination of scaling with ranking methods. In
the case of expert users, they will have the ability to define
scaling, ranking, quality properties and the priorities for a
higher level of analysis. Users should be able to select the
quality priorities. The specification of Multi-attribute
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Decision and Scaling Criteria methods is also possible by
experienced users.

The functionality and capability of the Data Quality
Manager prototype has been validated against the
specifications based on a testing plan detailed in [5]. We
have also demonstrated that the DQM provides appropriate
scores according with the expected outcomes based on the
actual quality of data and information relative to the conflict
resolution function utilized during the integration process.

VI. A PRACTICAL APPROACH FOR DATA
QUALITY

This section is aimed to explain the implementation of
our Data Quality Framework within a data quality project,
and is intentionally more focused on the results presented by
the Data Quality Manager for the assessment of derived
data.

As the Data Quality Manager (DQM) tool is aimed to
work within a multi-database environment, the conducted
tests are based on a TPC Benchmark™H (TPC-H) [17].

TPC-H is a decision support benchmark. It consists of a
suite of business oriented ad-hoc queries and concurrent data
modifications. The queries and the data populating the
database have been chosen to have broad industry-wide
relevance. This benchmark illustrates decision support
systems that examine large volumes of data, execute queries
with a high degree of complexity, and give answers to
critical business questions. The names of the implemented
databases are TPCH, TPCHA and TPCHB.

A. Data Quality Issues

Users are unable to make informed decisions because
they are retrieving different results for the same query. The
problem is also called extensional inconsistencies, and it
refers to the data value differences between the participating
data sources during data integration. The cause of
extensional inconsistencies is that queries can be executed
on different data sources semantically equal. For further
information regarding extensional inconsistencies, please
refer to [29].

In order to determine business needs we require a list of
the most important business queries, after the identification
of such queries, executive users prioritize the queries
according to their impact on business. Focusing in what is
relevant and appropriate is critical for finding relevant data.

At this point the analyzed data, processes, technology,
and people allows a better understand of all these
components and their impact on information quality.

B. Relevant Data

The identification of relevant data affecting business
questions was performed by the identification of such
conflictive business queries. This paper will present just
three queries corresponding to one possible option.
However, similar analysis shall be done for each

semantically equal business question executed on different
data sources. The important business questions identified
are Customer Distribution, Product Type Profit Measure,
and National Market Share.

The business query called Customer Distribution seeks
relationships between customers and the size of their orders.
It determines the distribution of customers by the number of
orders they have made, including customers who have no
record of orders, past or present. It counts and reports how
many customers have no orders, how many have 1, 2, 3, etc.

A check is made to ensure that the orders counted do not
fall into one of several special categories of orders. Special
categories are identified in the order comment column by
looking for a particular pattern. Please refer to [17] for
further detail. The query Cus_Distribution has been
integrated by the outer join of two tables CUSTOMER and
ORDERS, and the relevant data columns are C_CUSTKEY,
O_ORDERKEY and O_COMMENT. The SQL Text of the
Cus_Distribution query is presented as follows.

SELECT C_CUSTKEY AS C_COUNT,
COUNT (O_ORDERKEY) AS HOW_MANY

FROM
CUSTOMER LEFT OUTER JOIN ORDERS ON

C_CUSTKEY = O_CUSTKEY
AND O_COMMENT NOT LIKE
'%UNUSUAL%DEPOSITS%'

GROUP BY C_CUSTKEY

The Product Type Profit Measure business question finds
for each nation and each year, the profit for all parts ordered
in that year which contain a specific substring in their part
names and which were filled by the Supplier in that nation.
The corresponding instantiation of the business question is
called pt_profit and it contains relevant data such as
PART.P_PARTKEY, PART.P_NAME,
SUPPLIER.S_SUPKEY, LINEITEM.L_SUPPKEY,
L_PARTKEY, L_ORDERKEY, PARTSUPP.ORDERS
and NATION.NATIONKEY.
The SQL text code of the query pt_profit is presented
below.

SELECT N_NAME AS NATION,
EXTRACT(YEAR FROM O_ORDERDATE) AS YEAR,
L_EXTENDEDPRICE * (1 - L_DISCOUNT) -

PS_SUPPLYCOST * L_QUANTITY AS AMOUNT
FROM PART, SUPPLIER, LINEITEM, PARTSUPP,
ORDERS, NATION
WHERE S_SUPPKEY = L_SUPPKEY
AND PS_SUPPKEY = L_SUPPKEY
AND PS_PARTKEY = L_PARTKEY
AND P_PARTKEY = L_PARTKEY
AND O_ORDERKEY = L_ORDERKEY
AND S_NATIONKEY = N_NATIONKEY
AND P_NAME LIKE '%MINT%'
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The National Market Share business question shows the
market share for a given Nation within a given Region. It is
defined as the fraction of the revenue from the products of a
specified type in that Region that was supplied by Suppliers
from the given Nation. The query determines this for two
years. The relevant data are PART.P_PARTKEY,
PART.P_TYPE, SUPPLIER.S_SUPPKEY,
LINEITEM.L_PARTKEY, LINEITEM.L_SUPKEY,
ORDERS.O_ORDERKEY, ORDERS.O_ORDERDATE,
ORDERS.O_CUSTKEY, CUSTOMER. CUSTKEY,
NATION.N_NATIONKEY AND REGION.R_NAME.
The SQL text code for the corresponding query
C_Market_Share is shown as follows.

SELECT EXTRACT(YEAR FROM
O_ORDERDATE) AS O_YEAR,L_EXTENDEDPRICE *
(1 - L_DISCOUNT) AS VOLUME,

N2.N_NAME AS NATION
FROM PART,SUPPLIER, LINEITEM,ORDERS,

CUSTOMER,NATION N1,NATION N2,
REGION

WHERE P_PARTKEY = L_PARTKEY
AND S_SUPPKEY = L_SUPPKEY
AND L_ORDERKEY = O_ORDERKEY
AND O_CUSTKEY = C_CUSTKEY

AND C_NATIONKEY = N1.N_NATIONKEY
AND N1.N_REGIONKEY = R_REGIONKEY
AND R_NAME = 'AMERICA'
AND S_NATIONKEY = N2.N_NATIONKEY
AND O_ORDERDATE BETWEEN DATE 'date' AND
DATE 'date'
AND P_TYPE = 'LARGE PLATED NICKEL'

C. Business Rules

Once obtained the relevant data, the next step is to
identify their corresponding business rules. They shall be
enforced within the relevant data in order to detect data
errors and correct them.

In the case of the business questions National Market
Share and Product Type Profit, the corresponding trigger
that inserts a new tuple into REGION whenever a new
tuple is inserted into NATION, and the trigger that inserts
a new tuple into NATION whenever a new tuple is
inserted into REGION were enforced.

D.Assessment of Data Quality

Data quality assessment tells us about existing data
problems and their impact on various business processes.
When done recurrently, it also shows data quality trends.

The elements of the Data Quality Assessment Process
produced during the practical approach will be explained in
detail in the following subsections.

Data Quality Properties

Considering the relevant data and business rules, the
identification of which quality properties are relevant for

assessment is required. However, according with Lee and
Strong in [21], the responses from data collectors, data
custodian, and data consumers within the data production
process determine data quality because of their knowledge.

Data collectors are associated to the quality properties
accuracy, accessibility, relevance, completeness and
timeliness. Data Consumers are more interested in the
accuracy of and uniqueness of data in order to use them for
making decisions. Their research was oriented to determine
the causes of poor data quality during the data life cycle and
how the knowledge of the participant users reflects the
quality of data. Therefore, the identification of the relevant
quality properties is also directly related to the knowledge of
the data according to the experience of users.

In this Data Warehouse context, the quality criteria vary
depending on the data source, for example for look up tables
there will be low volatility, but accessibility is important. In
case of Fact tables, as they provide the sales detail, accuracy,
uniqueness, and completeness are important because they
would be directly reflected in the generation of aggregate
data in the summarize tables.

The integration of data sources that contain duplicated
tuples could result in extensional inconsistencies. Therefore,
the quality property called uniqueness should be included as
a relevant quality criterion for the assessment of data quality
to help in the resolution of extensional inconsistencies.

A Generic Data Quality Reference Model has been
discussed in [2]; it is suitable to any application domain and
supports the full range from the internal focus to the
external focus.

After an analysis of the proper quality properties
according to the expert users, the type of information system
and the relevant data identified, we have reduced the
number of quality properties from the Generic Reference
Model to those corresponding to the data value level in
order to obtain results fast for a rapid return on investment
(ROI). Therefore, the quality properties or data quality
dimensions used for this assessment are accuracy,
completeness, consistency, currency, timeliness, uniqueness
and volatility.

Data Quality Metrics

Designing the right metrics is the most challenging task
during the process of data quality assessment. However, the
challenge is to design them and make sure that they indeed
identify all or most errors, avoiding metrics that reflect the
same error in many different ways and produce
comprehensive error reports.

Once identified the relevant quality properties the next
step is to assess them through the measurement model, and
synthesize the results from the assessments.

The Measurement Model corresponds to the metrics for
data quality properties identified in previous step, and to the
business rules already identified.

Accuracy is the measure of the degree of agreement
between a data value or collection of data values and a
source agreed to be correct. [27].
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Completeness is the extent to which data is not missing
[14] and is divided by two quality dimensions: coverage
and density in [12].

Consistency is the extent to which the values are the
same for overlapping entities and attributes. Data are
consistent with respect to a set of constraints if they satisfy
all constraints in the set [11]. Often referred as integrity
constraints state the proper relationships among different
data elements” [14]

The following SQL text code shows the measurement of
referential integrity between LINEITEM and PART and
LINEITEM and SUPPLIER as one of the requirements
for the query C_Market_Share. Finally, the data
quality score is stored in the quality metadata through an
insert-select sentence.

/* lineitem with part */
begin
declare @part real
declare @supplier real
select @part=
case
when convert(real,count(L_PARTKEY))=0
then 1
when convert(real,count(L_PARTKEY))> 0
then convert(real,count(L_PARTKEY))
end
from lineitem
where not exists (select * from part

where
P_PARTKEY=TPCHA.dbo.lineitem.L_PARTKEY)
/* lineitem with supplier*/
select @supplier=
case
when convert(real,count(L_SUPPKEY))= 0
then 1
when convert(real,count(L_SUPPKEY))> 0
then convert(real,count(L_SUPPKEY))
end
from lineitem
where not exists (select * from supplier

where
S_SUPPKEY=TPCHA.dbo.lineitem.L_SUPPKEY)
select
object_id,12,@part,@supplier,mrows,"1-
inconsistent/total rows"
from Metadata.dbo.numrows
where object="TPCHA.dbo.lineitem"
group by object_id,mrows
insert Metadata.dbo.Scores
select object_id,12,1-
((@part/convert(real,mrows))*(@supplier/
convert(real,mrows))),"1-
inconsistent/total rows"
from Metadata.dbo.numrows

where object="TPCHA.dbo.lineitem"
group by object_id,mrows
end

Currency is the time interval between the latest update
of a data value and the time it is used [11].

Timeliness is the extent to which the age of data is
appropriate for the task at hand [6], and is computed in
terms of currency and volatility. Timeliness has also been
presented as context related dimension.

Uniqueness is the extent to where an entity from the
real world is represented once. The below SQL code
computes the ratio between the number of non-unique
rows and the total number of rows in the nation relation.

insert into Scores select 301,2,
convert(real,count(distinct
N_NATIONKEY))/convert(real,count(*))
,"non-duplicated/total values"
from TPCHA.dbo.nation

Volatility is the interval of time where data remains
valid on the system and is related to the update frequency
[6].

Assessment Methods

Most metrics proposed until now are just at one level of
granularity. Particularly, completeness has been deeply
approached in [12] and [20] with the coverage and density
concepts in the former, and at different levels of granularity
in the latter. However, we have taken into account not only
attribute, and relation levels of granularity following the
completeness example given in [20] but also the database
level. We are considering the cardinality of a relation when
measuring its quality. Therefore, the estimation of quality at
database level is taken from the average score of its relations
as a representative aggregation function.

The strictness of data quality assessment is a weak or
strong characterization depending on evaluating the quality
property as a percentage or as a Boolean function
respectively [20]. The strong characterization of the quality
metrics is useful in applications in which it is not possible to
admit errors at the corresponding level of granularity. For
instance, in the case of accuracy at tuple level, it would be
useful if and only if all the instances of its attributes are
accurate. The remainder of this section presents 16 formulas
corresponding to the relevant quality properties already
identified, for further information regarding such formulas
please refer to [5].

In this practical approach the assessment of data quality
considers the weak strictness to make possible the
comparison of data sources for a number of data quality
properties. However, as there might be alternatives where
strictness could depend on the level of quality required,
according to specific applications we present both
characterizations.
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During the assessment of data quality, we identified a
granularity-based assessment classification according to the
level of granularity in which the quality assessment is done
a) Direct assessment; b) Indirect Assessment; and
Assessment by provenance.

Assessment of primary data sources

Direct assessment is the process of assessment that relates
directly to the level of granularity. For instance, the
uniqueness dimension U(tj), which relates at the tuple level.
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Accuracy at value level corresponds to the presence of the
correct data value within a specific attribute ai in a tuple t,
and is set by the following notation:
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b) Indirect assessment: The score is calculated based on
other scores at other levels of granularity of the same source.
For example,

Weak accuracy at attribute level
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is the number of
tuples with correct values for a specific attribute ai divided
by the cardinality of the relation S.
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Weak relation accuracy
)(SAw is the number of tuples

where every attribute is correct divided by the total number
of rows.
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Strong relation accuracy
)(SAs is that when all the tuples

contain correct values in every attribute, or when a relation
contains strong tuple accuracy, and strong attribute
accuracy.
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Then accuracy at database level
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can be derived from
the average of all accuracy scores at relation level.
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Consistency at the relation level depends on consistency at
the row level. The weak consistency at the relation level
Cnw(S) is the percentage of tuples tj with all instances of the
attributes consistent.

Direct and indirect assessments are performed on the
ancestors’ data sources.

In the case of the data quality assessment cannot be
computed directly for performance issues then if it is
possible, the assessment by provenance is applied.

The following subsection is concerned with the quality
estimation of integrated data as part of the Assessment of
Data Quality.

Assessment of derived data

Assessment by provenance is the process of assessment
when the score of an object is computed based on the quality
indicators of its ancestors.

In order to explain how quality of derived data might be
assessed through data provenance, consider a query or a
source s that comes from n ancestors αj.

For instance, accuracy of derived data
)(sA

is computed by
the average of the scores of its ancestors.
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Completeness of derived data
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is determined by the
average value of the completeness of its ancestors.
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Consistency of derived data
)(sCn

is determined by the
average of the consistency of its ancestors. The consistency
of its foreign keys is checked with its corresponding primary
keys in each ancestor.
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The currency of derived data
)(sCu

is the greatest value of
the corresponding currency measures from the different
ancestors.
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Volatility is the update frequency. When there are a number
of data sources with different volatilities, the volatility of

derived data
)(sVo

is the greatest value of the
corresponding volatility measure from its different
ancestors.
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The following SQL code shows the implementation of the
measurement of volatility considering the maximum
volatility value from its ancestors.
insert Scores

select 1210,8,max(score),"max(volatility
of ancestors)"
from Scores
where object_id in
(select ancestor_id
from Ancestors
where object_id = 1210)

and criterionID=8

Uniqueness of derived data
)(sU

is obtained from the
average of its ancestor’s uniqueness.
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Timeliness of derived data
)(sT

is estimated in terms of its
maximum currency and volatility.
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Consistency of derived data is determined by the average of
the consistency of its ancestors. The consistency of its
foreign keys is checked with its corresponding primary keys
in each ancestor.

During the assessment of data quality, the Data Quality
Manager tool obtains information about the quality of the
ancestors from which derived data was produced. Assessing
the quality of the available primary data sources from which
the integrated data has been obtained is addressed in case
there is no possibility of computing data quality from the
data itself.

Once obtained the quality properties of the ancestors, the
Data Quality Manager is able to assign quality scores to
derived data by the aggregation of the quality properties of
its ancestors. This assessment requires that all the quality
scores of the corresponding ancestors are available. A quality
aggregation function combines components of quality into an
overall quality specification.

The DQM can show quality scores of the ancestors or
derived data by selecting them from the provenance tree, and
a brief formula is shown in the Unit column in order to
provide the metric from which it was computed.

Fig. 4 shows qualitative information based on data
provenance of a query Cus_Distribution.

Figure. 4 Assessment of Cus_Distribution data quality from the quality of
customer and orders, its ancestors

A statistically sound aggregation is when the quality
property was obtained by mean values with given sample
size n and one of standard deviation or standard error. If
statistically soundness is to be preserved, a mean value can
only be calculated for numeric values with an underlying
normal distribution.

We have considered average as a default conservative
aggregation function for accuracy, completeness,
consistency, and uniqueness and a default pessimistic
aggregation function for time related quality properties.

There might be different criteria for the aggregation of
the qualitative measures. However, the DQM is able to ask
expert users which aggregation function would they like to
apply for the quality estimation.

Fig. 5 shows the quality estimation for
Cus_Distribution given by the average of the scores
from the ancestors in the case of accuracy, the maximum
value as pessimistic approach for the assessment of
timeliness.
Users are able to obtain their quality scores in order to
decide whether Cus_Distribution is suitable for use or
not.
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Figure. 5Assessment of Cus_Distribution data quality by the scores
aggregation of customer and orders

The following subsection presents some commonly used
conflict resolution functions found within the data
integration process, and how presenting such information
can help users to understand retrieved data.

Enhancing Qualitative Information with the Conflict Resolution
Strategies

Previous approaches have developed a number of
strategies to resolve conflicts within data fusion [7] [13] [16].
Such information should be taken into account for relying on
a data source. Some conflict resolution functions are
presented as follows:

Most recent data value: When quality of data is time-
related, choosing the most recent value is an option for the
solution of conflicting data. When time related data quality
dimensions are a priority, then recent value would be
preferred.

Most complete data value: Returning the value from the
source that contains the fewest NULL values in the attribute
in question is recommended if users prefer completeness
among other quality properties.

Expert users select data value: The data source has been
identified as the best option according with expert users.
Therefore, users should take into account that the
information retrieved was integrated by a quality dimension
called believability, which is particularly relevant in the
context of Web.

Selection of the most active data value: In case usability,
usefulness, or both are quality properties relevant to the user,
this conflict resolution function shall be a good option.

Selection of data value based on the highest quality: The
DQM recommends the use of this data value if the quality
measure is according to the quality preferences of the data
consumer.

Selection of data based on standard aggregation function:
The function returns the average, sum, or median value. The
DQM recommends this data value as an unbiased and
reliable conflict resolution function.

We enhanced the data lineage algorithm we developed in
[3] to trace back the conflict resolution functions in order to
provide further quality information to users as shown in [1].

During the assessment of data quality by the Data Quality
Manager tool, such strategies can be trace back and
presented to the user in order to have a better idea what
information is being accessed.

The Data Quality Manager prototype provides the
physical location, the granularity, the query code or the
formula utilized for the data fusion in case of non-atomic
data, the provenance tree, and the quality scores of data
sources at different levels of granularity.

As we mentioned before, the pt_profit query
determines how much profit is made on a given line of parts,
broken out by supplier nation and year.

The profit is defined as the sum of
[(l_extendedprice*(1-l_discount)) -
(ps_supplycost * l_quantity)] for all line items
describing parts in the specified line. Refer to [17] for further
detail. Figure 5 presents pt_profit as an example of the
above mentioned query.

The strategy by which pt_profit was selected among
other possibilities was because its ancestors where the most
active elements within the application of interest. Therefore,
the conflict resolution function is presented as “Chosen the
most often used data”.

Fig. 6 also presents the scores of the quality properties as
a result of assessment by provenance. As we can observe this
query is taken information from data sources, which are
correct in 82% but not complete (20%), is timely data but
very volatile.

The main intension of providing such information is to
help users retrieve proper data for operational efficiency and
sound decision making.

In the case that a conflict resolution function has been
utilized for integrating data, the DQM presents a proper
recommendation to users.
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Figure. 6 Assessment of Cus_Distribution data quality by the scores
aggregation of customer and orders

Analysis and Ranking of Data Sources

Once the assessment of data has been achieved, the
DQM provides the facility to compare data quality of
integrated views in order to select the best option. A data
quality comparison is presented as follows:

Consider the business question called Market Share, as it
was mentioned before, this query determines how the
market share of a given nation within a given region has
changed over two years for a given part type. There are
three possible alternatives to answer the query, called
C_Market_Share, D_Market_Share and
E_Market_Share. A comparison of such alternatives is
possible by the specification of the quality properties of
interest. Figure 7 presents accuracy, completeness, and
uniqueness as the desired quality properties with their
corresponding scores for options C, D, and E.

By default, the DQM is able to apply the proper
combination of such methods in order to rank the possible
alternatives for the desired global query.

Figure 7 shows assessment and ranking of integrated
data, which correspond to the expected outcomes by

changing the priority values of chosen quality criteria stated
by the user.

We have already explained that the DQM can estimate an
overall quality score by providing qualitative information at
different levels of granularity, which can vary according to
the context specification given by data consumers.

Figure. 7 Specification and execution of ranking of integrated views

As the process of data quality assessment uses a
provenance metadata and creates a data quality metadata, in
order to analyze data quality changes, the access to these
metadata for an ongoing assessment process is required. If
data quality assessment is done on a regular basis, users
would be able to describe the state of data, to understand
problematic data sources, and estimate the cost of data
problems to the business.

Assessment of data helps to plan and prioritize data
cleansing for improvement, to understand implications of
the data quality on newly planned data uses and data driven
process before they are put in place [10].

The assessment of data allows the understanding of the
current state of data along with the business impact and
finding the root causes will lead to a number of activities
aimed to prevent data quality problems in addition to
correction of current data errors which will be verified by
periodic assessments.

E. Business Impact

The enforcement of business rules, the assessment of data
quality and the ranking of queries or data sources, let users to
identify how root causes affects business.

The data quality scores obtained from the Data Quality
Manager inform users which relevant data sources require
data cleansing.

The business impact determination varies according to
the characteristics of the project, resources, time, and
complexity. There are a number of useful techniques such as
anecdotes, usage, ranking and prioritization, cost benefit
analysis.

In this practical approach we identified ranking of
business questions or data sources at different levels of
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granularity as a very helpful mechanism, for determining the
impact of poor data quality on the business.

Ranking of data sources according to its quality allows
users to identify which sources of information should be
cleaned and which local applications should enhance its
business constraints.

F. Data Cleansing

Data Cleansing determines causes of errors and possible
treatments. It also creates an audit trail of corrections.

The process of data cleansing requires on the first place
identifying the types of errors reducing the data quality then
on the second place choosing appropriate methods to
automatically detect and remove such anomalies, applying
the corresponding methods to the data sources and as a final
step examining the results and perform exception handling
for the tuples not corrected.

The correct use of metadata has been very useful in order
to detect data failing and to establish data profiling and
cleansing mechanics. Data consolidation specifications are
now built with deep understanding of the actual structure,
content, and quality of the data in each source.

Comprehensive data profiling and quality assessment has
been a key for success. We started with a comprehensive set
of tests, comparing the data between all sources, then we
analyzed the discrepancies and look for patterns, if for
instance, some time values in two data sources coincide we
can trust them and make some corrections on the third one.

Data matching is a very common mechanism to merge
and eliminate duplicated rows and keep correct data. At this
point we are in enhancing the data matching program. For
instance, in the case of text, we have executed a data quality
pattern analyzer [35] in the following SQL code:

SELECT generate_mask(LINEITEM.ORDERKEY)
AS ORDERKEY_Pattern,
FROM LINEITEM;

Table 1 presents the corresponding patterns identified for
the O_COMMENT text column.

Table 1 Patterm for O_COMMENT teext column.

O_COMMENT_Pattern

UUUUNNNNNNUUUUUUNN

LLLLNNNNNNWLLLLUNN

UUUUUUNUNUUUNUUNNUU

UUUUNNNNNNUUUUUUUN

After executing the data cleansing processes a certain
acceptable level of data quality has been achieved.
Therefore, data consumers are able to make effective and
informed decisions on the basis of cleansed data at the level
of data quality expected. However, as we mentioned before,
what is correct today may be completely erroneous
tomorrow. In order to maintain the data quality status by
preventing new errors from being introduced into the data

we require monitoring data integration interfaces and
ensuring quality of data conversion and consolidation.

G. Continuous Monitoring and Assessment

After the initial data quality assessment and cleansing,
the next step is to ensure that improvements are assigned
and implemented. Therefore, we need to plan and
implement controls, monitor improvements, and document
the results. The successful improvements should be
standardized.

Assessing data quality on a regular basis on large
volumes of data of a production database is not always
viable and technically challenging [10]. The assessment
frequency and the level of granularity to assess depend
mainly on the objectives stated for the project. A certain
level of quality shall be achieved and in the case of that
level is inappropriate then assessment and cleansing will be
required.

VII. CONCLUSION AND FUTURE WORK

From the existing Data Quality Frameworks, data have
always been considered as the product of a primary data
source. Therefore, no consideration of derived data has been
approached until now. The qualitative information provided
to the user contains measures of quality, the original data
sources where data come from, and the components of
integrated data by considering the process of data integration
(i.e. data fusion, data replication, or data transformation)
during data quality measurement and assessment. In other
words, measuring quality of derived data as part of a Data
Quality Framework for multi-database environments has not
been addressed before. Very few approaches have
considered quality properties at different levels of granularity
on databases [12] [14]. Not to mention levels of granularity
within derived data.

In the present document, we have shown a practical
approach for a proposed Data Quality Framework, where the
Data Quality Assessment tool is able to assign quality scores
to derived data by considering them as primary data sources,
by comparing the available quality scores of its ancestors, or
by the aggregation of the quality properties of all its
ancestors. Therefore, we presented a new granularity-based
assessment classification. Furthermore, qualitative
information has been enhanced by including the conflict
resolution function and the code or formula utilized for
integrating data, depending on the granularity of data along
with a brief recommendation to users for trusting data
according to the conflict resolution function utilized.

As we mentioned before, data quality degrades during the
data integration process [2]. The objective of monitoring
these data integration processes is to prevent these errors
from getting into the target database. The solution is to
design and develop tools between the source and the target
data before it is loaded and processed such as the Data
Quality Manager for the assessment and ranking of non-
atomic data and therefore allow users to be able to make
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effective decisions by trusting according to the description of
qualitative information such as the quality scores, the
conflict resolution function, and the quality properties of
their ancestors.

The process of determination of cost of data quality by
computing the cost to prevent errors, and the cost to correct
them is part of our future work.

The process that applies conversion routines to transform
data into its preferred and consistent format using both
standard and custom business rules stills on development.

We also are planning to extend the presented Data
Quality Assessment process to consider semi-structured data.
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Abstract— Context-awareness has been regarded as an 
important feature for mobile services. However, only a few 
services are sensible to context and the features that are 
context-aware are still limited. Composition of Web services 
has received much interest in business-to-business or 
enterprise application, but not so much interest in business-to-
consumer applications. This paper presents iCas, a novel 
architecture that enables the creation of context-aware services 
on the fly, and discusses its main components. We compare our 
approach with similar systems and point out the main 
differences and advantages. To explore context-awareness to 
support service composition, iCas uses SeCoM, a semantic 
model to represent context.  The main parts of this model are 
explained as well the advantages of using a semantic model to 
represent context. We also describe the use of our approach in 
an university campus to provide pedagogical features and 
assist the socio-pedagogical interaction of various types of 
users. 

Keywords: Context-aware, Services composition, Semantic 
Web, Web Services 

I.  INTRODUCTION 
It is predictable that in the near future the network mobile 

environment will be characterized by interaction between 
services and that those services will be provided to users 
dynamically and transparently.  In this scenario, the use of 
captured contextual information related to issues such as 
location, current activities, objects in the neighbourhood and 
device features plays a crucial role in the simplification of 
the interaction between humans and the digital world.  

Often users only assume the role of consumers of 
services provided by third parties. For those users a set of 

useful services and information is provided, but they are 
aimed at a general market, leaving aside users that would 
like to take advantage of more personalized services. This 
paper proposes and describes a service oriented open 
infrastructure for a mobile network environment. We call 
this architecture iCas and it allows a user to receive in his 
mobile device (e.g. PDA, netbook, notebook) context-aware 
information (e.g. location, time, neighborhood, user profile) 
and have a set of useful services that are sensitive to his 
current context. The user can also compose services 
dynamically in real time to create a new highly personalized 
envirementwith more features and use or share it as many 
times as he wants [1].  

The remainder of this paper is structured as follows: 
section 2 discusses related work, section 3 presents some 
definitions of context, and section 4 introduces the SeCoM  
semantic model to describe and to provide reasoning about 
context. Section 5 discusses the several approaches to 
composing Web Services and the main innovations of our 
proposal, followed by the description of the OWL-S 
ontology to support semantic Web Services. Section 6 
presents the iCas, a Service Oriented Architecture (SOA) and 
describes the details of each of itscomponent. Section 7 
presentsa scenario for using iCas, a university campus, where 
iCas will be used to allow users to compose in a had-hoc 
way new services for enhancing everyday campus life. 
Section 8 describes the first performance evaluation. Finally, 
we provide some conclusions and suggestions future work, 
in section 9. 
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II. RELATED WORK 
A number of context-aware systems has been developed 

to demonstrate the usefulness of context-aware technology, 
such as ParcTab [2], which was one of the first systems to 
offer a general context-aware framework and ContextToolkit 
[3], which presents a modular context-aware framework with 
reusable components. Which allows programmers to build 
more easily interactive context-aware systems based on 
sensors. These systems donot have an open context model 
because often the context is described in an object-oriented 
basis and so the information is strongly coupled tothe 
programming model.  

More recently several studies appeared to support 
context-aware composition of services, one more generic and 
others dedicated to mobile environments [4][5][6][7][8].  

In [4] the authors present a distributed architecture and 
associated protocols for service composition in mobile 
environments. This study emphasizes some factors that allow 
the composition of services in ad-hoc networks such as 
mobility, dynamic changing service topology, device 
heterogeneity, fault tolerance and reliability.  

In [5] the authors propose a framework for dynamic 
composition of context-aware mobile services. The main 
features are service adaptation to devices and networks, and 
service adaptation to the user preferences and user location. 
However the study does not specify which approach is used 
to compose new services.  

SOCAM [6] presents a middleware architecture for 
rapidly building context-aware services. It provides support 
for discovering, acquiring, interpreting and accessing context 
information. It also presents one of the first ontologies that 
define the main classes of context: person, location, activity 
and computer entity. Nevertheless, this architecture does not 
allow the composition of services. MyCampus [7] is a 
semantic web environment that uses agents that are able to 
find context information to improve users’ campus life. The 
MyCampus architecture is composed by eWallets (static 
knowledge containers), which support automated discovery 
and access to the context. The users can subscribe task-
specific agents to assist them in different context tasks using 
the semantic information in eWallets.  These agents are able 
to discover, execute and compose automatic semantic Web 

services using the Semantic Markup for Web Services 
(OWL-S) [9].  

In [8] the authors present CACS a framework that 
enables context-aware composition of Web Services. This 
framework supports capability matches and goal-driven 
composition services flow. The CACS architecture uses 
software agents to discover, compose, select, and 
automatically execute Web Services using OWL-S.  

In [4][5][7][8] we saw that these systems do nothave an 
open model to describe context, which causes some 
limitations on sharing context knowledge and context 
reasoning with external systems. The studies[4][5][8] present 
architectures that support the automatic composition of 
services. The user makes a request to the architecture, most 
of the times to a software agent, whichcollects context 
information and tries to find the most suitable service, which 
agrees with the request description. If the agent doesnot find 
the service or it doesnot exist, then the software agent 
decomposes the request into multiple sub-goals in order to 
find the matching services. 

In all the cases that use automatic composition, it is a 
hard task to maintain the details about the rules of services’ 
invocation. These approaches also do not have an open 
model to describe context, which causes some limitations 
regarding the sharing of context knowledge and context 
reasoning with external systems. 

III. CONTEXTUAL INFORMATION 
The development of an architecture that uses context 

information requires the perception of the meaning of 
context and how it can be used. A phenomenon that is 
observed when someone is asked about what context is that 
most of the people understand what it is, but they feel that it 
is hard to explain. For this reason many timescontext 
definitions are done by enumeration of examples or by 
choosing synonyms for the context. 

The term context was introduced for the first time in [10], 
referring it location, people, hosts and accessible devices 
nearby, as well as changes to such things. On [11], the 
authors define context as location, people in the 
neighborhood of the user, time and temperature, among 
others. In [12]context is defined as being the user location, 

Figure. 1 An overview of the SeCoM model [16]. 
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environment, identity and time information. In [13] the 
authors have the following interpretation of context: 
“Context is any information that can be used to characterize 
the situation of an entity. An entity is a person, place, or 
object that is considered relevant to the interaction between a 
user and an application, including the user and the 
applications themselves”. The authors in [14] present another 
understanding of context. They define it as everything that 
affects the computation except the explicit input and output 
data.  

There are more context definitions, some described by 
examples, others described generically and some other in a 
more explicit way. After we made the review about the 
meaning of context, we understood context as all the 
information captured in a non-explicit way and used to create 
dynamic rules that change the way that services and 
information are provided to an actor. An actor can be a 
human or a software agent. 

IV. THE USE OF A SEMANTIC MODEL 
Contextual information models based on ontologies have 

been explored in several architectures that support context-
aware services (e.g. [6][15][16]).  These models allow the 
cooperation among objects and the discovering, acquisition, 
inference, and distribution of contextual information. An 
ontology is defined by R. Gruber as an explicit and formal 
specification of a conceptualisation of a domain of interest 
[17]. Ontologies consist of concepts (known as classes), 
relations (properties), instances and axioms, and on the 
computing context.Ontologies provide a shared 
understanding between applications of a domain, typically 
the common sense about that domain. 

To describe the context, we decided to use the semantic 
model SeCoM (Semantic Context Model), presented in [16].  

The use of a semantic model brings about several 
advantages:  

• the possibility of having a high degree of 
expressiveness and formalism to represent concepts 
and relations in a context-aware scenario; it allows 
reasoning about context;  

• the use of a semantic information context model, 
based on Semantic Web standards, makes the 
exchange, reuse and sharing of context information 
between context-aware applications easier;  

• it decouples the information context model from the 
programming model, unlike some architectures 
presented in the section II.  

SeCoM is composed of six main ontologies: Actor, 
Activity, Space, Spatial Event, Temporal Event, Device, 
Time, and six support ontologies, Contact, Relationship, 
Role, Project, Document, Knowledge. Fig. 1 shows the 
SeCoM ontologies and their relationships.  

A. The SeCoM Model: An Overview 
Considering context modelling, we have developed the 

Semantic Context Model (SeCoM) [16, 18], which 
represents the semantics of context information through a set 
of semantic web ontologies. From the perspective of a 

context information model, the following is the list of 
SeCoM's main characteristics: 

• it is an effort towards a domain-independent model 
for context-aware computing ; 

• it models classical types of context information such 
as who (identity), where (location), when (time), 
what (event and activity) and how (device) [19]; 

• it is semantic-oriented with high level of 
expressiveness and formality borrowed from the 
Description Logics (DL) [20], which is a mature 
knowledge representation technique representing a 
subset of first-order logic; 

• it is based on ontologies as formalism of context 
information representation, which is, in turn, based 
on DL expressiveness and decidability; 

• it is a modular model, where each type of context 
information is represented in a particular ontology to 
facilitate both its reuse and extension; 

• it reuses concepts from general 
consensusandstandardized Semantic Web 
ontologies; 

• it allows inference of new facts from previous 
context information due to its ontological semantics; 

• it uses Semantic Web standards for representing the 
structural, semantic and logic views of context 
information such as Resource Description 
Framework (RDF) [21] and Web Ontology 
Language(OWL) [22]; 

• it is a two-layered context information model, 
whichfacilitates the task of an application developer 
to reuse and/or extend the most general concepts of 
SeCoM. 

B. The SeCoM model: A Detailed View 
The main ontologies composing the SeCoM context 

information model are briefly presented next. Further 
information on the SeCoM model found elsewhere [16, 18, 
23]. 

1) ACTOR ontology: it models the profile of entities 
performing actions in an ubiquitous computing environment 
such as people, groups and organizations. 

2) TIME ontology: it models temporal information in 
terms of time instants and time intervals (two or more not 
null time instants), relations between time instants and 
intervals (temporal mereology), relations between time 
intervals (mainly based on Allen's Temporal Algebra [24]), 
and calendar and clock information (time duration, day of 
week, month of year, etc.). 

3) TEMPORAL EVENT ontology: it models events with 
temporal extensions such as instant or interval events. It is 
an extension of the Time ontology because temporal events 
are defined assubclasses of the class time:TemporalThing. 
In other words, it is able to represent temporal methology 
between instant and interval events, and temporal relations 
between interval events. In addition, this ontology also 
represents information about periodic temporal events such 
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Figure. 2 The Activity ontology. 

as the frequency of an event, or even the time duration 
between occurrences of an event. 

4) SPACE ontology: it describes the whereabouts of 
actors. It models virtual and real-world indoor (e.g. Room) 
and outdoor (e.g. Street) places, mereological (e.g. 
spatiallyContains) and spatial (e.g. isSpatiallyConnectedTo) 
relations between places, geographic coordinates (e.g. 
latitude) and directions (e.g. north) and administrative 
regions (e.g. City). 

5) SPATIAL EVENT ontology: it models events with 
spatial extensions called spatial events, which are subclasses 
of spl:SpatialThing defined in the Space ontology. Spatial 
events can be represented by two main disjoint subclasses: 
physical events, which are those occuring in a physical 
location (e.g. entrance in a meeting room), and virtual 
events, which include those occuring in a virtual location 
(e.g. entrance in a chat room). In general, both physical and 
virtual spatial events inherit all properties, relations and 
axioms from the classes spc:PhysicalLocation and 
spc:VirtualLocation, respectively. 

6) DEVICE ontology: it describes computational 
devices that can be used in ubiquitous computing 
interactions. The main concern is to represent those devices 
in terms of their hardware and software platforms, 
mereological relations between their components, and 
mobile computing aspects needed for context-aware 
computing. In general, it models information about storage 
and battery capacity, multimedia support, wireless and 
wired network connectivity, operating systems and browsers 
supported, virtual machines installed, among others. 

7) ACTIVITY ontology: it describes activities as sets of 
spatiotemporal events including the corresponding actors 
and devices involved in. Thus, this ontology directly 
imports the Actor, Spatial Event, Temporal Event and 
Device ontologies, as depicted in Fig. 2. Being modeled as 
spatiotemporal events, activities reuse the same attributes 
and relations of both spatial and temporal events. In other 
words, it is possible to interrelate activities in terms of 
mereological and spatial relations between their 
physical/virtual locations, or even in terms of temporal 
relations between their corresponding time instants and 
intervals. Besides, it also models activities as of two disjoint 
types: impromptu and scheduled. The former represents 
activities occuring in an informal manner (e.g. cocktail 
meetings), whereas the latter represents activities planned in 
terms of time and space (e.g. lectures at a conference room).   
The following is an RDF excerpt of a Computer Science 
Conference activity represented as a scheduled activity 
occuring at the “DVR-001” Da Vinci room, which is located 
on the Conference floor at a university. CS conference 
started at 10 am on March 7, 2009, and it took two hours 
long. Activities' participants are described by means of the 
property actvy:hasParticipant. The actvy: prefix is used to 
represent the XML namespace for the Activity ontology. In 
terms of temporal and spatial reasoning, a reasoner could 
infer that this computing conference still took place at 11 
am on the Conference floor. 
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<actvy:CSConference rdf:ID="cmeeting19"> 
<rdf:type rdf:resource=  
"&actvy;#ScheduledActivity"/> 
<actvy:hasParticipant rdf:resource="#person19"/> 
<sEve:isLocatedIn rdf:resource="#room82"/> 
<time:beginPointOf rdf:resource="#bpo67"/> 
<time:intervalDurationDescriptionDataType 
       rdf:datatype="&xsd;#duration">PT2H  
</time:intervalDurationDescriptionDataType> 
</actvy:CSConference> 
<act:Person rdf:ID="person19"> 
<act:hasName>Claus Ana</act:hasName> 
</act:Person> 
<spc:DaVinciRoom rdf:ID="room82"> 
<rdf:type rdf:resource="&spc;#Room"/> 
<spc:placeName>DVR-001</spc:placeName> 
<spc:isSpatiallyPartOf rdf:resource="#floor4"/> 
</spc:DaVinciRoom> 
<spc:ConferenceFloor rdf:ID="floor4"> 
<rdf:type rdf:resource="&spc;#Floor"/> 
<spc:placeName>Conference floor 
</spc:placeName> 
<spc:isSpatiallyPartOf df:resource="#ipb"/> 
</spc:ConferenceFloor> 
<time:InstantThing rdf:ID="bpo67"> 
<time:instantCalendarClockDataType 
        rdf:datatype="&xsd;#dateTime"> 
        2007-03-07T10:00 
</time:instantCalendarClockDataType> 
</time:InstantThing> 

V. WEB SERVICES COMPOSITION 
The composition of services allows developers and users 

to create new services or applications, based on a Service 
Oriented Architecture (SOA) that supports description, 
discovery and communication. One of the most used SOA 
technologies is Web Services, due to the advantages already 

known to the scientific community [25][26][27].  
Web Services have often been used for the composition 

of services. Nowadays there are six approaches to the Web 
Services composition [28]: WSBPEL [29], Semantic Markup 
for Web Services (OWL-S) [30], Web Components [31], 
Algebraic Process Composition [32], Petri Nets [33] and 
Model Checking and Finite-States Machines [34]. The 
previous approaches intended to solve the problems found in 
services composition such as syntax and semantic 
verification, resource reservation, QoS or deadlocks. In [28] 
and [35] the authors compare several solutions, based on 
characteristics such as automatic composition, composition 
verification, scalability, goal satisfaction, connectivity and 
non-functional properties. 

When the purpose is to implement the composition of 
mobile services, we have to consider some concerns such as 
the complexity of the services to be built. For this purpose, 
wemust find a compromise between simplicity in service 
creation and flexibility:a more flexible service requires more 
complex rules and probably specific technical knowledge. In 
this case the simplicity offered to end users is lost.  

To achieve this goal, we chose to compose services in an 
interactive way: the user gradually generates the composition 
with ad-hoc forward or backward selection of services. 
Using this approach for composing Web services requires 
that they understand their features and how they interact 
together. The Web Services Definition Language (WSDL) 
[36] specifies a standard way to describe the interfaces of a 
Web Service at the syntactic level. However, WSDL does 
not support the semantic description of services. OWL-S has 
appeared to fulfill this limitation and uses the OWL language 
to describe Web Services. OWL-S provides Web services 
with a set of markup language constructs for describing the 

Figure. 3 Overview of iCas architecture. 
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properties and capabilities in anunambiguous interpretable 
form to the software agents. OWL-S is a framework that 
enables automatic discovery and matchmaking tasks, and 
composition and execution of Web Services.  

OWL-S consists of the following classes: ServiceProfile - 
specifies how the services are announced to the world; 
ServiceModel - specifies how to interact with the service; 
ServiceGrounding - specifies the details of how an agent can 
access the service. 

VI. PROPOSED ARCHITECTURE AND 
IMPLEMENTATION 

To support the composition of context-aware services on 
the fly and provide context-aware information to the users, 
we propose a Service Oriented Architecture (SOA) based on 
ontologies. We divide the architecture into four essential 
engines to explore the potential of context, showed in Fig. 3. 

When a user choosesthe service composition IDE, the 
service discovery component gets the preferences, 
parameters and interests. With this information and the 
OWL-S services descriptions, the service discovery and 
selection selects the services from the service repository to 
perform a context-based selection, and then delivers it as a 
list to the IDE.  

When a user starts a composition, maybe he knows 
clearly which tasks he wants to achieve with the composition 
or perhaps he starts to compose, choosing compatible 
services that can suggest the creation of a new service. In 
either situation the service composition is an ongoing 
process, where the user can add or remove services 
interactively.  

Each time a service is selected to be part of the 
composition, the service discovery and selection module 
searches for services (Fig. 4) using data collected from the 
context engine core and returns further possibilities based on 
the current context and user policies. The search and 

selection is only possible due to the OWL-S service 
description, which allows creating relationships with other 
ontologies that can describe details about a service type and 
its features. 

The search is performed using the description of the 
ServiceProfile class, which contains what the services can 
do, and specifies the input/output types, preconditions and 
effects. The first selection of services is carriedusing the 
ServiceProfile hierarchies, which choose the services from a 
particular category. Then a matching is performed, selecting 
the services whose input is syntactically compatible with the 
output of the current service.  

Finally a scoring is carried out using the weights of the 
evaluation parameters defined in the ServiceProfile and a 
particular evaluation policy, which depends on the service 
category.  

The ongoing user composition is supported by the service 
composition function, which generates a workflow of 
services calls. Fig 5 shows an overview of the interactions 
between the components from the several engines and the 
GUI , when a composition is accomplished.  

By the time that a user finishes the composition, the 
entity service composition has created a composite service 
that contains a workflow. This workflow is a composite 
service that has the three key descriptions of an OWL-S 
service: service profile, grounding and model, as mentioned 
in the end of section V. This newly composed service can be 
saved, executed or used in another service composition task. 
To store the service, the service composer uses the service 
management component, and to execute the service it calls 
the service execution component.  

The service management component deals with the 
services stored in the services container, providing 
operations such as adding, removing and sharing services 
using the policies properties. The service container only 
stores the OWL-S description of the service (service profile, 

Figure. 4 Service selection mechanism. 

 

Overview of iCas architecture. v
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model and grounding). The service functionality is still 
provided by a third party (e.g. e-learning platform Web 
service).  

The service execution module, using the OWL-S API, 
provides an execution engine to invoke atomic processes 
described by WSDL or Universal Plug and Play (UPnP) [37] 
groundings, and composite processes that use control 
constructs sequences, unordered, and split. All execution 
processes that depend on conditional statements, such as if-
then-else and repeat-until, are not supported by the API. 
When the service execution promotes a composition, it 
follows a workflow to call each individual service and 
exchange data between them, according to the flow defined 
by the user. 

The context engine is responsible for managing all 
related context data and for reasoning about context.  All 
context information is stored in a permanent OWL ontology 
storage system. The context engine core uses the Jena API to 
store the RDF models of SeCoM using a Postgre DB. This 
engine is also responsible for extracting knowledge from the 
SeCoM ontology, using RDF Query Language and Protocol  
(SPARQL) [38] queries and for making inferences to derive 
additional statements that are not described explicitly in the 
SeCoM model. The following code is a SPARQL query to 
the persistent ontologies, to get all the events related with the 
Computing subject and their location.  
PREFIX rdf: <http://w3.org/1999/02/rdf-syntax-ns#> 
PREFIX acti:<http://icas.ipb.pt/activity.owl#> 
PREFIX spac:<http://icas.ipb.pt/spatial.owl#> 
SELECT DISTINCT ?event ?subjectIsLocatedIn ?hasName 
 WHERE { 
  ?subjectIsLocatedIn spac:hasName ?hasName 
  ?hasColocatAction acti:subIsLocatIn ?subIsLocatIn 
  ?event acti:hasColocatAction ?hasColocatAction 
  ?event a acti:ScheduledActivity  
  ?event acti:hasSummary ?hasSummary 

  ?event acti:validationStatus true 
  FILTER regex(?hasSummary, "Computing")  
 } 

Using OWL’s capabilities also enables to make 
inferences using the Pellet reasoner, (e.g. “if a user is located 
in the library, he is in university campus”, or if a user has 
interests in “ontologies”, and because ontologies has a 
transitive properties with “semantic web” and this one also 
related with “context-awareness”, hence the user is also 
interested in “context-awareness”). 

The context aggregators keep in memory (non-persistent) 
highly changing dynamic data that is captured from various 
sources related to an entity (e.g. user, object). For each entity 
an instance is created that relates that entity with data from 
the sources (e.g. user’s location and data sensor). This 
component moves the computational charge caused by the 
frequent data updates into the persistent ontology. 

The profiles and preferences management component is 
responsible for managing the explicit user profile and 
interests information. Using the administration panel this 
component allows the user or administrator to manage 
explicit context such as insert, update and remove profile 
parameters and user preferences. 

The actions history storage component captures each 
action performed by the context engine core and stores it in 
the actions history DB. The main actions are search, insert, 
update and remove, and they are stored in the following 
format: Action + target Triplet (e.g. update: Bob 
isMemberOf the Sciences Students Group).  

The profile and preferences learning component can 
change preferences and profile data using historic 
information of user actions (e.g. if a student queries many 
times a particular book in the library services, the theme 
category of that book is added to the hasInterestesIn property 
of the knowledge ontology). The profile and preferences 

Figure. 5 Composition sequence diagram.  
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learning is an independent component. It searches for 
particular actions stored in the actions history DB, and 
counts the number of times that an action appears and, 
accordingly, changes specific parameters defined to be 
learned. Although this is not an optimal approach, a good 
solution can only be achieved with a large-scale utilization of 
iCas architecture and the collecting of user feedback. In the 
future this mechanism may also evolve to an AI algorithm, 
searching for patterns in the database. 

The context data acquisition engine collects data from 
several sources, such as location devices, sensors and 
external services, and prepares the data to be used by the 
content engine and context engine (e.g. convert units values 
from a data sensor, or transform the coordinates user’s 
location to a referential location (room 2.1)). 

The content engine is composed by two components: the 
content selection is a timer function that periodically selects 
the user interests information from the context engine and 
delivers it to the content adaptation module for 
transformation. To be able to consult information in arbitrary 
devices, the information content must be provided in a 
device-independent way. iCas provides the context 
information as RSS feeds that are adapted by the content 
adaptation component. To do that this component adapts the 
information to the user’s device features, using XHTML 
Modularization [39]. 

The iCas system is implemented integrally in Java (JDK 
1.6.0). The iCas middleware architecture is composed of: 

• Composition engine and context information system: 
Glassfish v2, JAX-WS 2.1, JAXB 2.1, Jena 2.5.4 
and OWL-S 1.1.  

• Context, profiles and preferences management DB: 
Postgre 8.2.8. 

• Actions history storage management DB: Postgre 
8.2.8. 

• Ontologies models: SeCoM and OWL-S. 

All four engines are implemented in the Glassfish v2 
application server, which provides the functions to the GUI 
client through HTTP, as Web Services. This configuration 
was chosen to support the ad-hoc composition of services in 
mobile devices, bringing the reasoner’s computational 
requirements to the server side. 

VII. EXAMPLE OF APPLICATION 
We have chosen a university campus as a scenario for 

using iCas (Fig. 6). This architecture aims the support 
students and teachers in their campus life, helping them to 
keep updated and improve their social and pedagogical 
interaction.  

When a student arrives at the campus and connects his 
mobile device to the wireless network he will have to 
authenticate. This authentication is used to identify the user 
in a WiFi campus system and in the iCas architecture.  

The campus university already has a location system 
based on the wireless network, which is used to locate the 
users inside the campus. Besides the service location, the 
campus also has other services that can provide useful 
information integrated to the iCas system. Some of the most 
important services are: an e-learning platform that provides 
news about lessons, classes contents and others pedagogical 
information; library services and administrative services. 

To implement a scenario we developed an iCas Client 
application. Fig. 7, shows the iCas client adapted from the 
Web Service Composer application [40], under the terms of 
the GNU Lesser General Public License. The main features 
of iCas consist of providing context-aware information and 
the dynamic composition of services. For this purpose the 
user’s GUI client has four panels: informative, services 
composition, maps and administration.  

In the information panel the user can access campus 
information based on his context (e.g., activities, events, 

Figure. 6 iCas usage scenario in a university campus. 
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news). To compose services in an ad-hoc away the user can 
use the services composition panel. If the user uses any 
service that has location output format, information will 
appear on the maps panel. Any task related with 
administration, such as changing user profile data and other 
explicit information, has to be done in the administration 
panel. 

A typical example of this usage scenario is the Friends’ 
Awareness Location Service, in which the user combines the 
following set of services to get information about the 
activities of friends that are located in the campus: User’s 
Activities – information gathered by analyzing the user’s 
profile and Users Location Service – provides users locations 
based on the information gathered on the campus location 
system aforementioned.  

Fig. 8 shows the previous composition built in the 
composer panel, with Friends’ Activities service and Users 

Location service selected.  
When a user starts to compose a new service he selects 

the composition panel and a list of the available services is 
presented to him, sorted by the service selection mechanism 
shown in Fig 5, and described in section VI.  During the 
search for available services he sees two services that might 
fit his needs: the Friends’ Activities service and Users 
Location service. So, he starts to compose the services and 
chooses first the Friends’ Activities service but when he tries 
to select the next service to join, he realizes that the User’s 
Location doesnot appear in the list of available services. This 
happens because itoccurred an incompatible matching 
betweenthe output of the User’s Location (GPSCoord) and 
the input of Friend’s Activities (Activity). So he starts again, 
selecting first the User’s Location service. Next he can find 
the Friend’s Activities service in the list of available service.  

The service is available to join for composition, because 

Figure. 7 iCas client prototype – composition panel 

Figure. 8 iCas client prototype – maps panel 
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now the output and input parameters are syntactically 
compatible. Next the user writes a wildcard in the input box 
to know all the activities of his friends. The output (users 
activities and location) of the service composition is 
presented in Fig. 8. In the end the user also can save the new 
composed service to use next time or share it with other 
users.  

VIII. PERFORMANCE EVALUATION 
The implementation presented in the section VI is 

ongoing work. To get the first performance evaluation, we 
tested some components that we consider critical to evaluate 
the performance of iCas architecture. 

A. Testing Scenario 
As seen in the previous section a limited client prototype 

was implemented which despite being tested by some users it 
was not ready for a survey-based evaluation. The difficulties 
in simulating real conditions for the user context, and the 
composition of services based on the current user context, 
lead us  to evaluate the performance of that components that 
present more challenges or even problems. 

In our test scenario we used two computers connected to 
the campus wireless network (IEEE 802.11g).   

Computer 1 (C1) is an Intel Core 2 Duo 7400 (2.4Ghz) 
3GB DDR2 with OS X 10.5.5, and runs the iCas architecture 

middleware described in Section VI.  
The Glassfish, that runs third party Web Services, is 

installed in computer 2 (C2), an Intel Core 2 Duo T8600 
4GB DDR2 with Linux (kernel 2.6.24) as its operating 
system. Some of the third party services installed in this 
machine are services provided by the library, and e-learning 
platform.  

B. Context Engine Core test 
In this test we intended to get the first performance 

results from the following main components that are exposed 
to computationally and I/O intensive processes: context 
engine core (inserting data and querying for derived 
contexts), service composition and service execution. We 
excluded services discovery and selections because the 
selection is highly dependent on the context engine core.  

Table 1 presents the results performed in C1. For each 
result three measures were made and the table shows the 
average time in milliseconds (ms) of theses measures. 

The graphic in Fig. 9 shows the average time consumed 
by the Context Engine Core to execute one query, which 
saves context information into the persistent ontology 
database. It is possible to observe that the Context Engine 
performs well in terms of the data volume to store and the 
variation is gradual and linear. During these tests the 
persistent ontology database has reached 1GB in disk space. 

Number of entries Add People 
(ms) 

Add Places 
(ms) 

Add Devices  
(ms) 

Add Schedule 
Activities  (ms) 

Sum 
(ms) 

Add All  
(ms) 

Upate User 
Location (ms) 

500 2688 3451 2562 4804 13506 19905 9560 

1000 5251 6960 5668 10694 28573 34897 35036 

2000 9822 14014 11755 20237 55827 66283 41036 

5000 24555 34071 26363 51972 136961 154992 97773 

10000 52232 71400 57125 110720 291477 300574 130370 
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Figure 9   Times to insert context using the Context Engine Core. 

 

Table 1  Times to insert context usingthe Context Engine Core. 
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It can be observed that the Context Engine Core is able to 
support intensive loads and that the use of persistent 
ontologies s not a problem, but it seems to be a good option. 
Nevertheless, this performance could be improved either by 
optimizing the DB engine parameters or by using a faster 
computer to host iCas and the database management system. 

To test the reasoning component we executedtwo types 
of SPARQL queries: 

• The first one was a simple query that returns the 
interests of a specific person and the time average to 
execute this query was 10ms. 

• The second was a more complex query described in 
the section VI. This query, returns all the events 
related with a subject and where they are happening. 
The average time to execute this query was 80ms. 

Finally an inference using the Pellet reasoner was 
executed to explore the resources of OWL language, more 
specifically the transitive property, already explained in 
Section VI. In this example the user location was inferred 
and the average time do to this operation was 304ms. 

C. Service Composition and Execution test 
Table 2 presents the results of testing the Service 

Selection Mechanism,described in Section VI. The second 
column shows the time to load the services descriptions and 
to check its consistency for different numbers of services, 
specified in column 1.  It should be noted that this delay only 
occurs when iCas is initialized and the services are loaded, 
which not demand a quick response of this operation as 
occurs on the services selection process.  

When a new service is added or removed to the services 
repository only that service ontology is added or unloaded, 
which is a fast operation. The third column shows the time 
consumed to select the services to deliver to the user. 

Table 2 Times of the Selection Mechanism  

Number of 
Services 

Time to load and check 
the consistency (sec) 

Services 
Selection (ms) 

10 8,9 25,0 
20 31,0 45,0 
38 80,7 97,0 

 
The graphic of the Fig. 10 shows the average time needed 

to load each service. Fig 11 illustrates the average time 
required to make a service selection.  

In Fig. 10, it's possible to observe that the time required 
to select the services islow which enables to give a quick 
response to the users’ requests. 
Observing both figures, it's also possible to realise that the 
consumption of time per service, required for loading and 
checking it, and to the services selection, has a minimal 
increment as the number of services to use increases. 

 
Figure 10 Load and check services process. 

 

 
Figure 11 Service selection process. 

To test the service composition and service execution we 
ran a client in C1, which launched a number of threads. Each 
thread intended to simulate a user that orders a service 
composition and its execution. Table 3 shows the test results 
of the Service Composition and Service Execution 
components.The test consisted in the variation of two 
parameters: the number of services used in a composition 
and the number of requests to perform the composition and 
its execution. 

 Each thread is responsible to make a unique request and 
to wait for the response. 

The composition of services was the result of services 
joined in pipeline. The services that were part of this 
composition were provided by the application server running 
in the C2 machine, and had an execution time of 20ms. Our 
intention was to figure out how thesecomponents performed  

with differentloads of service composition and execution. 
The maximum number of services used in a  
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composition was 16, joint sequentially and the time 
consumedto execute this composition was 927ms.  

To test limit conditions, we used this last composition(16 
services)for a load of 100 requests and this component 
wasnot able to respond and it halted. Analyzing the time 
consumption of each thread to execute the composition of 12 
services, it was 337ms, less than the time a unique thread 
took to execute the same composition (780ms). It's also 
possible to see that before the iCas frizzed the time to make 
and execute a service increased linear and gradually with the 
increase of the number of services used to make a 
composition.This problem willbe analyzed in future. 

Using a composition of 8 services, this component was 
able to compose and executed requests made by 500 threads 
with the average time less than 300ms. In the future we also 
intend to test parallel compositions and the mix of pipelined 
and parallel workflow composition. 

IX. CONCLUSION 
In this paper we have presented iCas, a service-oriented 

architecture that uses an ontological context model to 
provide personal and contextual information and to support 
the composition of context-aware services. The two major 
contributions of our work are the joint use of a semantic 
context model (SeCoM), to describe and explore the 
expression of contextual information, along with the support 
of dynamic composition, of context-aware services by the 
user.  

A prototype of the iCas platform has been implemented 
and functional tests have been conducted. Some 
experimental setups for services composition have been 
made using the iCas client prototype. 

We also present the first performance evaluation in 
which we tested some of the main components of iCas, and 
found that the results of having a central server architecture 
to provide the had-hoc composition of services were 
encouraging.  

A. Limitations 
The current iCas implementation has some limitations. 

One is the granularity of services, i.e., which level of 
granularity the services should have to provide the best 
services to the user’s needs. A fine-grained service addresses 
small units of functionality or exchange small amounts of 
data. Consequently, it will be more complicated to the user to 
build a service and to the architecture to orchestrate more 

services. Otherwise the coarse-grained services encapsulate 
more functionality reducing the number of services to make 
a composition, but they also hide the high level of 
functionality under one single interface and usually exchange 
more complex data, which might be harder to deal with.  

Another problem is the transformation of standard web 
services into OWL-S services. There are tools to perform this 
task, but they have very limited functionality regarding 
service inputs, outputs and the range of these parameters, 
which are described by the service profile. If a service has 
complex datatypes (ex. structures, data collections), these 
tools are not able to perform that transformation. Some of 
these complex datatypes have to be described by the user, 
using the OWL and the service parameters can also be 
transformed using XSLT transformations, which are very 
susceptible to syntax errors.  

For now, it is not possible to provide execution 
processing that depends on conditional statements, such as 
if-then-else and repeat-until, because they are not supported 
by the API. The API authors already announced the intention 
to include such functionalities in future versions. 

Until now we have not tested the service composition in 
devices with limited resources, and the client prototype uses 
the standard Java Virtual Machine and Web Services.   

There are also other limitations and challenges related 
with services compositions and the issues discussed in [28, 
41], such as composition correctness, services dynamic 
availability and services trust,  

 

B. Future Work 
In the future we intend to finish the implementation of 

iCas and test it in a real scenario on a university campus. In 
this scenario we intend to determine how the context-aware 
mobile technologies can be used to assist pedagogical 
features and the socio-pedagogical interaction of various 
types of users. 
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Abstract—Event-driven architecture is gaining momentum in
research and application areas as it promises enhanced respon-
siveness, flexibility and advanced integration. The combination
of event-driven and service-oriented architectural paradigms
and web service technologies provide a viable possibility to
achieve these promises. This article is an extended version of
an ICIW 2009 conference paper and introduces several aspects
that can facilitate such combination. It presents an event
model, outlines an architectural design and proposes sample
implementation technologies. The ongoing evaluation in real-
world scenarios confirms the applicability of the approach for
the realization of web services-based event-driven architecture.
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I. INTRODUCTION

Physical systems supporting business processes are in-
creasingly coping with the effects of external changes and in-
puts. This information is used to monitor and control the pro-
cess flow but it also creates new requirements for underlying
network and application system structure. Asynchronous
and data-centric communication in a distributed system is
an approach followed by designers promoting event-driven
and service-oriented architectures. Ubiquity and functional
independence are some of the value adding characteris-
tics of Service-Oriented Architecture (SOA). Asynchronous
communication, interest-based message delivery using the
publish/subscribe principle and event orientation by provid-
ing event sensors and event processing components are the
characteristics of an Event-Driven Architecture (EDA). This
article is an extended version of our ICIW 2009 conference
paper [1] and motivates the implementation of a holistic
architecture: Event-driven service-oriented architecture (ED-
SOA) for combing function- and data-centric views on IT
systems and enterprise as a whole. The combination of
the two approaches is an actively discussed topic among
information systems researchers, IT architects and vendors.
This paper provides needed definitions and structures to
promote common understandings and terms. Furthermore,
reference architecture of an ED-SOA is proposed. Web
services are suggested as the realization technology. This
decision is confronted with the ongoing research and devel-
opment results for enterprise event-driven systems.

The remainder of this article is organized as follows: in

Section II we provide the definitions of EDA, SOA and web
services. We introduce a reference architecture of an ED-
SOA in Section III and present a realization approach based
on web services and Quality-of-Service (QoS) assurance
(Section IV). Related work on technology for the imple-
mentation of enterprise event-driven systems is provided in
Section V. Discussion of our approach and outlook to future
working areas complete the article.

II. DEFINITIONS

This section introduces some definitions that we use
throughout the article.

A. Service-Oriented Architecture

Service-oriented architecture is one of the most discussed
topics in the IT these days. Since there is no common SOA
definition yet, the term is used as a combination of elements
of software architecture and enterprise architecture. It is
based on the interaction with autonomous and interoperable
services that offer reusable business functionality via stan-
dardized interfaces. Services can exist on all layers of an
application system (business process, presentation, business
logic, data management). They may be composed of services
from lower layers, wrap parts of legacy application systems
or be implemented from scratch [2]. Service-orientation
as a design paradigm roots in several already known ap-
proaches such as object-orientation, aspect-oriented pro-
gramming (AOP), enterprise application integration (EAI)
and business process management (BPM) [3]. Following
service-orientation approach a system is decomposed in its
functionalities. A service is hence an element that encapsu-
lates a business function and cannot be further decomposed
without harming its functionality. Services can be defined
as autonomous, platform-independent entities that can be
described, published, discovered and assembled [4]; they are
technologically neutral, loosely coupled and support loca-
tion transparency encapsulating business functionality [5].
There are different ways to implement distributed services
into IT architecture. They can be implemented using data-
based [6], object-oriented (e.g. CORBA and Java RMI)
or service-oriented approaches. Since the data-oriented ap-
proach applies only to structured data [6] and object-oriented
approaches do not necessarily enable loose coupling and
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ubiquitous services access [7], service implementation today
is often done using web services. Service orientation and
SOA can be used best, when processes or their parts are
standardized, when they are often repeated without changes,
or when multiple users need the same process component
to complete their tasks. Service invocation (consumption) in
an SOA is realized remotely using RPC-like procedure and
on request of the service consumer. This approach allows an
explicit request for a WSDL-defined service interface to be
invoked using SOAP message exchange.

B. Event-Driven Architecture

An event-driven architecture is a structure in which ele-
ments are triggered by events. An event in the enterprise
context is a change in the state of one of the business
process elements that influences the process outcome. Being
abstract constructions, events are captured as event objects.
An event object allows a machine to process, calculate and
manipulate the event. Main components of an EDA are:
event sources or generators, event recipients or consumers,
event sensors and event processors. Event source(s) and
event consumers are connected either directly (point-to-
point) or via a middleware or broker (bus). Event source
might be an application, business process, internal or exter-
nal stakeholder or any other abstract data change [8]. Event
recipients are all interested subscribers. Event capturing and
delivery must be guaranteed by compatibility standards and
can be processed in an extra component – the event agent.
The logic of collecting and routing of events is captured in
the event processor. Incoming event(s) are processed and
forwarded to event consumers in (predefined and "soft")
real-time. An event consumer reacts to received events by
performing its functionality or publishing an alert. There are
three types of events that need to be processed: single event,
event stream and complex event(s). The difference between
an event stream and a complex event can be described as
event stream being a temporal sequence of event objects in
the "first come-first-serve" manner [9] and complex events
being a group of events that contains elements from dif-
ferent contexts or different time points. Processing events
means performing operations on event objects like creating,
transforming, reading or deleting. Algorithms for processing
of multiple or interlaced events are summarized in complex
event processing (CEP) technique. It allows identification
and extraction of structured information from message-based
systems. CEP includes event analysis and correlation deliv-
ering a decision triggering information. CEP uses business
rules as well as patterns, maps and filters to specify relation-
ship between events [10]. Event monitoring is facilitated by
business activity monitoring (BAM) tools. These tools are
often a part of a business process management suite and are
currently more focused on detecting events and visualizing
them on a dashboard than on automated decision making,
therefore requiring less computational intelligence. Event-

driven systems provide real-time visibility of the observed
processes and allow almost real-time reaction.

In this article we show that a SOA can provide suitable
conceptual structure for an EDA. Contrary to communication
in SOA, EDA components interact asynchronously, event
processor being a connector with high intelligence. In EDA
event sources and event recipients do not know anything
about each other, neither does event source know whether
and what kind of reaction was caused by its appearance.
Figure 1 shows an exemlary EDA architecture.

For further event processing and capturing during the
requirements analysis or modeling phase, an event structure
is needed. Figure 2 shows our proposed event model that
allows a distinct description of any generic event. In this
article we focus on business events, i.d. state changes of a
business entity. This definition differs from the one in the
context of event-driven distributed information systems like
CORBA, where an event is defined as the occurrence of
some interaction point between two computational objects
in a system [11]. This kind of event or event description
languages will not be considered for modeling, since state
changes of business objects are our primary concern.

Figure 2. Structured Event Model

The event structure shown in Figure 2 shows the main
components involved into event creation and processing. In
the context of an event-driven architecture there are system
elements that act according to the changes in states of
other objects. That means that the event sources are being
observed by the event sinks considering their change of
states. The event source is described by its unique ID and a
description, e.g., the name of the source, in natural language.
Possible operation that can be performed by the source is
triggering the event when the change of the state occurs.
Here the main assumption is that an event, i.e. a state change,
can originate only from one source. An event is identified by
a unique ID, timestamp, event type and the current state of
the event source. Timestamp is needed to compute the time
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Figure 1. Event-Driven Architecture

model of the incoming events and to provide information for
composition of complex events. Event type corresponds to
the event type mentioned above: single event, complex event
or event stream. This information can be processed by the
sink in order to react to the incoming data. Event sink is an
architectural object or element that is interested in the state
change of the event source it is subscribed for, i.e. its actions
are triggered by the state changes of the event source. Event
sink description in natural language as well as an ID are
used as its attributes. Event sink can also provide the first
processing step of the incoming events. These processing
can include queuing the events that are part of the event
stream or combining the events to a complex event.

Our event model consists of the following formal ele-
ments:

• S is the set of event sources included in the model.
• Sn is the set of event sinks included in the model.
• Z is the set of the object states, while Zs is the set of

the object states Z of the source s.
• E is the set of events considered in the model.
• T is the set of possible event types, with: T =

single, complex, stream.

• TS is the set of the timestamps, with: TS =
day, month, year, hour,minute, second.

These aspects can be captured and modeled using a
modeling eclipse Plug In, called Visual Event, Figure 3
shows the stand-alone event including event source, sink,
and the event itself including its attributes and the data types
of the attributes. It is also possible to comment on the model
elements.

Using Visual Event Plug-in, it is possible to model all
the events that are needed to trigger an action of the event
sink using the annotation at the control flow. Additional
information spaces are included in the diagram properties
to take account of the sequence number of the event,
timestamp, data type, etc. when modeling event sinks and
sources. The Visual Event plug-in is comprised of an event,
with event name, attributes and description, and an event
trigger. The event trigger is the source that changes its states
and thereby triggers an event. Event sinks are subscribers for
a specific event occurrence in a publish/subscribe implemen-
tation paradigm.
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Figure 3. Event Modeling Plug-In

III. COMBINING EDA AND SOA

Both SOA and EDA have characteristics that complement
each other. Both use services but differ in the way they
addressed a service to be invoked. SOA provides loosely
coupled techniques like web services but its functionality
is tightly coupled to the Request/Respond mechanism while
EDA provides an asynchronous communication and loose
coupling [12].

While SOA offers EDA a suitable design approach by
providing a distributed environment for separating business
logic, processes and technical functions, it benefits from
another service invocation technique that loosens the rigor
of the RPC-style calls. When observing these characteristics
the merged structure of the three concepts provides, one can
realize multiple synergy aspects. Service-orientation allows
to capture and store events as services. Integration of legacy
systems into service-oriented architecture may be done using
the derived business rules the systems are using, or by using
event-driven architecture. SOA is based on a remote access
principle allowing a distributed environment, necessary for
both event-driven architecture and business rules. EDA has
a decoupled, asynchronous structure that complements loose
coupling and synchronous communication of SOA [13].
Implementing SOA-suitable environment means implement-
ing an environment where events can operate on their best
and many architectural interactions are already standardized.
Further synergies come up with communication and process
management in a distributed system, which can be assured
by adopting a business rules oriented ED-SOA. Often having
a highly distributed architecture, enterprises create benefits
from the real-time information availability. EDA provides
a structure that allows a fast reorganization of business
processes without affecting application or technical struc-
tures. Fast reaction to environmental changes in is possible
without the need to adapt technical infrastructure. Functional
decomposition on a high-granularity level, that is crucial

for robustness to change of a system, is provided by SOA.
Merging these concepts results in an enterprise architecture
that is more flexible while being robust to changes. Its
components are loosely coupled and can be accessed in any
business situation.

The major aim of enterprise architecture is realized in
the ED-SOA concept by SOA combining business functions
and IT, and EDA focusing on data as well as business
relevant event orientation; both SOA and EDA concepts can
be used for application and legacy systems integration [14].
Covering the aim and component spectrum of enterprise
architecture as described above, ED-SOA can be regarded as
its evolution. Figure 4 shows a proposed ED-SOA reference
architecture including security aspects, business rules pro-
cessing and business data integration. Components that can
be encapsulated as services are named. They were identified
according to the main principles of service-orientation: their
granularity is can be easily identified and discovered while
being reusable by different components in different points
of time. The concrete integration infrastructure into the
application systems landscape depends on the technology
used to realize ED-SOA. Here an enterprise service bus
(ESB) is a suitable solution as the architecture is to be
realized using web services.

IV. ENABLING ED-SOA

After modeling the event and defining its specific struc-
ture, it can be realized technically using web service technol-
ogy. Web services are currently the most promising service-
oriented technology [15]. They use the Internet as the
communication medium and open Internet-based standards,
including the Simple Object Access Protocol (SOAP) for
transmitting data, the Web Services Description Language
(WSDL) for defining services, and the Business Process
Execution Language for Web Services (BPEL4WS) for
orchestrating services.

The Visual Event diagram (Figure 2)also delivers a XML-
structure. Event content and its processing components such
as sinks and sources can be derived from the event model
as shown in figure 3 and implemented as a event service in
a service-oriented architecture. This approach, first defining
and modeling events for their further implementation using
Web Services, allows a structured way to design and manage
EDA conserving its main principle of agility and loose
coupling. Modeling plug-in developed and presented here
supports the easy implementation generating a XML-code
of the event content. SOA provides important standards and
tools, like WSDL and UDDI, for describing, storing and
finding of the events within the architecture.

This section provides an overview of implementation
technologies that we used in our proof-of-concept and is
structured according to the elements presented in Figure 4.

Software components that call (consume) services can be
developed in a variety of languages on a variety of platforms.
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Figure 4. Event-Driven Service-Oriented Architecture

Typical integrated development environments (IDEs) allow
this interaction without the need to code SOAP messages.
They generate a proxy stub object on the local machine
that marshals calls to the actual web service. Therefore,
from a software engineering point of view a single service
interaction is not much different from the interaction of
COM (Component Object Model) or CORBA components.
Important new aspect of web services is the promise of
automatic composition going beyond the binary integration
of COM and CORBA. Such flexible processing infrastruc-
ture can adapt more easily to changes in the functional
requirements of an event-driven business process.

A. Platforms

The complexity involved in providing a single web service
is often underestimated. A look at hardware platforms, even
commodity hardware, reveals complex microprocessors and
processing architecture. Standard OSs are far away from
microkernel designs [16] such as Mach [17] and contain a
large number of OS extensions. These are called modules in
a Linux system [18] and drivers in a Windows system. [19].
Beside typical device drivers, extensions include network

protocol implementations, file systems and virus detectors.
Extensions are more than 70% of the Linux source code [20],
while Windows XP includes over 35,000 drivers with over
120,000 versions [21]. Typical component frameworks such
as .NET and J2EE often serve as the middleware for pro-
viding web services [22]. Therefore, we selected the .NET
Framework as platform. A more detailed look at the appli-
cation programming interfaces of these environments [23]
and [24] reveals their complexity.

B. Quality of Service and Nonfunctional Properties

The nonfunctional properties (NFPs) of a software sys-
tem are those properties that do not describe or influence
the principal task / functionality of the software, but are
expected and can be observed by end users in its runtime
behavior [25].

QoS encompasses important NFPs such as performance
metrics (for example, response time), security attributes,
transactional integrity, reliability, scalability, and availability.
Traditionally, QoS is a metric that quantifies the degree
to which applications, systems, networks, and other IT
infrastructure support availability of services at a required
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performance level [4]. Web services environments are based
on flexible composition of services and therefore demand
greater availability of applications. Furthermore, they intro-
duce increased complexity in terms of delivering, accessing
and managing services.

The existing standards for specification of QoS charac-
teristics in a service-oriented environment can be grouped
according to their main focus: software design/process de-
scription (e.g. UML Profile for QoS and QML - QoS
Modeling Language [26], service/component description
(e.g. WS-Policy) and SLA-centric approaches (e.g. WSLA -
Web Service Level Agreements [27], WSOL - Web Service
Offerings Language [28], SLAng - Service Level Agreement
definition language [29] and WS-Agreement [30].

Extensive research concerning NFPs also exists in the
field of CORBA (Common Object Request Broker Archi-
tecture), particularly in the areas of real-time support [31],
[32], replication as approach for dependability [33], [34],
[35], [36], adaptivity and reflection [37], [38], as well as
mobility [39], [40].

The approach we apply to formalize and control NFPs is
called architectural translucency [41] – the ability to con-
sider reconfiguration options at different system levels and
understand their effects on the performance-related NFPs of
a system. It allows us to specify service level objectives [42]
and to enforce them by replication at different architectural
levels, e.g., operating system [43] or service framework [44].

C. Implementing Rule and Decision Services

Our sample implementation uses the .NET Framework
as a serviceware and the Microsoft Workflow Foundation
(included in .NET 3.0) as basis for the rule and decision
services. The workflow foundation supports different types
of workflows (see Figure 5) and facilitates particularly
the implementation of rules-based activities. Using it, we
can map rules defined at the business level to any .NET
programming language in a straightforward way.

Figure 5. Support for Rules and Events in Microsoft Workflow Foundation
(Source: Microsoft)

D. Implementing Invocation and Notification Services

Any step in our workflow (as implemented in the Mi-
crosoft Workflow Foundation) can call operations on other
objects on the same machine, invoke other workflows or di-
rectly invoke web services. Events that trigger a state change
(next step) of a workflow range from sensor information
(e.g., RFID) through changes in data sources (e.g., relational
databases) to web service outputs or fault messages. There
are several integration depths that we regard as relevant for
events:

• Events at the data level – here we differentiate between
events originating from database management systems
(DBMS), e.g., relational databases, and events originat-
ing from sensors, e.g., RFID readers and scanners.

• Events at the object level – these are typically state
changes in class instances which we regard only if they
are manifested by public methods.

• Events at the service level – a call, or a response of a
service.

Generally, we can map the "lower level" events (data
and object) to the service level using web service wrappers.
Furthermore, we can combine events to complex events (e.g.,
a delivery has arrived and a warehouse is full) by using
composite services. In the context of this composition we
particularly regard the NFPs of the composed service, as
described in [25].

E. Integration Aspects

An already agreed-upon SOA strategy greatly facilitates
our approach as we can then expect that critical software
functionality will be provided as web services in the spec-
ified timeframe. If our approach has to be integrated in
more heterogeneous environments we can benefit from the
capabilities of .NET 3.0 to interact with diverse remote
components, such as other .NET objects, SQL servers and
web technologies.

F. Application Scenarios

One application scenario that can greatly benefit from ED-
SOA is logistics. Our demo application in this domain (more
particularly contract logistics) differentiates between several
states of a shipment that is being transported (see Figure 6).
It begins with an initial event (Container sent) and goes
through the following statuses: Fetched, Accepted, Loaded,
Unloaded, in Delivery, and Delivered. Business users can
define rules related to these statuses and corresponding
events (e.g., a longer delay or a missed deadline) using a
web-based user interface. We then use this rule specifications
in our implementation to trigger next (or additional) steps in
the workflow according to incoming events. Events can be
propagated in a variety of ways: RFID-based communication
in a warehouse system, e-mail notifications, changes in
inventory databases, as well as other components or web
service calls and responses. This makes our approach highly
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flexible to changing business requirements – they can be
submitted to our system as a new rule set via the user inter-
face. Figure 7 shows an overview of our architecture on a
given site (e.g., intermediate warehouse or point of delivery).
It integrates an event processing component, components
for event sensing, a supply-chain-management system, as
well as to engines – the rules engine and the architectural
translucency (AT) engine. The AT engine is responsible for
service level enforcement with respect to NFPs.

One other specific domain that can greatly benefit from
ED-SOA is healthcare. We have applied our approach in
the area of clinical processes and their optimization based
on localization techniques [45]. The requirements of the
scenario – localization of a large number of mobile devices
(10,000) within a refreshing interval of five seconds, make
the architectural integration a challenging task. The scenario
is described in details in [45], aspects of the service-oriented
integration and service level assurance in [46].

G. System Evaluation
We conducted our evaluation twofold – using empirical

evaluation methods as well as system-oriented performance
evaluation. Our empirical evaluation follows the usablity
evaluation methodology presented in [47]. In our healthcare
scenario we used questionnaires and expert interviews as
usability evaluation test methods. These were addressed at
clinicians that use our system. An overview of the surveyed
group is given in Table I, a summary of results is presented in
Table II. Overall, there is a substantial (∆ > 50%) increase
in usability.

To ensure QoS aspects in our application scenarios we
apply the method of architectural translucency [41], [46].
In this article we present excerpts from the performance
evaluation at one site of our logistics scenario. The specific
replication configuration used is shown in Table III.

The results of our performance evaluation are shown in
Table IV. We anonymized the names of the web services
due to non-disclosure requirements.

Test results show that replication at the OS level im-
proves performance by approx. 25%, while replication at
the serviceware level leads to improvement by 5-7%. Dual
replication led to improvement by 7-15%.

1) Confidence Intervals: Results in Table IV are average
results from six consecutive test runs. Each test run included
tests of every replication setting for 120 minutes with 1
second think time before a request. This corresponds to some
7200 requests that were sent to each setting.

All tests for Web Service 1 resulted in 7200 requests
served for all replication settings, so here the confidence
interval is clearly 100%. All other confidence intervals are
between 99% and 100%.

V. RELATED WORK

Distributed event processing and event-driven systems
became popular in recent years as the technology needed

to provide and support these systems is rapidly evolving. In
the 1980s and 1990s message-oriented middleware was used
to facilitate integration of various application systems within
an enterprise. Basic event-processing can be regularized by
inclusion of Java Message Service and message-driven beans
in Java Enterprise Edition (J2EE) [48]. Message-oriented
middleware allows a push-based, publish-subscribe data-
centric communication through message brokers or queued
messages. As for the embedded, real-time systems based on
event-orientation, they are often written in languages such
as C or C++, with real-time services provided by CORBA
(Common Object Request Broker Architecture) [48], [31].
CORBA also provides a publish-subscribe mechanism by
the CORBA/IIOP (Internet Inter-ORB Protocol) [49].

Composition of applications from web services is gov-
erned by different requirements than typical component-
based software development and integration of binary com-
ponents. Application developers and users do not have
access to documentation, code or binary component. In-
stead, they rely only on a rudimentary functional description
offered by WSDL. Services execute in different contexts
and containers, they are often separated by firewalls and
can be located practically everywhere. This leads to a set
of specific requirements a composition mechanism must
satisfy as identified in [50]: connectivity, NFPs, correctness,
automatic composition and scalability.

Every composition approach must guarantee connectiv-
ity. With reliable connectivity, we can determine which
services are composed and reason about the input and
output messages. However, since web services are based
on message passing, NFPs, such as timeliness, availability,
and performance must also be addressed. Correctness of
composition means that the NFPs of the composed ser-
vice must be verified. Automatic composition is the ability
to automatically perform goal-based composition. Finally,
composition of services within SOA must scale with the
growth of business services that are based on composed
technical services.

With the native capabilities of web services fully devel-
oped, several approaches for service composition started to
emerge. The first generation composition languages were
Web Service Flow Language (WSFL), developed by IBM,
and Web Services Choreography Interface (WSCI), devel-
oped by BEA Systems. However, these proposals were not
compatible with each other, and this led to the development
of second generation languages. The most popular of them is
BPEL4WS [51], which is a joint effort of IBM, Microsoft,
SAP, Siebel and BEA. It originates in the combination of
first generation languages (WSFL and WSCI) with Mi-
crosoft’s XLANG specification.

SWORD is an approach, together with a tool set, for rule-
based service composition. Here a service is represented by
a rule that expresses that given certain inputs, the service
is capable of producing particular outputs [52]. A rule-
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Figure 6. Application Scenario in Contract Logistics

Group Characteristics No. of Participants Percentage
Nurses 10 33.33
Surgeons 6 20
Anesthetists 3 10
Management 1 3.33
Other 10 33.33
Total 30 100

Table I
PROFILE OF TARGET GROUP FOR THE EMPIRICAL EVALUATION OF OUR HEALTHCARE SCENARIO

based expert system is then used to automatically determine
whether a desired composite service can be realized using
existing services. If so, this derivation is used to construct a
plan that when executed instantiates the composite service.

Typically, SWORD does not require wider deployment of
emerging service-description standards such as WSDL and
SOAP.

Authors claim that although SWORD’s expressive ca-
pabilities are weaker, the abstractions it exposes capture
more appropriately the limited kinds of queries supported
by typical web services which leads to simplicity and higher
efficiency.

EFlow [53] is a platform for specification, composition
and management of composite services. It uses a static
method for workflow generation. Hereby a composite service

is modeled by a graph that defines execution order of
participating nodes. Graph creation is done manually, but
subsequent graph updates can be automated. A graph may
include service, decision and event nodes. Service nodes
represent the invocation of atomic or composite services.
Decision nodes specify workflow alternatives and decision
rules. Event nodes allow services to send and receive certain
types of events. Graph arcs show the execution dependency
among nodes.

VI. DISCUSSION AND OUTLOOK

In this article we introduced the concept of an event-
driven service-oriented architecture (ED-SOA) and proposed
several aspects for its realization, such as an event model and
a reference structure. Furthermore, we provided technology
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Figure 7. General Site Architecture for ED-SOA Implementation in Logistics: SCM denotes the Supply-Chain-Management System, AT Engine denotes
the architectural translucency engine

Dependent Variables before after
Average Patient Preparation Time (min.) 31.20 16.30
Avg. Additional Preparation Tasks Needed (Nr.) 12 7
Avg. Number of Process Errors (perioperative) 6 2
Avg. Number of Process Errors (postoperative) 5 2
Clinicians: User Satisfaction (percent) 46 83
Patients: User Satisfaction (percent) 52 89

Table II
SUMMARY OF USABILITY EVALUATION RESULTS

and element definitions and outlined possible advantages of
combining service-oriented and event-driven approaches for
which we proposed a reference architecture. We regard our
holistic approach as an important contribution that builds on
many related concepts currently under development in this
area.

The article also presented two application scenarios. Our
application scenario in contract logistics used web services
and the .NET Framework as enabling technologies and
demonstrated major benefits of the approach. The empirical
evaluation of our approach demonstrated increased user sat-
isfaction, while its performance evaluation provided results

that show its applicability for the assurance of QoS aspects
within ED-SOA. Our future work lies in the areas of incor-
poration of predefined rule sets for specific domains (e.g.,
environmental conservation, privacy and security, healthcare
applications) in the approach. This will allow us to provide
a generic rule set that can be customized and extended ac-
cording to the specific user requirements. The customization
will be supported by a reference process for projects we
are currently designing. We are also working on the further
integration of various high-assurance techniques [41], [46]
into the approach.
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Setting: Replication OS Replication S
Setting 1: No Replication n n
Setting 2: Replication at OS y n
Setting 3: Replication at S n y
Setting 4: Dual Replication y y

Table III
REPLICATION SETTINGS FOR QOS ASSURANCE

Setting / Call Web Service 1 Web Service 2 Web Service 3 Web Service 4
Setting 1: 7200 4176 4245 3578
Setting 2: 7200 5342 5418 4120
Setting 3: 7200 4424 4312 3692
Setting 4: 7200 4861 4803 3711

Table IV
TEST RESULTS AT DIFFERENT ARCHITECTURAL LEVELS - .NET AND WINDOWS ENVIRONMENT.

REFERENCES

[1] O. Levina and V. Stantchev, “Realizing Event-Driven SOA,”
in ICIW ’09: Proceedings of the 2009 Fourth International
Conference on Internet and Web Applications and Services.
Los Alamitos, CA, USA: IEEE Computer Society, May 2009,
pp. 37–42.

[2] H. Krallmann, C. Schröpfer, V. Stantchev, and P. Offermann,
“Enabling autonomous self-optimization in service-oriented
systems,” in Proceedings of The 8th International Workshop
on Autonomous Systems - Self Organisation, Management and
Control. Berlin, New York: Springer, 10 2008, pp. 127–134.

[3] T. Erl, Soa: principles of service design. Upper Saddle River,
NJ, USA: Prentice Hall Press, 2007.

[4] M. P. Papazoglou, P. Traverso, S. Dustdar, and F. Leymann,
“Service-oriented computing: State of the art and research
challenges,” Computer, vol. 40, no. 11, pp. 38–45, Nov. 2007.

[5] M. P. Papazoglou, “Service-oriented computing: concepts,
characteristics and directions,” Web Information Systems En-
gineering, 2003. WISE 2003. Proceedings of the Fourth
International Conference on, pp. 3–12, 2003.

[6] C. Batini, M. Lenzerini, and S. B. Navathe, “A comparative
analysis of methodologies for database schema integration,”
ACM Comput. Surv., vol. 18, no. 4, pp. 323–364, 1986.

[7] Y. Baghdadi, “A business model for deploying web services:a
data-centric approach based on factual dependencies,” Infor-
mation Systems and E-Business Management, vol. 3, no. 2,
pp. 151–173, 2005.

[8] H. Herbst, G. Knolmayer, T. Myrach, and M. Schlesinger,
“The specification of business rules: A comparison of selected
methodologies,” in Proceedings of the IFIP WG8.1 Working
Conference on Methods and Associated Tools for the Infor-
mation Systems Life Cycle. New York, NY, USA: Elsevier
Science Inc., 1994, pp. 29–46.

[9] B. Michelson, “Event-driven architecture overview- event-
driven soa is just part of the eda story,” Patricia Seybold
Group, Tech. Rep., 2006.

[10] D. C. Luckham and B. Frasca, “Complex event processing in
distributed systems,” Stanford University, Tech. Rep., 1998.

[11] C. Ma and J. Bacon, “Cobea: a corba-based event architec-
ture,” in COOTS’98: Proceedings of the 4th conference on
USENIX Conference on Object-Oriented Technologies and
Systems. Berkeley, CA, USA: USENIX Association, 1998,
pp. 9–9.

[12] J. van Hoof, “How eda extends soa and why it is important,”
2.10.2008 2006.

[13] J. Pick, Geo-Business: GIS in the Digital Organization.
Wiley, 2007.

[14] A. Kumar Harikumar, R. Lee, C.-C. Chiang, and H.-S.
Yang, “An event driven architecture for application integration
using web services,” Information Reuse and Integration, Conf,
2005. IRI -2005 IEEE International Conference on., pp. 542–
547, Aug. 2005.

[15] S. Weerawarana, F. Curbera, F. Leymann, T. Storey, and
D. Ferguson, Web Services Platform Architecture: SOAP,
WSDL, WS-Policy, WS-Addressing, WS-BPEL, WS-Reliable
Messaging and More. Prentice Hall PTR Upper Saddle River,
NJ, USA, 2005.

[16] B. N. Bershad, C. Chambers, S. Eggers, C. Maeda, D. Mc-
Namee, P. Pardyak, S. Savage, and E. G. Sirer, “Spin -
an extensible microkernel for application-specific operating
system services,” SIGOPS Oper. Syst. Rev., vol. 29, no. 1,
pp. 74–77, 1995.

[17] R. Rashid, D. Julin, D. Orr, R. Sanzi, R. Baron, A. Forin,
D. Golub, and M. Jones, “Mach: a system software kernel,”
COMPCON Spring ’89. Thirty-Fourth IEEE Computer Soci-
ety International Conference: Intellectual Leverage, Digest of
Papers., pp. 176–178, 27 Feb-3 Mar 1989.

[18] D. Bovet and M. Cesati, Understanding the Linux Kernel.
O’Reilly Media, Inc., 2005.

[19] D. Solomon and M. Russinovich, Inside Microsoft Windows
2000. Microsoft Press Redmond, WA, USA, 2000.

297

International Journal on Advances in Software, vol 2 no 2&3, year 2009, http://www.iariajournals.org/software/



[20] A. Chou, J. Yang, B. Chelf, S. Hallem, and D. Engler, “An
empirical study of operating systems errors,” SIGOPS Oper.
Syst. Rev., vol. 35, no. 5, pp. 73–88, 2001.

[21] M. M. Swift, B. N. Bershad, and H. M. Levy, “Improving
the reliability of commodity operating systems,” ACM Trans.
Comput. Syst., vol. 23, no. 1, pp. 77–110, 2005.

[22] G. Miller, “The web services debate: .net vs. j2ee,” Commun.
ACM, vol. 46, no. 6, pp. 64–67, 2003.

[23] “Java 2 Platform, Enterprise Edition (J2EE),” SUN Mi-
crosystems, 4150 Network Circle, Santa Clara, CA 95054,
Specification.

[24] The .NET Framework. Microsoft Corporation, 2004.
[Online]. Available: \url{http://www.microsoft.com/net/}

[25] V. Stantchev, Architectural Translucency. Berlin, Germany:
GITO Verlag, 2008.

[26] S. Frolund and J. Koistinen, “Quality of services
specification in distributed object systems design,” in
COOTS’98: Proceedings of the 4th conference on USENIX
Conference on Object-Oriented Technologies and Systems
(COOTS). Berkeley, CA, USA: USENIX Association, 1998.
[Online]. Available: http://www.usenix.org/publications/
library/proceedings/coots98/full_papers/frolund/frolund.pdf

[27] H. Ludwig, A. Keller, A. Dan, R. King, and R. Franck, “Web
Service Level Agreement (WSLA) Language Specification,”
IBM Corporation, 2002.

[28] V. Tosic, K. Patel, and B. Pagurek, “WSOL-Web Service
Offerings Language,” Web Services, E-Business, and the
Semantic Web: CAiSE 2002 International Workshop, WES
2002, Toronto, Canada, May 27-28, 2002: Revised Papers,
2002.

[29] D. Lamanna, J. Skene, and W. Emmerich, “SLAng: A Lan-
guage for Defining Service Level Agreements,” Proc. of
the 9th IEEE Workshop on Future Trends in Distributed
Computing Systems-FTDCS, pp. 100–106, 2003.

[30] A. Andrieux, K. Czajkowski, A. Dan, K. Keahey, H. Ludwig,
J. Pruyne, J. Rofrano, S. Tuecke, and M. Xu, “Web Services
Agreement Specification (WS-Agreement),” Global Grid Fo-
rum GRAAP-WG, Draft, August, 2004.

[31] A. Polze and L. Sha, “Composite Objects: Real-Time Pro-
gramming with CORBA,” in Proceedings of 24th Euromicro
Conference, Network Computing Workshop, Vol.II, pp.: 997-
1004. Vaesteras, Sweden: Humboldt University of Berlin,
Aug. 1998.

[32] W. Feng, “Dynamic client-side scheduling in a real-time corba
system.” in COMPSAC. IEEE Computer Society, 1999, pp.
332–333.

[33] P. Felber, R. Guerraoui, and A. Schiper, “Replication of corba
objects.” in Advances in Distributed Systems, ser. Lecture
Notes in Computer Science, S. Krakowiak and S. K. Shri-
vastava, Eds., vol. 1752. Springer, 1999, pp. 254–276.

[34] V. Marangozova and D. Hagimont, “An infrastructure for
corba component replication.” in Component Deployment, ser.
Lecture Notes in Computer Science, J. M. Bishop, Ed., vol.
2370. Springer, 2002, pp. 222–232.

[35] M. Werner, “Replikation in CORE, Bericht an das
Graduiertenkolleg "Kommunikationsbasierte Systeme",” Oct
1996.

[36] P. Felber and P. Narasimhan, “Reconciling replication and
transactions for the end-to-end reliability of corba appli-
cations.” in CoopIS/DOA/ODBASE, ser. Lecture Notes in
Computer Science, R. Meersman and Z. Tari, Eds., vol. 2519.
Springer, 2002, pp. 737–754.

[37] P.-C. David and T. Ledoux, “An infrastructure for adaptable
middleware.” in CoopIS/DOA/ODBASE, ser. Lecture Notes in
Computer Science, R. Meersman and Z. Tari, Eds., vol. 2519.
Springer, 2002, pp. 773–790.

[38] S. Gutierrez-Nolasco and N. Venkatasubramanian, “A reflec-
tive middleware framework for communication in dynamic
environments.” in CoopIS/DOA/ODBASE, ser. Lecture Notes
in Computer Science, R. Meersman and Z. Tari, Eds., vol.
2519. Springer, 2002, pp. 791–808.

[39] G. Biegel, V. Cahill, and M. Haahr, “A dynamic proxy based
architecture to support distributed java objects in a mobile
environment.” in CoopIS/DOA/ODBASE, ser. Lecture Notes
in Computer Science, R. Meersman and Z. Tari, Eds., vol.
2519. Springer, 2002, pp. 809–826.

[40] S. Adwankar, “Mobile corba,” in DOA ’01: Proceedings of
the Third International Symposium on Distributed Objects
and Applications. Los Alamitos, CA, USA: IEEE Computer
Society, 2001, p. 52.

[41] V. Stantchev and M. Malek, “Architectural Translucency in
Service-oriented Architectures,” IEE Proceedings - Software,
vol. 153, no. 1, pp. 31–37, February 2006.

[42] V. Stantchev and C. Schröpfer, “Service level enforcement in
web-services based systems,” International Journal on Web
and Grid Services, vol. 5, no. 2, pp. 1741–1106, 2009.

[43] V. Stantchev and M. Malek, “Addressing Web Service Per-
formance by Replication at the Operating System Level,”
in ICIW ’08: Proceedings of the 2008 Third International
Conference on Internet and Web Applications and Services.
Los Alamitos, CA, USA: IEEE Computer Society, June 2008,
pp. 696–701.

[44] V. Stantchev, “Effects of Replication on Web Service Per-
formance in WebSphere,” International Computer Science
Institute, Berkeley, California 94704, USA, ICSI Tech Report
2008-03, February 2008.

[45] V. Stantchev, T. D. Hoang, T. Schulz, and I. Ratchinski,
“Optimizing clinical processes with position-sensing,” IT Pro-
fessional, vol. 10, no. 2, pp. 31–37, 2008.

[46] V. Stantchev and M. Malek, “Translucent replication for ser-
vice level assurance,” in High Assurance Services Computing.
Berlin, New York: Springer, 06 2009, pp. 1–18.

298

International Journal on Advances in Software, vol 2 no 2&3, year 2009, http://www.iariajournals.org/software/



[47] V. Stantchev, “Enhancing health care services with mixed re-
ality systems,” in The Engineering of Mixed Reality Systems.
Berlin, New York: Springer, 09 2009.

[48] R. Berry, P. McKenney, and F. Parr, “Responsive systems: An
introduction,” IBM Systems Journal, vol. 47, no. 2, pp. 197–
205, 2008.

[49] D. Bauer, L. Garce´s-Erice, S. Rooney, and P. Scotton,
“Toward scalable real-time messaging,” IBM Systems Journal,
vol. 47, no. 2, pp. 237–251, 2008.

[50] N. Milanovic and M. Malek, “Current solutions for web
service composition,” IEEE Internet Computing, vol. 8, no. 6,
pp. 51–59, 2004.

[51] T. Andrews, F. Curbera, H. Dholakia, Y. Goland, J. Klein,
F. Leymann, K. Liu, D. Roller, D. Smith, S. Thatte,
et al., “Business Process Execution Language for Web
Services (BPEL4WS) 1.1,” Online: http://www-106. ibm.
com/developerworks/webservices/library/ws-bpel, May, vol.
139, p. 140, 2003.

[52] S. R. Ponnekanti and A. Fox, “Sword: A developer
toolkit for web service composition,” 2002. [Online].
Available: http://www.citebase.org/abstract?id=oai:wwwconf.
ecs.soton.ac.uk:226

[53] F. Casati, S. Ilnicki, L.-J. Jin, V. Krishnamoorthy, and M.-
C. Shan, “eflow: a platform for developing and managing
composite e-services,” Research Challenges, 2000. Proceed-
ings. Academia/Industry Working Conference on, pp. 341–
348, 2000.

[54] R. Meersman and Z. Tari, Eds., On the Move to Meaningful
Internet Systems, 2002 - DOA/CoopIS/ODBASE 2002 Confed-
erated International Conferences DOA, CoopIS and ODBASE
2002 Irvine, California, USA, October 30 - November 1,
2002, Proceedings, ser. Lecture Notes in Computer Science,
vol. 2519. Springer, 2002.

299

International Journal on Advances in Software, vol 2 no 2&3, year 2009, http://www.iariajournals.org/software/



www.iariajournals.org

International Journal On Advances in Intelligent Systems

ICAS, ACHI, ICCGI, UBICOMM, ADVCOMP, CENTRIC, GEOProcessing, SEMAPRO,
BIOSYSCOM, BIOINFO, BIOTECHNO, FUTURE COMPUTING, SERVICE COMPUTATION,
COGNITIVE, ADAPTIVE, CONTENT, PATTERNS

issn: 1942-2679

International Journal On Advances in Internet Technology

ICDS, ICIW, CTRQ, UBICOMM, ICSNC, AFIN, INTERNET, AP2PS, EMERGING

issn: 1942-2652

International Journal On Advances in Life Sciences

eTELEMED, eKNOW, eL&mL, BIODIV, BIOENVIRONMENT, BIOGREEN, BIOSYSCOM,
BIOINFO, BIOTECHNO

issn: 1942-2660

International Journal On Advances in Networks and Services

ICN, ICNS, ICIW, ICWMC, SENSORCOMM, MESH, CENTRIC, MMEDIA, SERVICE
COMPUTATION

issn: 1942-2644

International Journal On Advances in Security

ICQNM, SECURWARE, MESH, DEPEND, INTERNET, CYBERLAWS

issn: 1942-2636

International Journal On Advances in Software

ICSEA, ICCGI, ADVCOMP, GEOProcessing, DBKDA, INTENSIVE, VALID, SIMUL, FUTURE
COMPUTING, SERVICE COMPUTATION, COGNITIVE, ADAPTIVE, CONTENT, PATTERNS

issn: 1942-2628

International Journal On Advances in Systems and Measurements

ICQNM, ICONS, ICIMP, SENSORCOMM, CENICS, VALID, SIMUL

issn: 1942-261x

International Journal On Advances in Telecommunications

AICT, ICDT, ICWMC, ICSNC, CTRQ, SPACOMM, MMEDIA

issn: 1942-2601


