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Abstract—Due to the widespread deployment of digital 
systems, and the increasing complexity of cyber threats, it has 
become crucial to us to secure our resources in computer 
connected systems. Access Control Lists (ACLs) are 
fundamental frameworks that govern the authorization and 
authentication processes that occur in our network. 
Essentially, ACLs are a set of rules that define users who have 
permissions to access particular resources. Furthermore, ACLs 
indicate whether a user's access will be permitted and what 
specific actions they will be able to perform. Access control 
lists play a vital role in the security and confidentiality of 
sensitive information and resources. However, the emergence 
of artificial intelligence has the ability to transform the process 
of access control lists which may result in securing our 
network. When the system manages the network traffic with 
the generated ACL, it will enable the network analysts to track 
certain threats first without having to monitor all network 
traffic. This method will allow for more efficient threat 
detection and analysis ending up with saving time and 
resources. In this paper, we will discuss the usefulness of 
artificial intelligence and its role in generating access control 
lists and the consequences of using such technology in securing 
our network. 

Keywords-Access Control List; Cyber Security; Network; 
Intrusion Detection; Artificial Intelligence. 

I.  INTRODUCTION 
This work is a follow-up to our prior work "AI-based 

Approach for Access Control List Management", published 
in the proceedings of SECURWARE2023 [1]. Access 
control models are crucial components in the field of 
information security, ensuring that only authorized 
individuals or entities can gain entry to protected resources 
[2]. Over the years, advancements have been shifted towards 
access control systems. One such transformation is the 
integration of AI and access control models. AI, with its 
ability to mimic human intelligence and to make informed 

decisions based on a massive amount of data, can transform 
the way access control is managed, which will lead to 
securing our networks in return. When implemented, AI-
powered access control lists can provide numerous benefits 
over the traditional current systems, which include dynamic 
access management, behavioral analysis, and adaptive 
learning. These models can have the ability to strengthen 
machine learning algorithms [8] to analyze and understand 
network traffic patterns, behaviors and contextual 
information to make real-time based access decisions. The 
move from manual ACLs rules to dynamic ones can lead to 
more accurate and adaptive access control managements. For 
instance, manual ACLs require human assistance in terms of 
rules, which are vulnerable to errors and mistakes.  

On the other hand, shifting to AI techniques will help in 
strengthening the security measures and reducing the risks of 
potential unauthorized access. By learning from historical 
data, AIs can detect irregular patterns that identify unusual 
behavior that network analyst would miss. By analyzing 
historical data and learning from previous patterns, AI 
models can establish a baseline of normal behavior for users 
and systems [8]. Any change in the deviation from this 
baseline can trigger alerts and generate preventive needed 
actions, helping in mitigating risks and preventing security 
breaches; ensuring our systems to be safe by minimizing the 
potential risks of network attacks. This defensive approach to 
access control is very crucial in today's ever-evolving threat 
landscape, where traditional manual rule-based systems often 
fail in detecting sophisticated attacks; ensuring that future 
arising threats are recognized and dealt with correctly.  

Furthermore, AI can significantly improve user 
experience in access control systems. The reason is with 
traditional models, users often face cumbersome processes, 
such as repeatedly entering passwords or providing multiple 
credentials for different systems.  

The purpose of our paper is to propose an architecture 
that can help increase the organization’s network security by 

115International Journal on Advances in Security, vol 17 no 3 & 4, year 2024, http://www.iariajournals.org/security/

2024, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



applying AI to generate countermeasures based on ACL 
rules. To do so, we will discuss how feasible is AI in 
generating ACLs when dealing with IDS alerts. We will 
examine the role that IDS plays in determining potential 
threats, and how AI can use those alerts provided by IDS to 
make dynamic and corresponding ACL related rules. We 
will provide a feasibility on how effective the concept of AI-
based ACL systems on enhancing the efficacy of network 
security operations through automated, context-aware access 
control mechanisms by the end of this paper. 

The remaining of this paper is organized as follows: 
Section II presents the background, which discusses the 
current problems that this paper is aiming to solve. In 
Section III, we presented the Related Works where it shows 
the previous researches that were conducted on the field. we 
presented our vision on solving the drawbacks that were 
discussed in the background Section through an overflow 
figure in Section IV. The integration and merging of AI with 
Anomaly detection and ACL will be presented in Section V 
followed by our architecture proposal in Section VI along 
with a detailed description of its components.  The feasibility 
of AI in managing ACLs will be shown in Section VII. 
Section VIII will discuss the assumptions, whereas the 
challenges and considerations are explained in Section IX. In 
Section X discusses the importance of AI in generating 
ACLs. The discussion part in Section XI describes how 
effective our proposed system can be if it is applied when 
detecting anomalies and generating ACLs. We end our paper 
with a conclusion and future work in Section XII.   

II. BACKGROUND 
By controlling user access and privileges, access control 

models can have a significant part in guaranteeing the 
security and integrity of digital systems. There is 
considerable interest in examining the potential 
enhancement of access control systems in light of the 
significant advancements in AI. This background section 
seeks to give an overview of AI's use in the access control 
paradigm, as well as its advantages, challenges, and 
potential future applications. The goal is to obtain 
understanding of the evolving status of AI-powered 
technology and its influence on cybersecurity by studying 
existing literature and industry practices [9].  

The existing ACL mechanism has a number of 
disadvantages that are frequently encountered [14]. For 
instance, managing an ACL system can be very challenging. 
The more users, resources, and permissions there are, the 
harder it is to accurately manage and update ACLs. When 
the number of users and available resources considerably 
rises, ACL systems can experience scalability problems. 
The network administrator in this case will need to maintain 
a high number of access control entries, which could affect 
the performance of the network [14]. ACL maintenance 
calls for constant work and modification. The ACL needs to 
be manually updated if the environment changes, such as 
when a new user joins a workplace or when resources are 

added or deleted. This maintenance work can get tedious, 
especially in complex systems.  

In traditional ACL-based systems, ACLs are inefficient 
because they only support explicitly declared access 
controls. For example, if a user has access or permissions 
that are unique because they belong to both the IT 
department and the management department, that level of 
access should be explicitly stated rather than inferred on 
belonging to both. The requirement to explicitly declare 
these access controls also has an impact on scalability. As 
the number of users, groups, and resources increases, so 
does the length of the ACL and the time it takes to 
determine how much access is granted to a particular user. 
Also, ACLs lack visibility because user permissions and 
access levels can be scattered across many independent lists. 
Auditing, modifying, or revoking access require testing 
every ACL in the organization's environment to apply the 
new permissions [15]. Therefore, we need a system that can 
deal with the previously mentioned current problems as the 
cyber-attacks are on the rise of being more sophisticated. 
The promising machine learning algorithms that are used by 
AI-based ACL can create wise access control decisions. It 
can help in dynamically determining access privileges, 
which involves examining a number of variables such as 
users’ behaviors, and previous historical data [16]. This 
strategy can improve security by spotting and identifying 
anomalies. 

Reducing the number of generated alerts, improving the 
capability to handle complex IDS alerts, and reducing the 
time to respond are still challenging issues for a network 
analyst working on an Intrusion Detection System (IDS). 
The reason is most modern IDS systems can generate a 
large number of alerts, especially in large and complex 
networks. The volume of these alerts can quickly 
overwhelm analysts, making it difficult to prioritize genuine 
threats that require immediate response. Our proposed 
system will be focusing on managing ACLs for analyzing 
suspicious traffic and for generating relevant 
countermeasures. This strategy can improve security by 
spotting anomalies and abnormal behaviors. Managing 
ACLs plays a crucial role in doing such tasks. By 
configuring ACLs properly, suspicious traffic can be filtered 
out, preventing potentially malicious packets from reaching 
critical network resources. Therefore, ACLs can help in 
identifying common attacks that have the ability to 
compromise the network. By analyzing ACLs on a regular 
basis in order to mitigate suspicious traffic, the 
organization’s network security posture can continue to 
improve. ACL management is an integral part of network 
security because it provides the best way to prevent 
suspicious traffic from breaching the system. Analyzing 
ACLs improves the network security posture by allowing 
network analysts to readjust access control rules, ultimately 
making the network infrastructure stronger and more 
resistant to intruders. 
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Our proposed system will be relying on machine 
learning algorithms [7] to assist our AI-based ACL to create 
wise access control decisions. This strategy can improve 
security by spotting anomalies. AI-based ACLs will be 
capable of using related data to determine access decisions 
and generate countermeasures based on the activities of the 
users and possible risks that may occur when an incident 
may happen. By considering these generated 
countermeasures, the proposed system can have the ability 
to accurately determine the risk involved with each access 
request and modify access rights as necessary. The reason 
behind this accuracy is due to the fact that AI-based ACLs 
can continuously learn from access patterns and modify 
their decision-making models as necessary.  

III. RELATED WORK 
As the explosion of the digital network space has 

simultaneously created new forms and types of 
cybersecurity threats, developing sophisticated IDS systems 
is considered a good idea: a system that can identify attacks 
in real time and counteract them accordingly. Current IDS 
approaches rely on signature based-detection that are good 
at identifying known attackers but don’t scale to new attack 
patterns. This is why machine learning and artificial 
intelligence have been drawn into recent studies because 
they are able to identify anomalous behavior and enhance 
IDS’s responsiveness in open networks. Among the most 
prominent new advances in improving the IDS performance 
is deep learning techniques. Thus, the deep neural network-
based IDS model from Zhang et al. (2019) [22] proposes 
several deep learning-based IDS schemes and evaluate them 
accordingly. These schemes include: Auto-encoder based 
schemes, Restricted Boltzmann machine-based schemes, 
Deep belief network-based schemes, Recurrent Neural 
network-based schemes, Deep Neural Network-based 
Schemes and Hybrid IDS schemes. examines several 
parameters and applied them into auto-encoder based IDS 
schemes. Their approach was relying on classifying the deep 
IDS Schemes based on deep learning approach associated 
within each. They then reviewed how each scheme will 
apply deep learning methods for the purpose of recognizing 
various intrusion types. 

Similarly, Ali (2024) studied traditional IDS-based ML 
methods by leveraging the power of Large Language 
Models (LLMs) and introduces a module named 
HUNTGPT. Their approach proves that LLMs have the 
ability to play a role in the next-generation cyber security 
application [18]. 

Moreover, Zhang et al. (2019) [12] presented a research 
one approach called "Automated Synthesis of Access 
Control". Their developed a system in this paper called 
EASYACL uses natural language processing to provide 
users with the ability to create ACL rules without needing to 
learn complex command syntax. This represents a departure 
from the existed approaches, as it has the ability to interact 
with the system in a more intuitive and user-friendly. The 

extension of their work in was on conversational AI and 
natural language interfaces itself lies in the use of Eliza, a 
prototype of AI implemented natural language descriptions 
into ACL commands. EASYACL is an ACL-specific 
application and provides multi-platform outputs for devices 
like Cisco and Juniper. 

IV. SYSTEM OVERVIEW 
We propose a dynamic AI based Access Control system 

for solving the problems, which are explained in Section II. 
Our system involves the integration of AI and generating 
ACL for improving the network structure in dealing with 
suspicious traffic analysis [6]. This can lead to generate an 
efficient countermeasure against future similar attacks. 
Figure 1 shows an overview of our proposed system, it 
consists of five phases, which work in a sequential step-by-
step order. We will describe details of each phase below.  

 

 
 

Figure 1. Proposed System Overview 
 

A. Data Collection 
This is the first phase, in which the collection of several 

attributes of data is required [10]. To be specific, we will be 
focusing on five attributes. These attributes have an edge 
over other candidates due to their particular concentration 
on certain aspects of network security. Organizations can 
improve their capability to identify, address, and avoid 
security issues by gathering and analyzing data from these 
sources. 

These attributes include network traffic that contains all 
network traffic data that is observed in the organization’s 
network, e.g., source IP-address and destination IP-address, 
protocol, source port, destination port. The second attribute 
is the firewall access logs, which are obtained and stored in 
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the firewall, e.g., rule numbers, protocols that have been 
used and the action that is taken by the firewall. The third 
attribute is the network access logs, (which includes the 
permissions of allowing or denying users from accessing the 
network, e.g., the user’s name, connection type and 
connection duration). Then, we have the fourth attribute 
which is the resource access logs (that determine which 
resource are allowed or denied for specific users to access 
with its timestamp, e.g., accessing a financial report by a 
specific user in 3:00 PM). The final attribute is the applied 
network ACL that already existed in the system, e.g., source 
IP-address, destination IP-address, protocol, source port, 
destination port, and the action that has been taken for that 
rule. These attributes vary depending on the product and 
configuration, but are basically above formats. These 
attributes are all required for the next anomaly detection 
phase [4].  

B. Anomaly Detection 
        In this phase, the collected data in phase one will be the 

input to several anomaly detection methods [5]. Currently, a 
lot of anomaly detection methods exist. With such existing 
methods, we can detect anomaly behavior from the collected 
data in phase one. As a typical example, we will consider 
IDS in detecting anomaly traffic from the network traffic 
data. Moreover, the applied network ACL and access logs 
can be used in detecting suspicious activities that are out of 
the authorized scope access of the network. We chose IDS 
in our case because it can be adapted to fit the several 
security configurations and the needs of organizations as 
well as its effectiveness when combining it with machine 
learning methods [8]. They can adjust to various network 
and system designs because of their flexibility. By inputting 
these data to AI, it can help in deciding whether the 
unauthorized activity is due to a user’s fault or if it is a 
suspicious access attempt. 

C. ACL Management 
In the first and second phases, we used the existing 

techniques. The third phase is where AI will be applied by 
controlling ACL configurations to keep track of suspicious 
activities. Generally, this phase is the core of our 
architecture and is responsible for managing access rules 
and access policies. It will also be used to examine historical 
access logs and permissions data to identify patterns and 
their relationships. It is important to mention that the 
patterns and security criteria that are found here will 
introduce optimization algorithms or reinforcement learning 
approaches to enhance the ACL policy for later effective 
countermeasures. This will help in adjusting the ACL rules 
to make the network more efficient and secure. 

D. Analysis 
In this phase, the network analyst will evaluate the alert 

outcomes from the detected anomalies (in the second phase) 
and from the alerts that are generated from the ACL 
management (the third phase) to obtain a comprehensive 

understanding of the system security posture [6]. This 
posture analysis will be the input for the final 
countermeasures phase. 

E. Countermeasures 
After the network analyst evaluation, the countermeasure 

phase with the help of AI will prioritize the alerts and 
examine the likelihood and potential consequences based on 
the analysis result. AI will recommend the suitable 
countermeasures by adjusting ACLs accordingly based on 
those outcomes. This will help in providing more focus on 
the targeted resources by adjusting those resources towards 
the most critical security issues, instead of considering each 
potential threat as equally important. 

V. THE AI MERGING OF ANOMALY DETECTION AND 
GENERATING ACCESS CONTROL LISTS 

AI helps in access control list (ACL) merging with 
anomaly identification. ACLs are used to restrict access to 
resources and systems based on predefined rules, whereas 
anomaly detection focuses on spotting patterns or behaviors 
that dramatically depart from the norm [3]. By employing 
machine learning algorithms [8] to analyze massive volumes 
of data and spot strange patterns and behaviors, AI can 
enhance anomaly detection [7]. 

AI also can play a major role in real-time monitoring IDS 
alerts. When anomalies (such as unusual traffic patterns, 
malware or exploited traffic caused be network attacks) are 
detected, AI has the ability to analyze and examine such 
patterns and creates specific Access Control Lists (ACLs) to 
prevent or restrict access according to these incidents. 

ACLs, on the other hand, will get evolved and updated 
very conveniently by the help of AI by learning the network 
behavior and historic past attack patterns. This will also help 
in keeping the network security measures in sync against 
zero-day attacks as well [27]. 

An AI model may learn what is considered typical 
behavior and recognize variations that may reveal potential 
security issues or anomalies by being trained on previous 
data samples. Identifying unauthorized access attempts and 
odd system activities will be easier for the network analyst 
for examining the network’s security position. AI can assist 
in automating the management and enforcement of access 
restrictions in the context of access control lists. AI 
algorithms are able to decide what permissions are 
appropriate for certain users or groups of users by 
examining user behavior and previous access patterns [6]. 
This will also simplify the management of ACLs [12], 
particularly in complicated systems with lots of users and 
resources. Access control lists and anomaly detection can be 
used to offer a more complete security solution. AI system’s 
detection of anomalous behavior may result in updates to 
access control lists (ACLs) to restrict access or notifications 
for further enquiry. By dynamically modifying permissions 
based on in-the-moment abnormalities, this integration 
makes it possible to take a preventative approach to 
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security, lowering the likelihood of unauthorized access and 
malicious activities.  

Overall, AI can enhance security posture, automate 
procedures, and increase the effectiveness of permission 
management in complicated systems by combining anomaly 
detection and access control lists. 

VI. PROPOSED ARCHITECTURE 
Before presenting our proposed system in this section, it 

is important to mention the idea of iteration. Our system is 
based on the alerts and the generated ACL rules that will be 
the fundamental concept behind our architecture to work 
properly. Moreover, it will validate the accuracy and effecti- 
veness when they will be examined by a network analyst. 
This iterative process helps refine the architecture's 
performance and will enhance the overall system’s output. 
The proposal of our architecture is as follows. 
 

 
        

Figure 2. Proposed System 
 

When matching the discussed overflow in Figure 1 with 
the system proposed in Figure 2, we will notice that the 
architecture is emphasizing on generating an AI-based ACL 
rules (phase 3) depending on the alerts from the Intrusion 
Detection System IDS (phase 2). The analysist (phase 4) 
will be responsible for monitoring the results of the IDS 
(phase 2) and regulating the countermeasures (phase 5) 
when examining the system. Our architecture’s components 
are presented in Figure 2. 

A. Data Processing 
In this step, the preparation of data will be managed to 

distinguish the data to two types of alerts: old and new alerts. 
The old alert refers to the alerts that are initially coming 
from the IDS; while the new alert refers to the alerts that is 
coming from IDS after applying AI to the managed ACL. In 
other words, the system will receive concerning alerts 
previously due to the fact of being IDS always analyzing the 

traffic and sending alerts accordingly. Therefore, the input 
data is a combination of both types of alerts (old and new). 

B. Existing ACL 
We mean by this a dataset of existing ACLs. These data 

sets will contain examples of input queries and descriptions 
along with their corresponding ACL rules. It is worth 
mentioning that these datasets should cover a wide range of 
scenarios to train the module effectively.  

C. ACL Management Training 
In here, the AI model will be adjusted to our processed 

dataset. The adjustment involves training our module on the 
ACL rules to make it more knowledgeable and better at 
generating relevant ACLs. Some machine learning 
approaches are needed to train the model at this stage. 

D. Integration 
This step is the result of the combination between the 

existing ACL and the ACL management training unit. The 
integration will be beneficial for well training the system to 
new rules and as a result adapting to newly upcoming 
permissions. This will also help in optimizing the system’s 
countermeasures. 

E. Network Equipment Deployer 
The countermeasures (phase 5) that were generated by the 

alerts of the IDS will be shared with the results of the newly 
integrated AI-ACL rules. The deployment process will help 
in generating flexible ACL rules that will be able to deal up 
with changes that may occur to the network. 

F. IDS 
Intrusion Detection Systems will include analyzing 

patterns and behaviors within our system to identify 
abnormalities from the norm. It will generate alerts when 
detecting unusual or suspicious actions. These alerts are 
usually based on pattern recognition techniques but as 
within our system it will be enhanced with the machine 
learning approach [7]. In our system, the IDS will be 
generating alerts when it finds activities that fall outside the 
predefined threshold. 

G. Countermeasure 
This phase plays a key role in our case. They help in 

dealing with alerts that the network analyst handles in order 
to stop or reduce threats impact on the network. These 
actions include stopping malicious IP-address, changing 
firewall settings and letting network analysts know the 
possible threats to deal with them effectively. 

VII. FEASIBILITY OF AI IN MANAGING ACL 
We implemented another system to verify the feasibility 

of AI in generating effective ACLs based on processing IDS 
alerts and we named it Snort IDS Alert Analyzer. The Snort 
IDS alert Analyzer provided in Figure 3 demonstrates the 
significance of reliability of GPT (Generative Pre-trained 
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Transformer) in achieving promising results [18] when 
dealing with the components of the proposed system 
architecture that was discussed earlier. By ensuring that 
alerts are consistently generated, perceived, processed, 
analyzed and acted upon, the snort IDS alert analyzer 
contributes into the operations of the proposed system 
architecture in: IDS alerts handling, receiving, forwarding, 
reading, processing and ACL management. The consistency 
between snort IDS alert analyzer and the proposed system is 
initially seen in the output visualization in Figure 4. We 
used streamlit a python framework web application [17] and 
combined it with one of AI models to automate and enhance 
the performance of analyzing and responding to IDS alerts. 
This section examines the feasibility of using AI in the 
Snort’s IDS Alerts and how effective it is in analyzing and 
generating ACLs. The test was conducted using GPT-2 
model in its XL (Extra Large) variant, because large 
language models are often ideal for natural language 
processing tasks [18]. The other reason of deploying GPT-2 
XL is because it has a larger model size and was proven for 
effectively handling longer text generation tasks. Although 
newer models have been developed with other advantages 
such as vastly larger parameter sizes, our initial testing 
shows that adopting GPT-2 XL is reliable and can assist in 
our specific use case [21]. Additionally, our code uses, the 
transformers library with the GPT-2 XL model, along with 
its tokenizer and language model aiming to perform a text 
generation output from snort’s IDS alert input. 

 

 
 

Figure 3. Snort IDS Alert Analyzer Design 

Figure 3 demonstrates an organized task management of 
Snort IDS alerts. The workflow from alert reading to result 
displaying is closely controlled and firmly managed 
according to the modular task approach, promising a smooth 
handling of the task deployment [20]. The tasks are broken 
down into smaller tasks. Our approach enables the tasks to 
be divided into four instruction parts and then the python 
code incorporates these steps into a Streamlit app giving 
network analysts the chance to see and engage with the 
analysis and responses through an easy-to-use interface. 
These instructions are: 

 
 Read Alerts: Getting snort IDS alerts from csv. file. 
 
 Analyze Alerts: Identifying the severity level (high or 

low) for each alert and which ACL action rule will be 
associated with that alert. 

 
 Generate Blocking Reasons: Providing a reason for 

blocking an IDS alert if GPT founded it suspicious.  
 
 Generate Details: Displaying the alerts, the taken action 

and the blocking reasons. 
 

The snort IDS alert analyzer mechanism relies on reading 
IDS alerts generated by Snort from a csv. file, and then 
analyses the severity and generates an ACL action response 
accordingly.  If an alert that has some features such as 
indications of attack is considered critical, the system 
automatically blocks that IP address that is associated to the 
alert. AI will then recognize and analyze how severe the 
coming alert is and will generate a corresponded ACL rule.  

 If the alert has a high severity with a deny ACL 
rule; AI will take an automated action by blocking 
the IP-address that is associated with that alert.   

 If the alert has a low severity with an allow ACL 
rule; AI will let that connection pass without 
further action taken. The passed alerts will be 
manually reviewed by human analyst later if there 
is a need for further investigation.  
 

Figure 4 shows the output when dealing with a Cross-
site Scripting (XSS) alert and how does AI react to this 
alert.  The reasons we believe this part of the 
implementation is feasible are primarily to its modular 
design and to the use of models beside streamlit [17]. GPT-
2 is used on the explanation generation module for clear and 
contextually fluent reasons for the purpose of analyzing and 
taking security actions. It is clear that using AI (GPT-2 in 
this case) to automate the generation of ACLs from Snort 
IDS alerts is very promising. 
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Figure 4. AI output example for ACL Management 
 

The AI ability to deal up with complex sets of data, 
identify emergent patterns, and dynamically respond to 
changing threats can dramatically enhance network security 
operations, both in terms of speed and effectiveness. More 
tests are essential to evaluate the system in order to make it 
robust and versatile. Therefore, real network data should be 
used to test our system. The tested data should contain 
several IDS alert types and in various scenarios. By doing 
so, we can analyze the alerts behavior in different and more 
dynamic network environments. To check that, we can test 
it with as many alerts as we can, in order to optimize the 
processing techniques and the model’s performance to work 
with a huge number of alerts at once (i.e., high-throughput 
scenarios). With all the tests we’ve run so far, we can also 
improve the interface, as well as add new features such as 
customized rules to handle what to do with each alert and 
other filtering options. Moreover, additional research should 
be conducted to boost performance, reliability and 
scalability, and to enable successful integration with the 
proposed system. This approach improves the efficiency of 
security operations, and infuses machine-learning insights 
into decisions to further enhance network defenses against 
the growing sophistication of cyber-attacks [19].  

There are several assumptions to take into consideration 
when implementing our system. It is expected that our 
system will continuously fine-tune their behavior to match 

changing patterns and trends. In order to securely facilitate 
efficient anomaly detection and access control lists are 
primed to update based on new instances, and access-control 
policies are allowed to be finetuned over time. 

Snort IDS alert analyzer uses the GPT-2 XL model and 
tokenizer from the Hugging Face Transformers library [21], 
and is designed to be run in a Streamlit environment (a 
library for developing interactive web-based interfaces) 
[17], which is a suitable environment to deal with a large 
number of alerts, where the alerts need to be processed in a 
more complex and a mission-critical style.  

Furthermore, The IP-address format used in our system is 
IPv4, when the alert format changes by using IPv6 incorrect 
results will be generated as we have not tested this format in 
our case.  

VIII. ASSUMPTIONS 
Several assumptions have to be taken into consideration 

for a successful design, implementation, and analysis of the 
proposed system.  

When implementing the system, we assume that 
computational resources will be available to be deployed for 
real-time alerts analyzing as well as to processing power. 
The system’s performance results will be inaccurate if the 
available hardware is not properly maintained. We are 
emphasizing here about the need for continuous monitoring 
and probably upgrading the system’s hardware so it will 
operate optimally when dealing with under heavy alerts 
load. 

Another important assumption is regarding the accuracy 
and quality of the data that are fed into the system. The data 
here should be pre-processed and set according to the 
standards in the system. Inaccurate or distorted IDS format 
will lead to errors during the alert detection process, which 
will cause a manual interference to handle these errors 
effectively. We are stressing here on the importance of a 
well-defined information to ensure that the input data that 
enters the system is clean, structured, and free from noise 
that would impact the anomaly detection and access control 
management phases.  

We assume that the AI model used in the proposed 
system will continuously learn and improve over time. The 
AI is therefore expected to treat the new alerts processed, as 
well as new countermeasures to be applied, as additional 
sources of education, reformulating its rules and ACLs 
dynamically in response to an evolving security threat 
landscape. This assumption is largely critical, as the 
network environment is always changing, new attack 
vectors come into the picture, and the system is to respond 
and readjust features in order to remain effective against 
emerging threats. 

IX. CHALLENGES AND CONSIDERATIONS 
The data we use in the Snort IDS Alert Analyzer shown in 

Figure 4 have a significant impact on how effective AI can 
be when implemented on the proposed system. In our case 
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we initially dealt with, GPT model [21], snort IDS alerts and 
ACLs as essential components to our system. However, to 
enhance the efficiency in our system; additional components 
are required. The dataset we used are considered to be 
sufficient but it should be extended and improved to get a 
better system performance. The needed data are in terms of 
continual, unbiased and contextually relevant anomaly 
detection and response creation [13]. Integration of these 
dataset will enable a much more refined and accurate 
analysis, which will lead to a greater resilience and 
reliability of the system as a whole. 

False positives and false negatives are also possible [4]. 
Systems for detecting anomalies can produce false positives 
(which considered an indication of a network threat, when 
actually there is no threat exists), and false negatives (which 
it is an indication of no network threat, when actually there 
is a threat exists).  

This puts greater demands on the complexity of the 
training datasets and, in turn, the sophistication of 
adversarial scenarios. This makes model development more 
difficult, and potentially expensive in terms of the 
computational resources required and the domain expertise 
needed to devise appropriate scenarios. To make the AI 
components such as GPT-2 more resilient to adversarial 
attacks, what is really important is to include adversary 
training to provide counter-examples during the training 
phase of the model; input validation ensures that the inputs 
are clean, e.g., they are in the expected format. 

As most traffic communications are becoming encrypted 
to ensure user privacy and security, attackers have also 
started using encryption to mask their malicious activities, 
making it hard for security systems to detect and for 
network analysts to mitigate. Encrypted traffic does not 
follow the traditional analysis methods in inspecting the 
actual content of data packets as they appear obfuscated 
[33]. Analyzing encrypted traffic by the proposed system 
requires using additional mechanisms for identifying 
metadata and traffic patterns.  

These difficulties and factors are highlighting the 
complexity in implementing access control lists, anomaly 
detection, and AI into one system architecture. Carefully 
addressing these issues will assist in creating a strong and 
reliable security framework.   

X. IMPROVING ACCESS CONTROL LISTS WITH AI 
As stated in our proposal, we can utilize AI to examine 

patterns and behavior to spot anomalies in network access 
requests. AI models used in the network systems can 
identify suspicious or suspicious access attempts and send 
notifications and take preventive measures by learning the 
typical behavior of users [8]. AI can be used to dynamically 
modify access control policies depending on current 
information and circumstances. AI algorithms are able to 
intelligently decide whether to give or refuse access in a 
more precise and context-aware manner by considering 

specific user behavior, device attributes, network 
information, and other related aspects. 

ACL rules can be improved over time by AI algorithms 
that continuously learn from access patterns and security 
events. This adaptive learning strategy [8] can help in the 
evolution of ACLs to block unauthorized access more 
successfully while lowering false positives. AI algorithms 
can analyze large volumes of data related to user behavior, 
network traffic, and system logs to identify patterns, 
anomalies, and potential security risks [9]. This analysis 
helps in understanding the access requirements and potential 
threats [6], forming the basis for ACL generation. 

Based on historical data and specified risk models, AI 
algorithms can evaluate the risk related to granting or 
rejecting particular rights. By taking into account elements 
like the user's role and potential vulnerabilities, AI models 
can provide access control policies that reduce security 
risks. 

Network traffic, user behavior, and security events will be 
continuously monitored by AI, which may see changes and 
emerging patterns that can call for ACL adjustments [12]. 
By constantly modifying ACLs based on current findings, 
our proposed system can contribute to the maintenance of an 
efficient and up-to-date access control architecture. 

AI classifies various kinds of network traffic and user 
behaviors using machine learning algorithms [11]. AI 
models can create ACL rules that permit or limit access 
based on particular categories or traits by comprehending 
these classifications.  

XI. DISCUSSION 
Network traffic is monitored using Snort IDS in our 

system; AI can be used to increase the effectiveness in 
analyzing Snort IDS with GPT to give a realistic response 
and related explanation to these alerts [18]. By 
implementing our system, a network analyst not only can 
identify the abnormality but can also get information in a 
more meaningful and explanatory way, thus allowing for a 
better decision-making response. 

GPT model is beneficial with the ACL-management in 
adding dynamicity to the access control process. The use of 
an AI-based component provides more intelligence to ACL 
management, where access can be requested and granted 
based on the context gathered from an AI-generated 
response to the alerts. This can help in IP flagging, 
analyzing, and mitigating suspicious IP-address through 
using ACL rules in a more context-aware and automated 
way. This is considered to be beyond the capabilities of 
conventional static rule-based ACL filtering approaches. 
The dynamic nature of network attacks means we will 
probably want to further train our AI models and update our 
IDS signatures as new patterns emerge. 

Botnets have the ability to mimic authentic users [23] and 
can be detected using AI but it is not going to be an easy 
task to deal with. Due to the distributed nature of botnets 
and their complicated evasion tactics, it can be hard for AI 
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to detect the normal network traffic from abnormal ones. 
However, when using advanced techniques such as botnet 
fingerprinting in conjunction with proper machine learning 
models [24]; AI systems can better recognize these types of 
attacks. Moreover, integrating threat intelligence will also 
be important for a higher detection rate [25]. 

As security is deployed in our architecture (in the form of 
Intrusion Detection Systems, Access Control Lists and 
countermeasures), the architecture described above in 
Figure 2 can enhance zero trust networks [30]. Zero trust 
networks need to be authenticated and verified constantly to 
ensure the access requests are legitime [26]. In this context; 
the AI-generated ACLs will dynamically adjust access 
control policies in real time, based on the latest threats and 
network activity. This means the network is always 
protected based on up-to-date insights. Continuously 
analyzing old and new alerts allows the system to put in 
place the newly generated ACLs aligned with zero-trust 
principles. Even internal actors must be verified in a zero-
trust network. This will ensure the integrity of people and 
resources that can bypass security controls through the 
automatic generation and deployment of ACLs based on old 
and current alerts.  

Our system needs enhancements to distinguish between 
legitimate and malicious behaviors to minimize the effect of 
attackers who try to resemble the patterns of legitimate 
users. When such attackers imitate legitimate user actions, 
their behaviors can still be exposed and detected through 
deep alert analysis [28][29]. Behavior analysis can also play 
a significant role here as it shows an effective way to 
differentiate between legitimate users and malicious actors 
[31]. The proposed system by the help of AI, has to 
continuously learn about the typical behavior of authorized 
users, and needs to point out any suspicious deviations by 
using applicable machine learning approaches [32]. 
Moreover, the system must adopt machine learning models 
to analyze metadata and identify suspicious traffic with 
much better efficiency [34]. This will lead to group the 
investigated traffic to a manageable set for detailed 
examination performed by network analysts. 

Integrating machine learning into this system brings 
promising benefits with the rise in traffic encryption [35]. 
Machine learning enhances the functions of IDS, as the 
system learns to adapt continuously to new patterns and 
threats. AI and countermeasure processes will now be 
dynamic and automated in nature, as machine learning 
optimizes ACL generation, deploys countermeasures, as 
well as to network performance. This will enhance the 
network analyst's role with ML-driven insights, making the 
approach to network security proactive and dynamic. 

XII. CONCLUSION AND FUTURE WORK 

 In this paper, an architecture to manage ACLs to detect 
the suspicious traffic and to thus to secure our network was 
presented. It will help security analysts to make wise 

decisions based on the results that AI capabilities bring by 
identifying patterns and predicting potential threats 
proactively. This work introduces the pros and cons of 
managing ACL using AI in security systems. In our future 
work, we will look into adapting ACLs based on anomalies 
and policies. Adaptations will provide ‘digital immunity’ to 
quickly perform the required containment and mitigation 
actions upon the detection of a threat. Adaptations can also 
help improve the resilience of network defenses against 
evolving threats. We would also be making the system more 
reliable by continuing to adjust AI models and examine the 
integration of other cybersecurity concepts. System 
modifications will change the behavior pattern of a system. 
In this case, AI must adapt to recognize the new changes in 
order to avoid misclassifying legitimate changes as 
suspicious or even mistakenly considered to be attacks. 
Therefore, network administrators need to guarantee the 
performance of the system after such updates are conducted. 
This will include; the type of the update, the type of IDS 
alerts and the applied corresponded ACL. Fine-tuning the 
required parts of the system will take hours to days and the 
retraining process with new data will take weeks. Therefore, 
real-time monitoring, periodic retraining and considered 
adjustments can ensure the system will employ the 
processes needed for ACL to be Generated accurately. One 
of the open aspects in this research is the possibility of 
attackers exploiting the system by inducing false positives 
on the IDS, which could lead to DoS attacks. Although this 
concern has been identified, no thorough evaluation of the 
system's resilience to such attacks has been conducted. As 
future work, we will analyze this vulnerability by finding 
ways in which the system could be secured against such 
malicious users, with a view to ensuring that false positives 
do not impact on either the availability or the reliability of 
the network. We hope that such an extensible and effective 
system will help network analysts quickly respond and 
resolve more and more alerts when faced with new and 
evolving threats. Our goal is to support critical 
infrastructures and the integrity of data in complex threat 
environments. It exhibits great advantages as it enables 
adaptive threat detection and response and can be a solution 
to security threats that are constantly evolving. Accordingly, 
addressing these challenges poses numerous opportunities to 
achieve better protection of our network from security 
threats.  
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Abstract—We are motivated by the Science-Tracking Finger-
print (STF) from our companion conference article ’Science-
Tracker Fingerprinting with Uncertainty: Selected Common
Characteristics of Publishers from Network to Application Track-
ers on the Example of Web, App and Email’ and apply this
fingerprint concept to Online Public Access Catalogs (OPAC)
provided by many libraries for literature research with the
aim to track the tracker. We choose an approach rooted in
digital forensics and using only open source, on-premises tools
for comprehensibility and repeatability purposes. The goal of
this article (together with its companion article) is not primarily
to detect the amount of tracking that is taking place. Studies
towards that goal have, indeed, been conducted both on the
Science-tracking field and on the field of tracking in general. Our
goal is to try and identify the publisher based on the employed
first and third party tracking. In particular, for the application
area of web we enhance the concept from the companion article
with an automated acquisition, investigation and analysis process,
including the calculation of the STF. Further, the single list of
trackers from the companion article is extended and we provide 3
different lists of known trackers in order to increase the hit-ratio
for known tracker domains. For the automation we introduce a
toolset consisting of 6 self-created software tools and 4 automation
scripts that are put into open source. The automation enables a
substantially larger investigation on both the tracking habits of
publishers and allows evaluations of the stability of the Science-
Tracking Fingerprint. In total we fully evaluate 60 downloads
from the 4 exemplary chosen individual publishers across 3
different test-series. Further, to detect any possible influence of
the changes of the domains contained in the tracker lists, we use
3 different versions of each of the 3 tracking lists and apply it to

The research from Stefan Kiltz, Robert Altschaffel and Jana Dittmann
is partly funded by the EFRE project ”CyberSecurity-Verbund LSA II
– Prävention, Detektion und Reaktion mit Open Source-Perspektiven”
https://forschung-sachsen-anhalt.de/project/cybersecurity-verbund-lsa-
praevention-27322.

each test series. The results of our in-depth study into Science-
Trackers show that some publishers change their embedded
trackers over individual papers and articles (intra-publisher
diversity). For the duration of the tests, no changes on the content
of the tracking lists relevant to the tests occurred. Results from
4 tested publishers show no difference in the observed tracking
between open access and non-open access articles. Further, we
show that using the exemplary chosen OPAC instance of our
university library does not prevent Science-Tracking by the
publishers, potentially contrary to the user’s expectations. This
article proposes a comprehensible, scientific process to support
the identification of the tracking party (publisher) based on the
trackers employed by the tracking party.

Keywords-Security, trust and privacy metrics; IT forensics;
Attribution.

I. INTRODUCTION

Science-Tracking by publishers, as stated in [1] is in
widespread use ( [2], [3]). This often stealthy practice subjects
users of literature information systems to unwanted data pro-
cessing and impacts their privacy, sometimes with potentially
grave consequences [2]. On a side note, data from scientists
can also be obtained and sold through breaches in conference
registration systems etc. (see e.g., [4]).
To get an overview of the extent of the tracking of scientists
by publishers, an IT-forensic approach as motivated in [5],
conforming with [1] can be a valid course of action. As already
pointed out in the companion conference article [1], each
forensic investigation method comes with the potential for
error, loss and uncertainty, which can influence the resulting
traces. Hence, using results from multiple, independent tools
for the same forensic research goal is used to reduce these
negative effects. Further, our goal is to gather hints/leads
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leading towards an individualization of a publisher based on
the trackers employed (first and third party)

The ability to identify instances of tracking open the way to
investigate interesting questions about the extent and practical
use of tracking. This work aims to answer the following
primary research questions (RQ), extending the companion
conference article [1]:

• RQ1 Track the tracker:
whether it is possible to find traces/hints that allow for
an individualization (attribution) of the publisher that
employs the tracking mechanisms

• RQ2 Intra-publisher diversity:
how stable the traces are over time for a given publisher
and within multiple documents from the same publisher

• RQ3 Countermeasures against tracking by using OPAC:
whether the usage of library-supplied research gateways
such as an Online Public Access Catalogues (OPAC) pre-
vents the tracking techniques employed by the publishers

• RQ4 Effect of open-access on tracking:
whether there is any noticeable difference in the tracking
behaviour when accessing open-access and non-open
access articles.

Based on [1] we trade broadness for detail in our research
and focus on Science-Tracking on the example application
area of web-based services accessed via browser. We choose
a scenario that reflects the typical usage of scientific literature
research using our university library and the Online Public
Access Catalogue (OPAC) gateway [6] used therein. This is
particularly interesting since users could expect to fetch the
documents proxied by the university library and this could lead
them to suspect that they are not tracked by the publishers in
the same way as stated in [1]. We contribute a semi-automatic
approach to calculate the Science-Tracking Fingerprint (STF)
for the web application area. With the partially automated
support, we can look into changes in detected tracking mecha-
nisms per publisher using different articles and different points
in time (intra-publisher diversity).
Addressing these research questions includes various steps,

concepts, extensions and improvements over the companion
publication [1] that might also be applied to other research
questions in the future. These are:

• Extension E1 - an inter-publisher comparison of inter-
sected STFs for estimating the difference in tracking
behaviour between publishers.

• Extension E2 - the creation of a STF-deviation metric to
show the difference between different STFs.

These extensions are necessary to identify the various
tracking parties and hence address RQ1.

• Extension E3 - the concept of the evaluation of tracking
across multiple documents and points in time (ti, ti+1 see
[1]) for an individual publisher (intra-publisher diversity)
and its comparison using the STF.

The extension E3 is necessary to investigate the diversity
of tracking methods used by a specific publisher (RQ2).

Furthermore, the extension of the system landscape is
necessary in order to investigate RQ3, which is related to
OPAC and hence requires its inclusion.

• Extension E4 - the inclusion of an Online Public Access
Catalog (OPAC) library gateway to the publisher’s arti-
cles into the system landscape used for research, which
adds a credible scenario of Science-Tracking in common
literature research.

Additional noteworthy extensions to the work performed in
[1] are provided in the following. They either extend previous
work, simplify future forensic investigations or cover notable
findings:

• Extension E5 - a partially automated process consisting
of 10 scripts that are put into Open Source and cov-
ering the acquisition, investigation and partly analysis
according to the sets of investigation steps from [7] for
calculating the STF.

• Extension E6 - the usage of multiple lists of known
trackers for the investigation, saved at different points
of time, to have higher chances of detecting trackers and
their analysing tracking detection behaviour.

• Extension E7 - an additional analysis of the publisher
Wiley to broaden our group of investigated publisher.

• Extension E8 - the discovery of different tracking be-
haviour depending on the type of browser (interactive vs.
headless with automated control flows.

With both implementing an automated process within the
investigation (E5) and with the concept of the evaluation of
tracking across multiple documents and points in time for an
individual publisher (RQ2) and its comparison using the STF
(RQ1) we are addressing the future work suggested in the
companion conference article [1].
This article is structured as follows: In Section II aspects of
the relevant state of the art are outlined briefly. Section III
describes the necessary fundamentals for understanding the
concept, implementation and evaluation of this article. In
Section IV we discuss our conceptual approach centred around
a model of the forensic process and introduce the STF-
deviation as a metric to describe differences between STFs.
In Section V we describe the implementation of the concept
using pseudo-code to illustrate the workings of the 6 self-
created software tools. In Section VI the concept and its imple-
mentation is evaluated, forming the contributions outlined in
Section I. This article closes with a conclusion and an outlook
regarding future work in Section VII.

II. STATE OF THE ART

As already stated in [1] a number of studies exist that
look into data tracking in general. For instance, Wolfie Christl
in [8] investigates digital tracking and profiling by corporate
networks and their implications for the user ranging from
individuals to society at large. On the technical side the
research covers the practices of recording, combining, sharing,
and trading of personal data. The main effort is directed at
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mapping of today’s personal data ecosystem and determining
its scope. The study from Mildebrath ( [9]) takes a detailed
look on the tracking mechanisms and practices employed
by Google, Facebook and Amazon, both on the web and
using mobile app infrastructures. The focus of the study
from Samarasinghe et al. [10] is put on the influence of the
geolocation of a tracked user by differentiating the tracking
results from 56 countries based on a selection of frequently
accessed websites. The study from Sim et al. [11] primarily
focuses on existing tools and measures to detect (tracking-
measurement) and prevent various types of web-based tracking
and also glances into app-based tracking. Also addressing
prevention of tracking, the study from Pan et al. [12] looks
at the success of the attempt of browser manufacturers to
block tracking mechanisms. The measurement of the success
is performed using available privacy scanner and its conclusion
is a slight reduction of tracking by modern browsers on the
example of Google Chrome. Geared towards the field of
mobile devices, the study from Krupp et al. [13] focuses on
mobile devices, which offer lesser tracking protection based on
the fact that privacy enhancing browser add-ons and extensions
are typically unavailable for the apps. The research focuses on
iOS devices and reveals a substantive amount of tracking in
the apps chosen for the research by the authors.
Science-Tracking, which is the subject of this article and its
companion conference article [1], can be looked upon from
very different angles, e.g., primarily from a legal perspective
as conducted in the article from Altschaffel et al. [14]. The
study done by Hanson [15] looks into the extent of Science-
Tracking from a technical perspective. Key findings also
include the huge amount of third party tracking by third-party
code being loaded whilst accessing an article’s page provided
by a publisher. The tracking mechanism provided by the third
parties employed by the publishers identified by [15] seem to
primarily consist of the generic third party tracking solutions
also employed in general tracking as outlined in the above
paragraph, which also mirrors our findings from [1].
All reviewed studies share the fact that they try to determine
to what extent tracking exist on various application fields and
elaborate on the consequences of user tracking. The study
[5] already employs forensic techniques for the detection of
tracking. According to our knowledge, [1] is the first attempt
at a study with forensically motivated systematic means to
give hints/leads to individualize (attribute) tracking to identify
an originator. Hence, this publication is used a foundation
for our work. In this article at hand the approach outlined
in Section IV is a refined attempt at fingerprinting originators
of Science-Tracking (organizations such as publishers) on the
basis of their employed first and third party tracking mecha-
nisms also for the task of comparing different originators. The
authors are fully aware that the suggested approach alone will
not suffice for individualization and thus attribution but believe
that it can give hints/leads towards further investigation.

The topic of data tracking is also of interest outside the
field of academia. For instance, the European Union Study
on the impact of recent developments in digital advertising

on privacy, publishers and advertisers [16] investigates the
tracking of users a foundation for targeted digital advertise-
ment. The study investigates the data reported and the means
employed by publishers to do so. As such, it provides a broad
understanding of data tracking but does not provide any means
to measure the occurrence of data tracking.

III. FUNDAMENTALS

This section describes the necessary fundamentals for the re-
search presented in this article. It relies heavily on the findings,
fundamentals and findings from our companion conference
article [1].

A. The Data-Centric Examination Approach (DCEA) forensic
process model

A comprehensive, model-based approach (as also used in
[1] supports the forensic soundness. The Data-Centric Exam-
ination Approach (DCEA) [7] uses data streams and forensic
data types, which together with forensic methods (represented
by capabilities of forensic tools) supports a detailed description
of the provenance of the data from the beginning of the
examination to its end. This is seen by the authors as an aid
to attribution. The model from [7] distinguishes three data
streams:

• Mass storage data stream DST (time-discrete, low volatil-
ity, long-term data retention),

• Main memory data stream DSM (time-discrete, high
volatility, short-term data retention),

• Network data stream DSN (time-continuous, high volatil-
ity, short-term data retention).

Throughout this article (as in [1]) we will use DST and DSN

during our examinations. Those data streams can be further
divided into 8 forensic data types with the assumption that
data of a specific data type is created, processed, stored and
used similarly by a given IT system and thus can be acquired,
investigated, analyzed and documented similarly in a forensic
examination [7]. For our article (as in [1]) we use DT3 (details
about data) and DT5 (communication protocol data) in the
context of the network data stream and its representation in
mass storage.
The collection of main memory data from DSM and its
examination, whilst being available in theory, is omitted due
to the extra effort weighted against the additional information
gained. It would involve halting the VM used for the exami-
nation to capture the RAM content for each point of interest
during the examination and creating a dwarf specifically for
the examination environment with the Volatility framework
(see e.g., [17]) and browsing the processes for relevant data.
The authors believe that capturing highly volatile data in the
shape of DSN and DST for data with low volatility represents
a measured approach and a good balance between effort and
the gain with regards to data containing relevant information
for the research.
The system landscape analysis is, according to [7], part of
a forensic examination. The spatial and temporal intricacies
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of tool placement and operation define what can be obtained
and analyzed. As stated in [5], the usage of on-premises tools
allows for finer control over the tool operation and external
data (e.g., lists used for comparison against known tracker
URLs) and better data access (e.g., regarding intermediate
results). Opposed to the original work in [1] we will use
exclusively on-premises tools and rely on corroboration of the
tool results of the different on-premises tools. This enables a
finer control over the tool configurations and external data
used. In Section IV-D we discuss the properties of both
approaches with our system landscape analysis.
The existing model-based approach of the forensic exam-
ination as described in [7] alone is not sufficient for the
individualization (attribution). However, it provides us with
the elementary building blocks for the fingerprint (e.g., data
streams, forensic data types).

B. Selected tools and data sources for URL and Tracker
examination

We select existing tools based on their proven functional-
ity (analogous to the companion conference article [1]) and
combine them in scripts (bash- and python-based) that cover
different tasks of the investigation process. The choice of tools
is based on the following requirements:

• Open Source: the tool must be comprehensible and po-
tential changes on the source code must be possible

• Maintenance: the code must be maintained and updated
by the tool authors

• On-premises installation: access to the data collected (in-
cluding intermediate data and examined must be strictly
local

• Forensic operation: the tool must not alter the immediate
data nor alter the behaviour of the client or server
software

Frameworks such as OpenWPM [18], whilst being generally
suited for privacy measurements, can violate some of the
requirements (e.g., due to using the Firefox engine, which
can automatically start connections unrelated to the measure-
ments such as software and certificate updates, contacting
safebrowsing service providers etc., interfering with the data
in the network data stream DSN ). We further select tools
such as Webbkoll [19], although they only collect a subset
of data of privacy measurement tools, based on the goal of
our research regarding individualization of publishers based
on their employed first and third party tracking mechanisms.
Using the terminology from [1] we use tools that operate both
statically and dynamically. The forensic data types and data
streams (see Section III-A) are used from [7]. Contrary to [1]
we only use on-premises tools for full source-level control over
their functionality and parameterization. The existing tools
used in the scripts combined are:

• Webbkoll [19]: on-premises, operating on the network
data stream DSN on Raw Data DT1 and yielding tracker
output DT3 (in conjunction with external data, i.e.,

tracker list data) as results as well as URL and IP data
DT5 as results, both output to the mass storage data
stream DST

• TShark [20]: on-premises, operating on the network data
stream DSN on Raw Data DT1 and yielding URL and
IP data DT5 as results on the mass storage data stream
DST

• Website evidence collector [21]: on-premises, operating
on the network data stream DSN on Raw Data DT1 and
yielding URL data DT5 as results on the mass storage
data stream DST

The tools used in our research (see Section III-B) utilize a
headless version (without graphical interface) of the chromium
browser [22]. For this the library Puppeteer [23] is employed
to provide an easy as well as time and resource efficient way
of implementing the forensic tools in a headless environment.
The data sources for the 60 papers originate from our uni-
versity’s library OPAC gateway that are redirected to the 4
selected publishers:

• Association for Computing Machinery ACM Inc.
• Elsevier
• Institute of Electrical and Electronics Engineers IEEE
• Springer Nature

All recordings are conducted at the dates of:
• 20/02/2024
• 12/03/2024
• 25/03/2024

For the external data we use the sources of the lists of:
• Disconnect [24]
• Easy Privacy [25]
• Fanboy Annoyance [25]

These lists provide the classification of a given domain as
a tracker. They are used for the dynamic examination (see
also [1]) of the recordings created by TShark. A decision is
reached whether a given domain is a tracker by comparing
them against the lists. Different lists are used to render the
results more plausible. We acquire the list data at the dates of:

• 20/02/2024
• 25/02/2024
• 13/03/2024

With those differently timed versions of the lists, we can
conduct experiments regarding changes in detection depending
on the changing content of the 3 lists over time. With this setup
we can address the point raised in [1], which at a minimum
asked for the dates to be recorded alongside with the result
for comparability. Our setup allows for retrospective runs of
the tests on the data with arbitrary dated lists.

C. Uncertainty in forensic examinations

Uncertainty is a property that should be factored in for all
forensic examinations [1]. This is laid out in detail in [26].
For the approach in [1], which is adapted for usage in the
research described in this article, the certainty category therein
is also employed. This certainty category from [1] weighs
the results of different forensic tools capturing URL-data and
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tracker detection data as matches of the results being plausible,
uncertain or non-existent, depending on whether all tools agree
with the results, at least one tool returns a diverging result or
no matches exist at all.

D. Semantics and syntax of the Science-Tracking Fingerprint
(STF)

In the companion conference article [1] the semantics and
syntax of the Science-Tracking Fingerprint (STF) are intro-
duced. Here, we provide a brief summary of the concept as a
basis for this article.
One goal of the STF is the support for individualization
[27] and attribution of the publisher employing the tracking
techniques (track the tracker). The general idea, with regards to
the semantics of the STF, is to employ more than one forensic
method to acquire, investigate and analyse the data in the
absence of a ground truth when accessing the articles supplied
by the publisher. We record the agreement (matches) of the
respective tool results according to the certainty categories (see
Section III-C) of:

• plausible (pl): all tools return the same or comparable
result,

• uncertain (unc): at least one tool returns a diverging
result,

• none (-): no tool returns a meaningful result.
Semantically, the Science-Tracking Fingerprint can be de-
scribed as a matrix of A-Records for first and third party as
well as CNAME domain names for first and third party on one
axis and Web, App and Email on the axis. Each cell contains
a structured description covering the following elements:

• Counter: Number of occurrences,
• Certainty: plausible, uncertain or none,
• Data stream: Mass storage (T) or Network (N),
• Data type: DT5 (URL) or DT3 (Tracker),
• Discovery mode: list-based (L) and/or manual (M).

A fixed structure for the notation of these elements is nec-
essary to support comparisons between the findings obtained
with different forensic methods. The structured description is
summarized:

1<CELL> : : = <Counter> <EXPR>
2<EXPR> : : = <EXPR1> | <EXPR>,<EXPR1>
3<EXPR1> : : = <C e r t a i n t y >,<Data s t ream >,<Data type> |
4<C e r t a i n t y >,<Data s t ream >,<Data type>,<D i s c o v e r y

mode>

Listing 1. Structured description for the cell contents formed from relevant
elements.

The semantics of the STF describe quantifiable and qualitative
differences between the Science-tracking employed by the
publishers, with changes over time to be expected, which is
why the STF is treated as a similarity measure [1].

According to [1], the syntax of the STF can be described
a concatenation of vectors consisting of element value pairs,
which form the matrix shown in Figure 1.

A-Record 
1st Party

CNAME
1st Party

A-Record 
3rd Party

CNAME
3rd Party

Web <CELL> <CELL> <CELL> <CELL>

<CELL> <CELL> <CELL> <CELL>

App <CELL> <CELL> <CELL> <CELL>

<CELL> <CELL> <CELL> <CELL>

Email <CELL> <CELL> <CELL> <CELL>

<CELL> <CELL> <CELL> <CELL>

Figure 1. Syntactical matrix representation of the STF according to [1].

Each row (according to [1]) consists of a set of cells that
are ordered according to the URL specifics (DT5), namely
the A-Record and CNAME domain name entries for both first
and third party, respectively. Those cells can also be empty
(represented by a 0), if there are no domains in the investigated
recording. The part of the counter in the cell describes numbers
of occurrences according to the following conditions:

• matching certainty per cell,
• tracker certainty is either plausible or uncertain.

A special case is met when a row contains entries where
the DNS response provided URL information containing
CNAMEs for the first and/or third party. In [1] it is de-
scribed to duplicate the cell entries from the A-Record to the
CNAME without increasing the counter value, as this case
with CNAMEs first and/or third party in one row technically
describes the same examination step.
As stated in Section I, in this article we are only using the
Web application area part of the syntactical representation of
the STF.

IV. CONCEPTUAL APPROACH

This section describes the conceptual approach to the web-
based investigation performed in this article. The approach
focuses on collecting DT5 and DT3 data from as many
publications as possible (to reduce the potential error, loss
and uncertainty, see Section I) by intersecting the sets of
gathered trackers from different publications of a publisher.
The investigation is performed on a test series. It uses the set
of examination steps from [7] (see Section III-A). We discuss
in detail the three steps of:

• Data gathering
• Data investigation

– Generation of result tables and STFs
– Aggregation of STFs

• Data analysis
The complete analysis process is shown in Figure 2.
It outlines the three main steps (data gathering, data
investigation, data analysis), the input (test set, external list
data, see Section III-B) and intermediate results and the
analysis questions to be answered.
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Data gathering in essence marks the acquisition of data. It
only gains raw data DT1 for further investigation and analysis
in the following steps.
By including the Online Public Access Catalog (OPAC)
gateway provided by our universities library this puts
restrictions on the location of the acquisition device
(see Section IV-D) but allows us to see the perspective
of the researchers using the library services (see
Research Question RQ3 by employing Extension E4 in
Section I).
By using different types of browsers (interactive vs. headless)
during data gathering we extend the research from the
companion article [1] and provide the Extension E8 (see
Section I).
The selection of the types of documents (open-access vs. non-
open-access) to be queried during data gathering addresses
the Research Question RQ4 (see Section I).
The process of the generation of result tables and STFs
as part of the data investigation step allows for multiple
comparisons against different versions of the tracker lists
from the documents already gathered enhances the findings
from the companion article [1] as the Extension E6 (see
Section I).
Intersecting the generated result tables and STFs provides
further insight into intra-publisher diversity and inter-
publisher differences addresses the Research Question RQ2
and enhances the findings from the companion article [1] as
the Extension E3 (see Section I).
The general design of the examination process with a
focus on automation enhances the findings from [1] as the
Extension E5 (see Section I) while adhering to the model
from [7]. It thus ensures a correct re-iteration of each step,
which enhances the findings from [1] as the Extension E3
(see Section I).
In the following, we will describe details regarding each of
those selected examination steps.

A. Data gathering

During the acquisition, the necessary data is collected via
the described tools in Section III-B and saved to the mass
storage. While Webbkoll [28] and Website Evidence Collector
initially gather raw data DT1 internally for later investigation
of the website for possible third party hosts, TShark records
the network traffic as raw data DT1 (for later external investi-
gation and analysis) whilst querying the publisher website for
the literature. The acquisition must be performed within the
network of the university ; without an explicit login access
to the papers provided by the OPAC of the university is
impossible. Further processing of the gathered data may be
performed elsewhere.
Interestingly, the choice of the type of browser, headless or

graphical browser, influences the recording of the network data
(see Section VI-A) and forms our Extension E8 in Section I).
Although at first counter-intuitive since researchers use a

graphical browser in their daily research, we choose to use
headless browsers on the grounds that:

a) this is also used in commonly accepted forensic tools
such as Website Evidence Collector [21],

b) because it allows for automation and thus enables an
examination for a much larger figure of documents.

To get more insight into the influence of the used type of
browser on tracking behaviour, sample recordings with a
graphical browser are conducted to compare the amounts of
gathered data in both cases. The findings of this sample to our
research data are detailed in Section VI-A.

B. Data investigation

We highlight the two steps that are performed during data
investigation step that is following the data gathering step. The
data investigation is partial automated by using self-created
scripts.

1) Generation of result tables and STFs: With the collected
data from the publisher websites (in our case of our research
totalling 2.1GB, see also Section V-A for technical data on the
devices used), a result table listing all discovered third party
hosts is generated based on [1].
For this, the relevant DT5 data:

• host name,
• ip address,
• whether host is third party,
• host is A Record or CNAME (see [1] and Section VI-A),

is gathered from the output data and combined to a structure.
This structure is checked, by identifying whether a host is
known in a list or not, gaining DT3 data. This check is
performed with every list and the result of each check is
kept separately, since there could be differences within the
lists. Once all hosts were checked on each list, a DT3 and
DT5 match will be performed to grade the plausibility of the
detected tracker. If on either DT3 or DT5 match at least one
result of ”uncertain” was achieved, the host is classified as
a potential tracker [1]. After all checks have been performed
on each gathered host, the result table and STF are generated
based on the information gained. To also cover the possibility
of change in detection of trackers over time, each tracker
list has a version related to the date of data acquisition. In
Listings 3 and 4 from Section VI-A the pseudo-algorithmic
approach of the evaluation and the update of the STF for every
host is shown.

2) Aggregation of STFs: When the test series is processed
completely, an aggregation based on the DT3 and DT5 of the
results and the STFs calculated thereof is performed to get a
more general view. The papers are divided in groups depending
on their publisher and open access status. A comparison
between open access and non-open access literature of a pub-
lisher provides further insights into differences in observable
tracking behaviour between the aforementioned groups. A
result table and STF, which represent the intersection of all
detected hosts in each paper, are generated from the groups.
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Figure 2. Visualization of the complete conceptual approach.

The Listing 5 in Section VI-A visualizes the aggregation as a
pseudo-code algorithm.

C. Data analysis

With the generated result tables and STFs based on the DT3

and DT5 data from the investigation step, further examination
is performed during the data analysis step, which also entails
a detailed evaluation. The trackers detected in the emerging
groups of papers are checked for intra-publisher diversity (a
deviation from the intersected STF of the publisher; not to
be confused with the statistical deviation) within the set of
detected trackers (see also Listing 8 in Section V-B3).
Additionally to the intra-publisher analysis, results from
different test series are compared by checking the results of
the same paper for differences between the test series.
Furthermore, groups of the same publisher but with different
open access status are checked for a difference in the set of
detected trackers. Last but not least, a comparison between
STFs of different versions of the tracker lists is executed for
each paper.

Table I from the companion conference article [1] shows an
exemplary result table containing the STFs of the publisher
ACM and is used to outline the procedure. (Note that in this
article, we are focusing exclusively on the web-based retrieval
of papers and thus only on web-based Science-Tracking.)

Web 0 0 0
0 0
0 0 0
0 0
0 0

App 0 0
0 0 0

Email 0 0 0

A-Record
1st party

CNAME
1st Party A-Record 3rd Party CNAME 3rd Party

3PL,N,DT5;PL,N,DT3,L

2PL,N,DT5;PL,N,DT3,L 2PL,N,DT5;PL,N,DT3,L

6PL,N,DT5;UNC,N,DT3,L

2PL,N,DT5;UNC,N,DT3,L 2PL,N,DT5;UNC,N,DT3,L

1UNC,N,DT5;UNC,N,DT3,L 1UNC,N,DT5;UNC,N,DT3,L

1UNC,T,DT5;PL,T,DT3,L; UNC,N, DT5; PL, S, DT3, L 1UNC,T,DT5;PL,T,DT3,L; UNC,N, DT5; PL, S, DT3, L

1UNC,T,DT5;PL,T,DT3,L; UNC,N, DT5; PL, S, DT3, L

1PL,T,DT5;PL,T,DT3,M, 1PL,N,DT5;PL,N,DT3,M

TABLE I. Exemplary Science-Tracking Fingerprint (STF) from the
companion conference article [1] of the ACM publisher using the structured

semantic description and the syntactical vector formed by element-value
pairs.

As a means of evaluating the difference between two
STFs, we introduce the STF-deviation as a metric, forming
Extension E2 in Section I.
The STF-deviation serves as an estimate to the degree of
difference between two STFs. The intention is to generate
a value that can be compared to a percentage difference
where 0.0 means no difference and 1.0 and above means total
difference in tracking behaviour. The STFs in question can
be either derived from a publication or an intersection of a
group of papers from a publisher. This enables a comparison
of paper websites to the collected information of a group. For
the following equations we will use ai,j as the value of the
cell of a STF A and bi,j is the value of the cell of a reference
STF B. The STF-deviation is formed by row-wise comparison
of the STFs and summing the relative differences with respect
to the size of the respective row difference and the total size
of STF B. The latter results in the STF-deviation to be a
weighted sum due to the ratio, which is intended to put the
row difference in perspective to the total size of STF B.

∆row(i) =
∑

j∈StfCol

|ai,j − bi,j |, i ∈ StfRow (1)

rowDev(i) =

{
NaN if

∑
j bi,j = 0

∆row(i)∑
j∈StfCol bi,j

otherwise
(2)

Dev =
∑

i∈StfRow

rowDev(i) · ∆row(i)∑
j∈StfRow,k∈StfCol bj,k

(3)

The indices i and j correspond to the cell within the STF
without taking the title column and row into account (e.g.,
i=1 and j=3 corresponds to “first row, A-Record third Party”,
pointing to “3PL,N,DT5;PL,N,DT3,L”). Equation (1) mirrors the
total size of the mismatch between the STF’s and references’
row. The total size of the mismatch is put into perspective to
the row size of the reference in Equation (2) as a deviation
to the row of the references. The summands of the deviation
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are weighted to put the deviation of a row into perspective
to the total size of the reference STF in Equation (3). This
is done with the intention of reducing the distortion due to
different sizes of the rows. As one can see, Equation (2) is only
partially defined. We decided that in this research only rows
from the referenced STF will be taken into account for the
deviation to avoid the distortion of the resulting deviation value
in Equation (3). That means, that the value of the deviation
does not encompass the total deviation but is a measure for
the minimum deviation of a STF from another. Furthermore,
the STF-deviation is not satiated at 1.0 since, depending on
the STFs chosen for comparison, a higher value than 1.0 may
be achieved. Whether this issue might be fixable by inversion
of the value or is a general problem of the metric, is not clear
at this point. Future work should address the issues and aim
for a total STF-deviation metric with a more percentage-wise
approach. The implementation of the STF-deviation metric is
shown in Listing 7 in Section V-B3.

While the calculation of STF-deviation and the collection
of comparison results is carried out automated, the results
are evaluated as interpretable trends. In the evaluation, the
STF-deviation values are interpreted. The interpretations are
based on the values themselves and the comparison of val-
ues between different analysis groups (intra-publisher, inter-
publisher, etc.). There are two general rules for the interpre-
tation:

• Smaller values are interpreted as small deviation, which
indicates similar tracking behaviour and greater values
vice versa,

• Values similar to a certain analysis group are interpreted
as such.

For example, if the values in the intra-publisher comparison
group are between values x and y and a STF-deviation
of a comparison lies within the interval [x,y], the value is
interpreted as being a trend to similar tracking behaviour.
This method of determining whether a STF is similar to the
tracking behaviour has further drawbacks:

• interpreting lower values, even zeros, as similar might
result in more false positives,

• interpreting higher values as not similar might result in
more false negatives.

D. System landscape analysis for Science-Tracking Finger-
print examination

Extending and focusing our research from [1], we eliminate
the off-premises examination by hosting our own Webbkoll
server inside the examiner’s System E1 and thus on-premises.
Further, we limit ourselves to web-based access to scientific
articles, enabling an in-depth analysis with substantially more
tests. Figure 3 shows the altered setup.
It shows both the data flows from the user’s perspective and
the data flows from a digital forensics perspective. The data
flow from the user’s perspective consists of using a browser
on a computer system that is part of the university’s WLAN.
In Figure 3 the user activity can be abstracted by the browsers

provided by the VM of the examiner’s VM DG1. Its network
infrastructure can access the OPAC Gateway G1, which then
uses the Internet connection of the university to access the
publisher’s web server delivering the papers (and potentially
accessing first and third party trackers).
From the digital forensics perspective the data flow starts by
capturing the data traffic at the bridged network interface as
DSN from the examiner’s VM DG1. The captured network
packets when using the tools Section III-B TShark and the
results of using Webbkoll, Website Evidence Collector, Un-
googled Chromium and the script gather data.py are stored
onto mass storage as DST (see also Section IV-A). The data
from the data gathering step is then transferred to the mass
storage DST of the analysis workstation AW1 for further
investigation and analysis (see also Sections IV-B and IV-C).

Compared to to the system landscape description from the
companion article [1], the landscape is also altered by using
the Online Public Access Catalogue (OPAC) gateway OPAC
G1 hosted by the library system of our university, which routes
any searches using the OPAC and provides access to articles
under the subscription scheme of our universities’ library and
allows to answer Research Question RQ1 from Section I.
This shows a slightly different flow of data and information but
does not prevent Science-Tracking (see Section V). Extending
the system landscape with the OPAC gateway enables simu-
lating a typical scientific literature research scenario, which
addresses Research Question RQ3 (see Section I) by means
of the Extension E4 see (Section I).

V. IMPLEMENTATION OF THE AUTOMATION

This section describes the implemented environment of our
research, our analysis tools and components of our automation,
the latter forming our Extension E5 (see Section I).

A. System and tool chain

For our research, multiple platforms are used (see
Section III-B). The acquisition of research data is performed
on the ”tester stick” already used in [1], which is in essence a
Debian-64-bit-based VM running inside VirtualBox [29] and
configured to use a bridged network adapter configured for low
noise acquisition of the incoming web traffic, i.e., the system
itself and the browser are configured to not actively connect
to the network outside the research context; automatic system
and browser updates, safebrowsing, certificate updates etc., is
disabled.
To show the independence from a particular OS after the data
gathering step, the acquired data is processed on Windows10-
based PC with an Intel i5-8600k CPU, 16 GB RAM. For both
the headless browser and the interactively used browser we
employ Ungoogled Chromium [30].
To keep the automation mostly OS-agnostic, the tool chain
was implemented in Python 3.12.2, though some adjustments
have to be done for the acquisition. This is necessary since the
terminating of an asynchronous process needs different signals
to be sent, depending on the OS.
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t-online.de
Analyzed Data  

Gathered Data  

OPAC Gateway G1

   springer.com
     (first party)

Hypervisor HDG1 for data gathering
(contains the Examiner's VM DG1)

Internet

OvGU-802.1X

DSM

Web-Evidence Collector,
Webkoll (on-premises)

DSN

Test set

DST

Analysis
workstation

AW1

DSM DSN

     cdn.jsdelivr.net
        (third party)

Ungoogled Chromium

gather_data.py

other automation
scripts

Wireshark

TShark

ovgu.de

DST

Figure 3. Simplified system landscape analysis for STF examinations visualizing components connections and data flows during the forensic examination,
extending and focusing the research from [1]), the dashed lines represent the functional data flow from the user’s perspective whilst solid lines represent the

data flows of the examination from the digital forensics perspective.

B. Implementation of data acquisition and generation of re-
sults

This subsection describes the implementation of the afore-
mentioned investigation concept in Section IV using 10 scripts
(6 software tools and 4 automation scripts) in context to their
respective steps.
The Webbkoll backend [28] (see Section III-B), is forked
for necessary adjustments necessary for the automation, since
consistent updating of the user-agent was necessary due to
possible detection mechanisms of the publisher websites. The
resulting .json file from the analysis is used for further
estimation of third party trackers.
The Web-Evidence-Collector [21] (see Section III-B), is
adjusted as well for the purposes of automation and a fork
was created. Similar to Webbkoll backend, the user-agent is
updated but also the tracker lists. A complete overview of the
adjustments on both tools can be viewed in the commit list on
the respective repositories.
In the following for the sake of brevity, we present pseudo-
code that represents the actions of our separate python scripts
available from [31].

1) Data Gathering: For the implementation of the data
gathering, a semi-parallel approach is used. A csv-table con-

taining:
• the URL,
• the OPAC-URL,
• the publisher,
• an alternative URL from a different university,
• the state (open-access, non-open-access),

is provided as input, containing publications with their
respective OPAC permalink and publisher website to be
called. While the Webbkoll backend and TShark (see
Section III-B) are started as an asynchronous process, the
calls of the other analysis tools are initiated synchronously.
The TShark process is closed once the other tools completed
analysis and restarted once the environment is ready for the
next paper.
The Webbkoll backend only has to be terminated after the
test series is completed, since the call to initiate the analysis
is done by using curl [32].
The paper websites are called randomly with timeouts
(randomized, 4-22 seconds) in between, to neither overload
the publisher’s server nor raise any suspicion, which could
interfere with the acquisition process. Additionally, some
timeouts are added, since the startup time of the asynchronous
tools had to be considered.
The script gather data.py implements the described approach.
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1 T S h a r k I n t e r f a c e , P a p e r W e b s i t e L i s t

3 s t a r t W e b k o l l B a c k e n d ( )
4 r andomize ( P a p e r W e b s i t e L i s t )
5 f o r p a p e r W e b s i t e i n P a p e r W e b s i t e L i s t :
6 d a t e t i m e = now ( )
7 s t a r t T S h a r k ( T S h a r k I n t e r f a c e )
8 w e b k o l l O u t p u t <− webko l lScan ( p a p e r W e b s i t e )
9 TSharkLogOutput = s t o p T S h a r k ( )

10 webEvidenceOutput <− w e b E v i d e n c e C o l l e c t (
p a p e r W e b s i t e )

11 s a v e O u t p u t s T o F i l e s y s t e m ( webko l lOu tpu t ,
TSharkLogOutput , webEvidenceOutput )

12 s topWebkol lBackend ( )

Listing 2. Pseudo algorithm for gathering data.

2) Data Investigation: The implementation of the
generation of data investigation follows the pseudo-code
algorithm in Listings 3 to 5. The general structure of the
data investigation starts with importing and extracting DT5

from the gathered sources (see Listing 3, lines 3 to 19).
Once all information is gathered, the corresponding process
to determine DT5 and DT3 matches, including the detection
via tracking lists, is performed (see Listing 3, lines 20 to
27). The resulting STF is calculated iteratively for every host.
The aggregation follows an iterative approach as well by first
forming an intersected result table and generating from this
the STF (see Listing 5).
Additional to the modules included in the distribution, the
module Scapy [33], version 2.5.0, is used for processing
the pcapng files from TShark and getting the required
information from the DNS responses. As for its capabilities
used in our research, Scapy offers extracting information
from a byte stream, e.g., pcapng files, and presenting it in a
human-readable format, like Wireshark does in its GUI. The
generation utilizes an object-oriented approach to caching
the output data from the tools and makes the script more
readable.
Listing 3 describes the Generation of the result table and
STF. It is implemented as evaluator.py.

1 R e s u l t s , STF , Row , T r a c k e r l i s t s

3 Webkol lData = p a r s e ( W e b k o l l F i l e )
4 WebEvidenceData = p a r s e ( WebEvidenceFi le )
5 TSharkData = p a r s e ( TSharkLog )

7 Hos t s = g e t A l l H o s t s ( WebkollData , WebEvidenceData ,
TSharkData )

9 For e v e r y Host i n Hos t s :
10 I f Host i n Webkol lData t h e n
11 Row <− ( Webkol lHost : Hostname from Webkol lData )
12 Row <− ( Webkol l Ip : Ip from Webkol lData )
13 I f Host i n WebEvidenceData t h e n
14 Row <− ( WebEvidenceHost : Hostname from

WebEvidenceData )
15 Row <− ( WebEvidencePar ty : P a r t y from

WebEvidenceData )
16 I f Host i n TSharkData t h e n
17 Row <− ( TSharkHost : Hostname from TSharkData )
18 Row <− ( TSharkIp : Ip from TSharkData )
19 Row <− ( TSharkType : Type from TSharkData )

20 DT 5 = c h e c k H o s t s (Row)
21 Row <− DT5
22 DT3 = c h e c k T r a c k e r (Row , T r a c k e r l i s t s )
23 Row <− DT3
24 R e s u l t s <− Row
25 I f DT3 a t l e a s t UNC t h e n
26 STF = updateSTF ( STF , Row)
27 c l e a r (Row)
28 c r e a t e T a b l e R e s u l t s , STF

Listing 3. Generation of result table and STF.

Listing 4 outlines the update procedure for the generated
STFs and is implemented in evaluator.py and aggregation.py.

1 Row , STF

3 I f Row i s CNAME t h e n
4 STF (Row−>DT5 , Row−>DT3 , Row−>WebEvidencePar ty , A−

Record ) += 1
5 STF (Row−>DT5 , Row−>DT3 , Row−>WebEvidencePar ty ,

CNAME) += 1
6 E l s e
7 STF (Row−>DT5 , Row−>DT3 , Row−>WebEvidencePar ty , A−

Record ) += 1
8 re turn STF

Listing 4. Updating the STF.

The aggregation of results for multiple papers is
shown in Listing 5. It is implemented in the script
aggregation.py. The scripts auto evaluation.py and
automate generate eval stuff.bat automate the process
of result table and STF generation.

1 R e s u l t s , STF , Row , T r a c k e r l i s t s

3 P a p e r s = g e t P a p e r R e s u l t s ( F i l t e r . . . )
4 For e v e r y Pape r i n P a p e r s :
5 I f R e s u l t s i s empty t h e n
6 R e s u l t s = Pape r
7 E l s e
8 R e s u l t s = i n t e r s e c t ( R e s u l t s , Pape r )
9 I f R e s u l t s i s empty t h e n

10 s t o p

12 STF = e v a l u a t e S T F ( R e s u l t s )
13 c r e a t e T a b l e ( R e s u l t s , STF )

Listing 5. Aggregation of results and STFs.

3) Data Analysis: The implementation of the data analysis
focuses on the comparison of STFs and estimation of their
deviation from each other.
The fnc module.py provides the functions scan stf, reading a
STF that was saved to the disk, and analyze stfs, comparing
two STFs and generating a report as well as an estimation
value for the deviation. The function analyze stfs implements
the metric from Section IV-C for grading the deviation of two
STFs.
The script diversity analysis.py performs the intra-publisher
analysis and is automated over all test sets and publishers
with the script call diversity analysis.py. The two aforemen-
tioned scripts focus on the implementation of a intra-publisher
analysis.
The remainder of the functionality needed for our research
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is implemented in the scripts inter pub diversity analysis.py.
Those compare two STFs and generating reports. Fur-
ther, inter pub diversity auto.py, automate the process and
generating a complete report. That functionality encompasses:

• an inter-publisher analysis within one test series,
• an inter-test-series analysis and an analysis of differences

between open access and non open access literature.
All reports are generated as a CSV file and our results can
be found in our provided repository at [31].

1 Path , F i l t e r s

3 STF = i n i t i a l i z e S T F ( )
4 f i l e s = l i s t F i l e s I n ( Pa th )
5 f o r f i l e i n f i l e s :
6 i f n o t i s D i r ( f i l e ) and f i l e n a m e S t a r t s W i t h ( f i l e ,

” s t f ” ) and s a t i s f i e s F i l t e r s ( f i l e , F i l t e r s )
:

7 f o r row i n f i l e :
8 c a t e g o r y <− d e t e r m i n e C a t e g o r y ( row )
9 STF <− readRow ( c a t e g o r y , row )

10 re turn STF

Listing 6. Pseudo-code algortihm of scan stf.

1 STF , ReferenceSTF , T i t l e

3 d e v i a t i o n , t o t a l D e v i a t i o n , r e f e r e n c e S T F t o t a l S i z e =
0

4 d e v i a t i o n L i s t = [ ]

6 s t f D i f f e r e n c e s = i n i t i a l i z e S T F ( )
7 r e p o r t = i n t i a l i z e R e p o r t ( T i t l e )

9 f o r row i n rows ( s t f D i f f e r e n c e s ) :
10 rowSizeRefe renceSTF = sum ( v a l u e s ( ReferenceSTF [

row ] ) )
11 r e f e r e n c e S T F t o t a l S i z e += rowSizeRefe renceSTF
12 s t f D i f f e r e n c e s <− g e t D i f f e r e n c e ( STF [ row ] ,

ReferenceSTF [ row ] )
13 d i f f e r e n c e R o w S i z e = sum ( s t f D i f f e r e n c e s [ row ] )
14 i f rowSizeRefe renceSTF i s 0 :
15 d e v i a t i o n = 0 . 0
16 r e p o r t <− s t f D i f f e r e n c e s , ’ n o t g r a d a b l e ’
17 e l s e :
18 d e v i a t i o n = abs ( d i f f e r e n c e R o w S i z e /

rowSizeRefe renceSTF )
19 r e p o r t <− s t f D i f f e r e n c e s , d e v i a t i o n
20 d e v i a t i o n L i s t <− ( d e v i a t i o n , d i f f e r e n c e R o w S i z e )

22 f o r ( d e v i a t i o n , d i f f e r e n c e R o w S i z e ) i n d e v i a t i o n L i s t
:

23 t o t a l D e v i a t i o n += d e v i a t i o n * (
d i f f e r e n c e R o w S i z e / r e f e r e n c e S T F t o t a l S i z e )

25 f i n i s h U p ( r e p o r t )
26 re turn r e p o r t , t o t a l D e v i a t i o n

Listing 7. Pseudo-code algorithm of analyse stfs.

1 I n p u t : T e s t S e r i e s , P u b l i s h e r , Vers ion , R e f e r e n c e

3 i n t r a P u b l i s h e r R e p o r t = i n i t i a l i z e R e p o r t ( P u b l i s h e r ,
V e r s i o n )

4 r e f e r e n c e S T F = scanSTF ( R e f e r e n c e )

6 f o r p a p e r i n T e s t S e r i e s :
7 i f i s P u b l i s h e r ( paper , P u b l i s h e r ) and i s V e r s i o n (

paper , V e r s i o n ) :

8 s t f <− s c a n s t f ( paper , V e r s i o n )
9 p a p e r R e p o r t , t o t a l D e v i a t i o n <− a n a l y s e s t f s

( s t f , r e f e r e n c e S T F )
10 i n t r a P u b l i s h e r R e p o r t <− addToRepor t ( paper ,

t o t a l D e v i a t i o n , V e r s i o n )
11 saveToFS ( p a p e r R e p o r t )

13 f i n i s h U p ( i n t r a P u b l i s h e r R e p o r t )
14 saveToFS ( i n t r a P u b l i s h e r R e p o r t )

Listing 8. Intra-publisher analysis for a specific test series.

1 F s t P a p e r , SndPaper , F s t P u b l i s h e r , S n d P u b l i s h e r ,
T e s t S e r i e s , Ve r s ions , Comple teRepor t

3 f o r v e r s i o n i n V e r s i o n s :
4 f s t S t f <− s c a n s t f ( g e t F i l e ( F s t P a p e r , T e s t S e r i e s

[ 0 ] ) )
5 i f SndPaper n o t u n d e f i n e d :
6 s n d S t f <− s c a n s t f ( g e t F i l e ( SndPaper ,

T e s t S e r i e s [ 0 ] ) )
7 e l s e :
8 s n d S t f <− s c a n s t f ( g e t F i l e ( F s t P a p e r ,

T e s t S e r i e s [ 1 ] ) )
9 compar i sonRepor t , d e v i a t i o n <− a n a l y s e s t f s (

f s t S t f , s n d S t f )
10 saveToFS ( c o m p a r i s o n R e p o r t )
11 i f SndPaper n o t u n d e f i n e d :
12 Comple teRepor t <− addToRepor t ( F s t P u b l i s h e r ,

S n d P u b l i s h e r , vers ion , d e v i a t i o n )
13 e l s e :
14 Comple teRepor t <− addToRepor t ( F s t P u b l i s h e r ,

T e s t S e r i e s , vers ion , d e v i a t i o n )

Listing 9. General algortihm for comparing two STFs.

In the following section we evaluate the approach from
Section IV in its implementation as described in Section V.

VI. EVALUATION

The automation is tested successfully and enables to process
a larger amount of literature in a smaller time frame than in
[1]. The tool chain enables an almost OS-agnostic automation
approach for the generation of the STF (excluding the data
gathering step). About 2.1 GB of research data is collected
due to the use of the tool chain.
Due to the greater set of publications, some additional insights
are gained into the capabilities of the STF. With the automa-
tion, a more fine granular examination on the publisher can
be performed.
The investigation centres around gaining a greater insight into
the possible tracking behaviour on the website of publisher
with respect to different points of acquiring a publication and
open access status (see Sections IV and V).
The results in Section VI-A to Section VI-G show, that using
the OPAC gateway from our university does not prevent
tracking, answering Research Question RQ1 (see Section I).
Furthermore, the influence of time (ti, ti+1 see [1]) regarding
the specific date the tracker lists are acquired, on the recogni-
tion/classification of third party hosts is investigated. Also, as
an additional comparison to the publishers investigated in [1],
the publisher Wiley is also partially added; only in test series
2 and 3 due to mid-experiment inclusion after examination of
test series 1.
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A. Influence of browser type on tracking

This subsection describes our findings of our research about
the influence of the browser type used on tracking behaviour
mentioned in Section IV-A and enhances our findings
described in the companion article [1] as Extension E8 (see
Section I). The recordings of our comparative research are
saved in a repository and can be provided on request.
Our first observation shows a difference in the recorded
network traffic in all test cases. As for our second observation,
there is no clear trend in behaviour depending on the type of
browser. In both cases, one type gathered more data than the
other.
In the following, we show an example using our list of
literature represented in the file paper.csv, which can be
viewed in our repository [31]. On paper No.7 the recordings
of the graphical browser show, that 5 URLs have been
additionally called in comparison to the headless browser. But
on paper No.15 only 1 host has been called on the graphical
browser. Further information is contained in Figure 4. It can
be surmised based on the results of this comparative research
that there is an influence of the browser type. We argue for
the usage of the headless browser on the grounds of getting
results on a larger scale although we are potentially missing
some trackers by using the headless browser.

Index Difference
0 2 1 -1 200.00%
7 2 7 5 28.57%

15 2 1 -1 200.00%
25 6 6 0 100.00%
33 7 12 5 58.33%
41 12 11 -1 109.09%
49 13 12 -1 108.33%
63 18 15 -3 120.00%
69 6 2 -4 300.00%

# Tracker
(Headless Browser)

# Tracker
(GUI Browser)

Relative difference
Headless : GUI

Figure 4. Results of the probe for tracking based on browser type.

Finding the source of the different tracking behaviour,
however, is a very valid research goal for future work.

B. Time dependency of tracker lists

This research enhances the companion article [1] as
Extension E6 (see )Section I). During our investigation,
tracker lists are downloaded from every provider at the last
time of change before the acquisition.
To check if the classification behaviour changes over a short
period of time, the tracker list versions are grouped by a date
that signifies the last change on one of the lists before the
recording, and applied on every test series.
The generated reports, e.g., Figure 14, show the same results
and thus being independent of the version of the tracker lists
for the tests conducted. Future research should examine the
time dependency over a broader time span.
Due to these results, some of the result tables will be abridged
due to there not being any benefit for showing the results with
respect to every version of the tracker lists. The full set of
results can be found at [31].

C. Intra-publisher diversity

By comparing the result tables and STF of single papers
with the intersected results of a test series during our research
enhancing our companion article [1] with the Extension E3
(see Section I), a diversity within the third party hosts classi-
fied as probable tracker (classified via external data in the form
of tracker lists, see Section III-B) is observed in all but one
publisher, namely Springer. Figures 5 to 11 show exemplary,
how strongly the STF of a paper can differ from the intersected
STF of its publisher in comparison to its peers.

The papers from the publisher ACM show the second
strongest intra-publisher diversity. Throughout every test
series, there is no paper that does not match the intersection
completely. Also, in comparison to Figure 12, every deviation
value is higher. An interesting detail is that some deviation
values are the same and on closer inspection with the STFs,
the STFs are the same. While this is no proof that the same
deviation signals an equal STF, it may indicate heterogeneity
in the set of STFs.
The following Figure 5 shows the intra publisher diversity
based on the STF-deviation for the publisher ACM according
to the test series conducted at 20/02/2024.

Report for publisher ACM from test series 20240220 with tracking list version -20240225
Entry STF-deviation to publisher STF
33-20240220T132709-ACM-NonOpenAccess 0.866666666666667
34-20240220T132802-ACM-NonOpenAccess 2.01666666666667
35-20240220T132853-ACM-NonOpenAccess 0.683333333333333
36-20240220T132938-ACM-NonOpenAccess 0.816666666666667
37-20240220T133007-ACM-NonOpenAccess 0.816666666666667
38-20240220T133036-ACM-NonOpenAccess 0.816666666666667
39-20240220T133104-ACM-NonOpenAccess 0.816666666666667
40-20240220T133133-ACM-NonOpenAccess 0.816666666666667
STF-deviation may not encompass the complete deviation due to constraints

Figure 5. Intra-publisher comparison results for ACM (test series
2024-02-20).

The following Figure 6 shows the intra publisher diversity
based on the STF-deviation for the publisher ACM according
to the test series conducted at 12/03/2024.

Report for publisher ACM from test series 20240312 with tracking list version -20240220
Entry STF-deviation to publisher STF
33-20240312T111922-ACM-NonOpenAccess 1.01785714285714
34-20240312T105414-ACM-NonOpenAccess 1.85714285714286
35-20240312T111046-ACM-NonOpenAccess 0.875
36-20240312T105540-ACM-NonOpenAccess 0.875
37-20240312T104700-ACM-NonOpenAccess 4.16071428571429
38-20240312T110933-ACM-NonOpenAccess 0.732142857142857
39-20240312T103100-ACM-NonOpenAccess 1.85714285714286
40-20240312T103318-ACM-NonOpenAccess 0.732142857142857
63-20240312T111455-ACM-NonOpenAccess 0.571428571428571
64-20240312T111550-ACM-NonOpenAccess 0.714285714285714
65-20240312T110535-ACM-NonOpenAccess 0.571428571428571
66-20240312T105054-ACM-NonOpenAccess 0.589285714285714
67-20240312T103224-ACM-NonOpenAccess 0.571428571428571
68-20240312T102238-ACM-NonOpenAccess 0.571428571428571
STF-deviation may not encompass the complete deviation due to constraints

Figure 6. Intra-publisher comparison results for ACM (test series
2024-03-12).

The following Figure 7 shows the intra publisher diversity
based on the STF-deviation for the publisher ACM according
to the test series conducted at 25/03/2024.
From Figures 8 and 9 it can be assumed, that in that specific
test series the STFs of the papers from Elsevier show a strong
difference in observed tracking behaviour and a mentionable
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intersection between the STFs could not be formed.

Report for publisher ACM from test series 20240325 with tracking list version -20240220
Entry STF-deviation to publisher STF
33-20240325T090906-ACM-NonOpenAccess 0.746666666666667
34-20240325T090527-ACM-NonOpenAccess 1.32
35-20240325T095312-ACM-NonOpenAccess 0.586666666666667
36-20240325T092837-ACM-NonOpenAccess 0.633333333333333
37-20240325T093827-ACM-NonOpenAccess 0.72
38-20240325T092057-ACM-NonOpenAccess 0.586666666666667
39-20240325T091234-ACM-NonOpenAccess 0.586666666666667
40-20240325T094511-ACM-NonOpenAccess 0.986666666666667
63-20240325T091321-ACM-NonOpenAccess 0.446666666666667
64-20240325T093740-ACM-NonOpenAccess 0.68
65-20240325T091413-ACM-NonOpenAccess 0.68
66-20240325T093600-ACM-NonOpenAccess 0.313333333333333
67-20240325T094732-ACM-NonOpenAccess 0.533333333333333
68-20240325T092725-ACM-NonOpenAccess 0.466666666666667
STF-deviation may not encompass the complete deviation due to constraints

Figure 7. Intra-publisher comparison results for ACM (test series
2024-03-25).

This might also be connected to the findings in
Section VI-E, as they show a difference in tracking behaviour
between open access and non-open access groups.
It should also be mentioned that there are STFs of Elsevier
publications in test series 2024-02-20 but since no tracking
data is gathered for some publications, the intersected STF
was empty. Therefore, an analysis on the intra-publisher
diversity is impossible for this test series. The following
Figure 8 shows the intra publisher diversity based on the
STF-deviation for the publisher Elsevier according to the test
series conducted at 12/03/2024.

Report for publisher Elsevier from test series 20240312 with tracking list version -20240225
Entry STF-deviation to publisher STF
07-20240312T110809-Elsevier-OpenAccess 0
08-20240312T112054-Elsevier-OpenAccess 0
09-20240312T102340-Elsevier-OpenAccess 0
10-20240312T105904-Elsevier-OpenAccess 0
11-20240312T111856-Elsevier-OpenAccess 0
12-20240312T111348-Elsevier-OpenAccess 0
13-20240312T103144-Elsevier-OpenAccess 0
14-20240312T105500-Elsevier-OpenAccess 0
41-20240312T110848-Elsevier-NonOpenAccess 36
42-20240312T103819-Elsevier-NonOpenAccess 36
43-20240312T103017-Elsevier-NonOpenAccess 36
44-20240312T104816-Elsevier-NonOpenAccess 36
45-20240312T102039-Elsevier-NonOpenAccess 36
46-20240312T111303-Elsevier-NonOpenAccess 36
47-20240312T110328-Elsevier-NonOpenAccess 16
48-20240312T102738-Elsevier-NonOpenAccess 36
STF-deviation may not encompass the complete deviation due to constraints

Figure 8. Intra-publisher comparison results for Elsevier (test series
2024-03-12).

The following Figure 9 shows the intra publisher diversity
based on the STF-deviation for the publisher Elsevier
according to the test series conducted at 25/03/2024.

Report for publisher Elsevier from test series 20240325 with tracking list version -20240225
Entry STF-deviation to publisher STF
07-20240325T092023-Elsevier-OpenAccess 0
08-20240325T094826-Elsevier-OpenAccess 0
09-20240325T090454-Elsevier-OpenAccess 0
10-20240325T095023-Elsevier-OpenAccess 0
11-20240325T093314-Elsevier-OpenAccess 0
12-20240325T100533-Elsevier-OpenAccess 0
13-20240325T100653-Elsevier-OpenAccess 0
14-20240325T100721-Elsevier-OpenAccess 0
41-20240325T095704-Elsevier-NonOpenAccess 25
42-20240325T092158-Elsevier-NonOpenAccess 25
43-20240325T090017-Elsevier-NonOpenAccess 25
44-20240325T090137-Elsevier-NonOpenAccess 25
45-20240325T091747-Elsevier-NonOpenAccess 25
46-20240325T091202-Elsevier-NonOpenAccess 25
47-20240325T095848-Elsevier-NonOpenAccess 9
48-20240325T094142-Elsevier-NonOpenAccess 25
STF-deviation may not encompass the complete deviation due to constraints

Figure 9. Intra-publisher comparison results for Elsevier (test series
2024-03-25).

The findings for the paper from the publisher IEEE show
almost no intra-publisher diversity throughout the whole test
series. Still, even in the case shown in Figure 12 the intra-
publisher diversity is low in comparison to other publishers
like ACM or Elsevier. This might indicate that the intersected
STF of IEEE encompasses almost every detected host of the
test series or in the case Figures 10 and 11 every host. The
following Figure 10 shows the intra publisher diversity based
on the STF-deviation for the publisher IEEE according to the
test series conducted at 20/02/2024.

Report for publisher IEEE from test series 20240325 with tracking list version -20240225
Entry STF-deviation to publisher STF
25-20240325T090608-IEEE-NonOpenAccess 0.17948717948718
26-20240325T093115-IEEE-NonOpenAccess 0.138461538461538
27-20240325T100141-IEEE-NonOpenAccess 0.17948717948718
28-20240325T092235-IEEE-NonOpenAccess 0.153846153846154
29-20240325T095450-IEEE-NonOpenAccess 0.17948717948718
30-20240325T094009-IEEE-NonOpenAccess 0.17948717948718
31-20240325T094856-IEEE-NonOpenAccess 0.17948717948718
32-20240325T091507-IEEE-NonOpenAccess 0.153846153846154
69-20240325T093348-IEEE-NonOpenAccess 0.17948717948718
70-20240325T094615-IEEE-NonOpenAccess 0.17948717948718
71-20240325T100317-IEEE-NonOpenAccess 0.00512820512820513
72-20240325T091819-IEEE-NonOpenAccess 0.153846153846154
73-20240325T090318-IEEE-NonOpenAccess 0.17948717948718
74-20240325T092542-IEEE-NonOpenAccess 0.153846153846154
STF-deviation may not encompass the complete deviation due to constraints

Figure 10. Intra-publisher comparison results for IEEE (test series
2024-02-20).

The following Figure 11 shows the intra publisher diversity
based on the STF-deviation for the publisher IEEE according
to the test series conducted at 12/03/2024.

Report for publisher IEEE from test series 20240220 with tracking list version -20240313
Entry STF-deviation to publisher STF
25-20240220T132145-IEEE-NonOpenAccess 0
26-20240220T132227-IEEE-NonOpenAccess 0
27-20240220T132307-IEEE-NonOpenAccess 0
28-20240220T132350-IEEE-NonOpenAccess 0
29-20240220T132431-IEEE-NonOpenAccess 0
30-20240220T132509-IEEE-NonOpenAccess 0
31-20240220T132546-IEEE-NonOpenAccess 0
32-20240220T132630-IEEE-NonOpenAccess 0
STF-deviation may not encompass the complete deviation due to constraints

Figure 11. Intra-publisher comparison results for IEEE (test series
2024-03-12).

The following Figure 12 shows the intra publisher diversity
based on the STF-deviation for the publisher IEEE according
to the test series conducted at 25/03/2024.

Report for publisher IEEE from test series 20240312 with tracking list version -20240225
Entry STF-deviation to publisher STF
25-20240312T105202-IEEE-NonOpenAccess 0
26-20240312T103415-IEEE-NonOpenAccess 0
27-20240312T104203-IEEE-NonOpenAccess 0
28-20240312T103535-IEEE-NonOpenAccess 0
29-20240312T102921-IEEE-NonOpenAccess 0
30-20240312T110040-IEEE-NonOpenAccess 0
31-20240312T104502-IEEE-NonOpenAccess 0
32-20240312T111726-IEEE-NonOpenAccess 0
69-20240312T110709-IEEE-NonOpenAccess 0
70-20240312T101858-IEEE-NonOpenAccess 0
71-20240312T105943-IEEE-NonOpenAccess 0
72-20240312T104558-IEEE-NonOpenAccess 0
73-20240312T111207-IEEE-NonOpenAccess 0
74-20240312T104102-IEEE-NonOpenAccess 0
STF-deviation may not encompass the complete deviation due to constraints

Figure 12. Intra-publisher comparison results for IEEE (test series
2024-03-25).

In the set of publications of the publisher Springer during
the test period no diversity in the set of classified trackers
is observable, see Figure 13. This behaviour within STFs
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of publications from Springer is observable throughout the
complete test series and during our tests is unique to the
publisher Springer.

Report for publisher Springer from test series 20240325 with tracking list version -20240220
Entry STF-deviation to publisher STF
00-20240325T094427-Springer-OpenAccess 0
01-20240325T100448-Springer-OpenAccess 0
02-20240325T093657-Springer-OpenAccess 0
03-20240325T091123-Springer-OpenAccess 0
04-20240325T095613-Springer-OpenAccess 0
05-20240325T090056-Springer-OpenAccess 0
06-20240325T091049-Springer-OpenAccess 0
15-20240325T095217-Springer-NonOpenAccess 0
16-20240325T091009-Springer-NonOpenAccess 0
17-20240325T093925-Springer-NonOpenAccess 0
18-20240325T100615-Springer-NonOpenAccess 0
19-20240325T100938-Springer-NonOpenAccess 0
20-20240325T095418-Springer-NonOpenAccess 0
21-20240325T091949-Springer-NonOpenAccess 0
22-20240325T100748-Springer-NonOpenAccess 0
23-20240325T090719-Springer-NonOpenAccess 0
24-20240325T101127-Springer-NonOpenAccess 0
STF-deviation may not encompass the complete deviation due to constraints

Figure 13. Intra-publisher comparison results for Springer (test series
2024-03-25).

In the following we compare different publishers using the
proposed STF-deviation metric.

D. Inter-test series diversity

Besides checking for diversity within the set of probable
tracker within one test series, the results in between test series
are compared for any observable difference. This enables
the detection of a potential diversity in the time dimension,
enhancing our research from the companion article [1] as the
Extension E3 (see Section I).
Figure 14 shows the results of the comparison within our tests.

Report of inter-test-series comparison
Compared test series of publisher Tracker list version STF-deviation
Springer-20240220-20240312 20240220 0
Springer-20240220-20240312 20240225 0
Springer-20240220-20240312 20240313 0
Springer-20240220-20240325 20240220 0
Springer-20240220-20240325 20240225 0
Springer-20240220-20240325 20240313 0
IEEE-20240220-20240312 20240220 0
IEEE-20240220-20240312 20240225 0
IEEE-20240220-20240312 20240313 0
IEEE-20240220-20240325 20240220 0.17948717948718
IEEE-20240220-20240325 20240225 0.17948717948718
IEEE-20240220-20240325 20240313 0.17948717948718
ACM-20240220-20240312 20240220 0.142857142857143
ACM-20240220-20240312 20240225 0.142857142857143
ACM-20240220-20240312 20240313 0.142857142857143
ACM-20240220-20240325 20240220 0.146666666666667
ACM-20240220-20240325 20240225 0.146666666666667
ACM-20240220-20240325 20240313 0.146666666666667
Springer-20240312-20240325 20240220 0
Springer-20240312-20240325 20240225 0
Springer-20240312-20240325 20240313 0
Elsevier-20240312-20240325 20240220 0
Elsevier-20240312-20240325 20240225 0
Elsevier-20240312-20240325 20240313 0
IEEE-20240312-20240325 20240220 0.17948717948718
IEEE-20240312-20240325 20240225 0.17948717948718
IEEE-20240312-20240325 20240313 0.17948717948718
ACM-20240312-20240325 20240220 0.0133333333333333
ACM-20240312-20240325 20240225 0.0133333333333333
ACM-20240312-20240325 20240313 0.0133333333333333
Wiley-20240312-20240325 20240220 0
Wiley-20240312-20240325 20240225 0
Wiley-20240312-20240325 20240313 0

Figure 14. Results of the comparison of intersected STFs between test series.

In regard to the inter-test series diversity, it is observed that,
except for the publisher Springer, every publisher has between
at least two test series differences in the intersected STFs, see
Figure 14.
This might indicate that changes in tracking behaviour reflect
on the STF and can therefore be noticed by the application of
the STF.

E. Intra-publisher differences for open access and non-open
access papers (OA/NOA)

The investigation of possible differences within the observed
trackers answers the Research Question RQ4 (see Section I).
It is, however, limited by the constraints of our approach,
environment and tools. For instance, OPAC only listed open
access publications from the publishers Springer and Elsevier.
IEEE and ACM do feature open access publications, but, at
least in the case of IEEE, during our tests open access publi-
cations are not offered on the publisher’s usual website (e.g.,
IEEE Xplore) but rather a platform specifically for open access
publications. ACM itself offers open access literature through
searching specifically for it within OPAC results in matches
(e.g., using filters for publisher and keyword open access or
non-open access). This necessitates specialized queries.
In addition, a problem is encountered with Webbkoll and
Elsevier open access publications, which results in failure to
acquire analysis data, and therefore no tracker could be clas-
sified plausible for DT3 or DT5. From the available analysis
data for Elsevier publications a difference in classified trackers
between open access and non-open access publications could
be observed, see Figure 15.
As for the paper from the publisher Springer, no deviations
were observable in the data sets.

Report of open access to non open access stf
Publisher Tracker list version STF-deviation
Test series-20240220
Springer-Springer 20240220 0
Springer-Springer 20240225 0
Springer-Springer 20240313 0
Test series-20240312
Springer-Springer 20240220 0
Springer-Springer 20240225 0
Springer-Springer 20240313 0
Elsevier-Elsevier 20240220 0.53030303030303
Elsevier-Elsevier 20240225 0.53030303030303
Elsevier-Elsevier 20240313 0.53030303030303
Test series-20240325
Springer-Springer 20240220 0
Springer-Springer 20240225 0
Springer-Springer 20240313 0
Elsevier-Elsevier 20240220 0.533333333333333
Elsevier-Elsevier 20240225 0.533333333333333
Elsevier-Elsevier 20240313 0.533333333333333

Figure 15. Results of the comparison of open access to non-open access
literature.

Future work should point to an enhanced environment and
tools to address the existing challenges.

F. Inter-publisher difference

With the automated approach, a comparison of the
intersected STFs of different publishers is performed
successfully, enhancing the findings from our companion
article [1] as the Extension E1 (see Section I). Figure 16
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shows an abridged version of the complete reports, since
there is no need to consider the different versions of tracking
lists due to the mentioned points in Section VI-B.

Report of inter-publisher comparison
Compared publishers Tracker list version STF-deviation
Test series-20240220
Springer-IEEE 20240313 0.888235294117647
Springer-ACM 20240313 0.616666666666667
IEEE-ACM 20240313 1.66666666666667
Test series-20240312
Springer-Elsevier 20240313 1
Springer-IEEE 20240313 0.888235294117647
Springer-ACM 20240313 0.875
Springer-Wiley 20240313 0.701234567901235
Elsevier-IEEE 20240313 1
Elsevier-ACM 20240313 0.75
Elsevier-Wiley 20240313 0.87037037037037
IEEE-ACM 20240313 1.35714285714286
IEEE-Wiley 20240313 1.26172839506173
ACM-Wiley 20240313 0.530864197530864
Test series-20240325
Springer-Elsevier 20240313 1
Springer-IEEE 20240313 0.871794871794872
Springer-ACM 20240313 0.88
Springer-Wiley 20240313 0.721739130434783
Elsevier-IEEE 20240313 0.866666666666667
Elsevier-ACM 20240313 0.766666666666667
Elsevier-Wiley 20240313 0.847826086956522
IEEE-ACM 20240313 1.28666666666667
IEEE-Wiley 20240313 0.847826086956522
ACM-Wiley 20240313 0.565217391304348

Figure 16. Results of the inter-publisher comparison (abridged).

A complete version with all tracker list version can be found
in [31]. The results of Figure 16 show that there is a noticeable
difference in tracking behaviour between publishers, which
could give hints/leads towards identifying specific publishers
based on their tracking behaviour (see also our companion
conference article [1]. It can be assumed, based on our results,
that the tracking behaviour may strongly differ from publisher
to publisher. Future research on an even larger scale (both in
number of papers and the time span observed) is needed to
have a qualified opinion as to how discriminating the STF-
deviation with respect to publishers is.

The full set of tables is available under [31].

G. Addendum Wiley

The publisher Wiley is additionally investigated to expand
our group of subjects using the same setup and procedures,
enhancing the findings from our companion article [1]
as the Extension E7 (see Section I). As Wiley is added
mid-investigation, publications of it are only considered in
the second and third test series. The following Figure 17
shows the intra-publisher comparison results for the publisher
Wiley from the test series conducted at 12/03/2024.

Report for publisher Wiley from test series 20240312 with tracking list version -20240313
Entry STF-deviation to publisher STF
49-20240312T102816-Wiley-NonOpenAccess 0.107407407407407
50-20240312T103708-Wiley-NonOpenAccess 0.619753086419753
51-20240312T105801-Wiley-NonOpenAccess 0.619753086419753
52-20240312T110417-Wiley-NonOpenAccess 0.716049382716049
53-20240312T105301-Wiley-NonOpenAccess 0.619753086419753
54-20240312T102632-Wiley-NonOpenAccess 0.619753086419753
55-20240312T102418-Wiley-NonOpenAccess 0.619753086419753
56-20240312T105624-Wiley-NonOpenAccess 0.619753086419753
57-20240312T104942-Wiley-NonOpenAccess 0.619753086419753
58-20240312T102130-Wiley-NonOpenAccess 0.619753086419753
59-20240312T104258-Wiley-NonOpenAccess 0.619753086419753
60-20240312T103905-Wiley-NonOpenAccess 0.619753086419753
61-20240312T110215-Wiley-NonOpenAccess 0.619753086419753
62-20240312T112207-Wiley-NonOpenAccess 0.619753086419753
STF-deviation may not encompass the complete deviation due to constraints

Figure 17. Intra-publisher comparison results for Wiley (test series
2024-03-12).

The following Figure 18 shows the intra-publisher
comparison results for the publisher Wiley from the test
series conducted at 25/03/2024.

Report for publisher Wiley from test series 20240325 with tracking list version -20240313
Entry STF-deviation to publisher STF
49-20240325T091647-Wiley-NonOpenAccess 0.71304347826087
50-20240325T093450-Wiley-NonOpenAccess 0.71304347826087
51-20240325T094327-Wiley-NonOpenAccess 0.126086956521739
52-20240325T100835-Wiley-NonOpenAccess 0.126086956521739
53-20240325T090801-Wiley-NonOpenAccess 0.71304347826087
54-20240325T095933-Wiley-NonOpenAccess 0.71304347826087
55-20240325T090211-Wiley-NonOpenAccess 0.71304347826087
56-20240325T101015-Wiley-NonOpenAccess 0.71304347826087
57-20240325T095744-Wiley-NonOpenAccess 0.71304347826087
58-20240325T094219-Wiley-NonOpenAccess 0
59-20240325T100033-Wiley-NonOpenAccess 0.71304347826087
60-20240325T092427-Wiley-NonOpenAccess 0.71304347826087
61-20240325T092953-Wiley-NonOpenAccess 0
62-20240325T095107-Wiley-NonOpenAccess 0.71304347826087
STF-deviation may not encompass the complete deviation due to constraints

Figure 18. Intra-publisher comparison results for Wiley (test series
2024-03-25).

In Figures 17 and 18 it is shown that there is an intra-
publisher diversity within the tracking. The deviations seem to
form a middle ground between ACM and IEEE, compared to
the findings in Section VI-C. Besides being analysed for intra-
publisher diversity, an inter-publisher comparison as well as
an inter-test series comparison is conducted. Their results are
shown in Figures 14 and 16 and indicate, that there was no
significant difference in the tracking behaviour over time, but
the tracking behaviour deviates from other publishers. Since
no open access publications from Wiley in OPAC are to be
found by filtering and keyword search during our tests, no
examinations with respect to open-access status are conducted
at the time of the research.
While those results are not a full addition to the test series, they
still show a tendency and underline the unique result position
for the publisher Springer so far.

VII. CONCLUSION AND FUTURE WORK

In this article we extended the work from the companion
conference article [1] centred around the topic of Science-
Tracking and the usage of the Science-Tracking Fingerprint
(STF) as a means to gain hints for the originator of the
tracking. The extension covers 8 separate aspects.
First we altered the system landscape by measuring the
amount of Science-Tracking behind our universities’ Online
Public Access Catalog (OPAC) in order to see whether
the Science-Tracking is altered by tunnelling our paper
requests and downloads through that system. This is not
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the case according to our current results. Even after placing
queries through this OPAC system, tracking by the publishers
still takes place. We swapped broadness for detail and
thus restricted ourselves to the examination of Web-based
Science-Tracking.
Secondly, as placed in the future work section of [1], we
automated the processes for the detection of Science-Tracking
and the calculation of the STF. In total 10 scripts (6 Software
tools and 4 automation scripts) that cover mostly the steps
of data gathering and data investigation were released as
Open Source. We also changed the number of lists of known
trackers from originally 1 to 3 to increase the hit ratio for
known tracker domains. We were able to examine 60 papers
from 4 selected publishers.
Enabled by the automatization and larger numbers of
STF-based examinations as a result (60 in total for all
examinations), we could observe multiple documents from
an individual publisher at 3 different points in time to
obtain a measure for the intra-publisher diversity using the
Science-Tracking Fingerprint. Our results show for 3 of the 4
publishers there is a notable diversity between the third party
hosts suspected to be trackers.
The STF-deviation metric introduced in this paper allows for
the comparison of the differences between STFs of different
publishers (inter-publisher comparison). The first results show
a noticeable difference between the tracking behaviour of the
different publishers, giving hope to idea that the publishers
could be distinguished from one another and the STF and
STF-deviation could give first hints/leads towards identifying
a publisher by its tracking behaviour.
We have shown that the tracking behaviour of publishers can
differ whether their papers are accessed using an interactive
browser as compared to a headless browser. Although these
are first results, this points towards interesting research topics
to find the cause and mechanisms for detecting the browser
type.
We could show that for the duration of our tests the tracking
lists used to classify third party hosts as trackers did not
change noticeably for the trackers employed by the publishers
under examination. We still argue for maintaining the
procedure keeping the possibility to check against updated
lists of trackers.
Our results highlight the need for future work with regards
to the examination environment. First results show there are
differences between open access and non-open access papers
for some publishers during our tests.
The inclusion of the publisher Wiley, albeit late in the
research and lacking open access papers with the universities’
OPAC gateway, bolstered our research and showed an intra
publisher diversity and inter publisher differences within our
tests .
The introduction of the STF-deviation metric allowed for the
evaluation of the intra and inter publisher differences.

Future work should address the shortcomings of the
STF-deviation metric:

• Not encompassing the total deviation of a STF
• Distortion of the STF-deviation, see Figures 8 and 9
• Limiting the value of the STF-deviation to a range of

[0,1], to make it more interpretable
• Reducing the possibility of false positives and negatives

The source of the altered tracking behaviour of interactive
vs. headless browsers should be identified and this behaviour
mitigated. This would allow for a better quality of the results.
The time span for observing changes in tracker lists for
relevant tracker entries should be expanded to yield more
insights into the relevance of a retrospective evaluation of
tracking.
The setup and the software needs adaption to incorporate more
sources for the comparison of open access vs. non-open access
papers, e.g., the flexibility to add other publishers websites
(some publishers have different sites for open and non-open
access papers).
Also, some tools (e.g., Webbkoll) are barred from accessing
some publisher websites, here mitigation to circumvent the
restrictions or alternative tools could be a focus of future
research.
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Abstract—Machine to machine communication over wireless
networks is increasingly adopted to improve service and main-
tenance processes in transportation, e.g., at airports, ports, and
automotive service stations. This brings with it the challenge of
how to set up a session key so that the communication can be
cryptographically secured. While there is a vast design space of
key establishment methods available, there is a lack of process
of how to engineer a solution while considering both security
and safety: how to assess the threats and risks that come with
a particular key establishment method? And how to iteratively
refine a key establishment method under development such that
risk is mitigated to an acceptable level? In this paper, we put
forward an approach that addresses these questions. Moreover,
we devise several cyber-physical measures that can be added
to mitigate risk. We illustrate our approach and the mitigation
measures by means of a real-world use case: TAGA — a Touch
and Go Assistant in the Aerospace Domain. Finally, we highlight
the crucial role that simulation has to play in this security process
for safety.

Index Terms— Security; Key Establishment; Threat and Risk
Analysis; Simulation; Transportation.

I. INTRODUCTION

Machine to Machine (M2M) communication over wire-
less networks is increasingly adopted to improve service
and maintenance processes in transportation, e.g., at airports,
ports, and automotive service stations. This does not come
without security challenges: often these processes are safety-
critical, and often, attacks against them would disrupt critical
infrastructures. One example are the ground processes at an
airport. When an aircraft has landed and reached its parking
slot at the apron many processes such as refuelling and pre-
conditioning are performed. M2M communication between the
aircraft and the respective ground unit allow us to optimize
these processes with respect to accuracy of service, energy-
efficiency, safety, and time. The aircraft will send sensor
values (e.g., temperature or fuel readings), and the ground
unit can adopt flow parameters accordingly. However, if an
attacker managed to spoof fake sensor values into the M2M
communication then this could compromise safety.

The adoption of M2M communication brings with it the
challenge of how to set up a session key so that the commu-

Fig. 1. Pairing up a ground unit and an airplane

nication can be cryptographically secured. While there is a vast
design space of key establishment methods available, there is a
lack of process of how to engineer a solution while considering
both security and safety: how to assess the threats and risks
that come with a particular key establishment method? And
how to iteratively refine a key establishment method under
development such that risk is mitigated to an acceptable level?
In this paper we address these questions building on our
conference contribution [1]. We motivate and illustrate our
approach by means of a real-world use case: TAGA — a
Touch and Go Assistant in the Aerospace Domain. TAGA
is currently under development to enable the introduction of
M2M communication for ground processes at airports.

The idea behind TAGA is to set up the session key by
means of a Near Field Communication (NFC) system. Each
aircraft and ground unit is equipped with a TAGA controller
that contains a secure element for cryptographic operations
and an NFC reader. Moreover, the operator of each ground
unit is provided with a passive NFC card. Altogether, this
allows them to transport messages for key establishment from
the ground unit to the aircraft, and back by means of taps with
the NFC card against the respective NFC reader. The ‘TAGA
walk’ can conveniently be integrated into the operator’s usual
path to the aircraft and back while connecting up the respective
supply hose. This is illustrated in Figure 1.

To start off with, TAGA only defines a process of how to
transfer the messages of a two-way key establishment (KE)
protocol, and there is still considerable design space: which
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concrete KE protocol shall we employ? Do we need to add
further measures to mitigate risk, and if so which ones?

Integrating M2M communication in transportation has to
undergo a safety and security engineering process conform
to the safety and security norms applicable to the respective
domain (such as ISO/SAE 21434 for road vehicles and DO-
178C, DO-254, DO-326A and ARP4754 in the aeronautics
domain). This process will typically involve the following
activities. First, vulnerable assets have to be identified (such
as here the communication channel). Second, for each asset
the potential threats have to be collected (e.g., by a keyword-
guided method such as STRIDE). And third, for each threat a
risk level has to be determined. The risk level is typically
determined by, on the one hand, rating the safety impact
of the threat, and, on the other hand, rating the likelihood
that the threat can be implemented. As a result, the risk
level will decide whether protection by security controls is
required, and to which assurance level the corresponding
security requirements have to be validated.

When it comes to integrating security controls and security
systems the most relevant and widely adopted standard is
Common Criteria (CC) (ISO/IEC 15408). It is the standard that
is widely adopted to evaluate security products and systems.
This standard allows us to define a profile of security require-
ments for a target of evaluation that fall into security functional
requirements, and assurance requirements. The latter specify
that the security functional requiremens must be validated to a
sufficient assurance level. While a CC profile provides a clear
interface between safety and security this should not be taken
as an excuse to stop short of a stronger integration between
security and safety engineering. Without it important safety
measures that can mitigate security risks might be overlooked.

Problem and Contribution: While there is a vast design
space of key establishment methods and products available,
some of them with CC evaluation, there is a lack of process
of how to engineer a solution while integrating both security
and safety: how to assess the threats and risks that come with
a particular key establishment method in a specific context?
And how to iteratively refine a key establishment method under
development such that risk is mitigated to an acceptable level?
In this paper, we put forward and illustrate an approach that
addresses these questions.

We proceed as follows. In Section II we motivate and
present our overall approach. Our approach is based on the
concept of connection compromise states, which define how
key establishment can fail, and provide a finer-grained inter-
face between security and safety. In Section III we motivate
and illustrate our approach by means of the TAGA use case.
In Section IV we devise several concrete measures that can be
added to mitigate risk. In Section V we give a workflow on
how to assess and mitigate the safety impact starting from the
connection compromise states. In particular, we highlight the
important role of simulation in this workflow. In Section VI
we put our work in context with related work. In Section VII
we draw conclusions and discuss future work.

This paper extends the conference version [1] as follows.

In Section II we additionally provide the rationale behind the
connection compromise states. In Section III-D we discuss
an intricate consequence of long-term key compromises, and
in Section IV we introduce several new mitigation measures.
Some of the material is based on the preprint [2].

II. KEY ESTABLISHMENT FOR VEHICLE TO SERVICE UNIT
COMMUNICATION

Setting: We first define the problem setting. As shown by
example in Figure 1 we assume that there is a vehicle V that
is to undergo a maintenance procedure at some location. The
maintenance procedure can involve several types of services,
and each service involves at least one service unit. Each service
unit is either directly coupled to the vehicle (e.g., via a supply
hose) or indirectly (e.g., via the loading of goods). To optimize
the maintenance procedure each service unit shall be able to
engage in M2M communication with the vehicle it services:
to exchange data such as sensor and status values or even
instructions on how to move. Several such procedures can take
place in parallel in adjacent or remote locations.

We assume that the communication is conducted over a
wireless channel (such as Wi-Fi IEEE 802.11), and that a
protocol that allows two parties to communicate securely,
given a secure session key is already in place. This involves
an AEAD (Authenticated Encryption with Associated Data)
scheme such as AES-GCM, and measures against replay and
reflection such as counters and directionality differentiation
(c.f. [3], Section 5.4). For the Wi-Fi security protocols WPA2/3
this is provided by the subprotocol that is responsible for the
bulk data handling after the 4-way handshake. Here we focus
on the challenge of how to establish the necessary session key
between a service unit and the vehicle.

Security Requirements: Table I shows the security prop-
erties that any key establishment method for Vehicle to
Service Unit (V2SU) communication must at least satisfy.
Properties (1) and (2) ensure that the key remains secret, and
that it is fresh for each session. Properties (3) and (4) are
derived from the standard authentication properties for key
establishment protocols [4]. We have formulated the properties
without explicitly referring to the names of the peers. This is
to allow for secure device pairing as the key establishment
method of choice, where identities do not necessarily have
to be exchanged. Names can, however, be included in the
parameter list. One can also include the type of service,
and other service specific parameters into the parameter list.
Property (5) is specific to our setting: it ensures that the
cyber channel indeed connects the machines that are physically
coupled in the maintenance service.

Design Space: The state of the art of key establishment
offers two approaches to achieve the secrecy and authen-
tication properties: one is to employ an Authenticated Key
Establishment (AKE) Protocol [5]; the second is to make use
of a Secure Device Pairing (SDP) scheme [6]. As we will see
later a combination is also possible.

AKE protocols [5] are by now well-investigated, and there
exist many standardized protocols that come with formal
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TABLE I
SECURITY REQUIREMENTS FOR V2SU KEY ESTABLISHMENT

1)

Secrecy of the session key. Upon completion of the key estab-
lishment method, the service unit and the vehicle should have
established a session key which is known to the vehicle and service
unit only.

2) Uniqueness of the session key. Each run of the key establishment
method should produce distinct, independent session keys.

3)

Service unit authentication. Upon completion of the key estab-
lishment method, if a vehicle believes it is communicating with a
service unit on the session with key k and parameters p1, . . . , pn
then there is indeed an authentic service unit that is executing a
session with key k and parameters p1, . . . , pn.

4)

Vehicle authentication. Upon completion of the key establishment
method, if a service unit believes it is communicating with a
vehicle on the session with key k and parameters p1, . . . , pn then
there is indeed an authentic vehicle that is executing a session with
key k and parameters p1, . . . , pn.

5)
Agreement with physical setup. Upon completion of the key
establishment method, the service unit and vehicle should also
be linked by the respective physical setup.

security proofs. One example is the handshake protocol of
Transport Layer Security (TLS). The advantage of AKE pro-
tocols is that they are designed to be secure in the presence
of active adversaries: their security proofs assume an attacker
who has complete control of the network. The drawback
is that communication partners need to pre-share a security
context such as a pre-shared long-term secret or a public
key infrastructure. This typically results in a key management
overhead, which can in turn be the source of further threats to
the system.

SDP [6] schemes make do without a pre-shared security
context but instead rely on so-called Out-of-Band (OoB) chan-
nels to safeguard against person-in-the-middle (PitM) attacks.
These schemes have been widely adopted for Internet of
Things (IoT) and personal devices. One example is Bluetooth
pairing of a device to one’s smartphone. Often the human user
is used as the OoB channel; other schemes make use of prop-
erties of wireless channels such as Near Field Communication
(NFC). The challenge is that the OoB channel must provide
authenticity, and it is not always possible to validate this to a
high assurance level: e.g., because a human user is involved
or because it is difficult to establish that the wireless channel
indeed satisfies authenticity. The great advantage of SDP in our
context is that it makes do without a pre-established security
context. Moreover, it will help us to achieve Property (5): to
pair up two devices typically comes with proximity or some
physical interaction, and in our context this can be woven into
the procedure of the physical setup of the two machines.

Security Engineering for Safety — Challenge: How to
assess the threats and risks that come with a particular key
establishment method in our context? And how to iteratively
refine a key establishment method under development such
that risk is mitigated to an acceptable level? At first sight,
one might be tempted to proceed as follows: assess the safety
impact when the key establishment method maximally fails
(i.e., when the attacker has full control over the connection);

TABLE II
CONNECTION COMPROMISE STATES FOLLOWING A BREACH OF V2SU KEY

ESTABLISHMENT

1)
Person-in-the-middle (PitM). The service unit has a connection
secured by session key K and the vehicle has a connection secured
by key K′ but the attacker knows both K and K′.

2) Impersonation to service unit (Imp2SU). The service unit has a
connection secured by session key K but the attacker knows K.

3) Impersonation to vehicle (Imp2V). The vehicle has a connection
secured by session key K but the attacker knows K.

4)

Parameter mismatch (ParsMismatch). A peer has a connection
secured by session key K and for a session with parameters
p1, . . . , pn, and another peer has a connection secured also by
K and for a session with parameters p′1, . . . , p

′
n, and the attacker

does not know K, but there is i ∈ [1, n] such that pi 6= p′i.

5)

Mismatch with physical setup (PhysMismatch). A peer P shares a
connection secured by session key K with another peer P ′, and
the attacker does not know K, but P and P ′ are not linked by
the respective physical setup.

derive a safety level, and translate this into a Common Criteria
security assurance level; hand this over to a company that
provides key establishment products; and acquire a product
with the corresponding Common Criteria certificate.

However, this approach has the drawback that it closes the
door to measures on the cyber-physical service itself, and
hence, to measures that mitigate the safety impact directly.
Moreover, in our context where actors come from different
security domains we cannot exclude insider attacks, and hence,
this approach might overlook some threats that cannot be
reduced in their likelihood by even the highest assurance level.

Connection Compromise States: Instead, we wish to
reflect that a successful attack against a key establishment
method can have different outcomes, and that certain outcomes
might be easier to achieve for the attacker than others. To
this end, we identify in which ways a supposedly secure
connection can be compromised following a breach of the key
establishment method. The resulting connection compromise
states1 are described in Table II and illustrated in Figure 2.

We now explain the rationale behind the connection com-
promise states. Assume a vehicle V is undergoing maintenance
at some location L. We explore how key establishment could
have failed from the view of V , and from the view of a service
unit at L respectively. Figure 3 shows the derivation from the
view of a service unit U at L. The derivation from the view
of V is similar.

Assume that U has established a session key K, supposedly
with V . In the left branch of Figure 3 we consider the case
when secrecy of K has been breached. Then the attacker
knows K, and will be able to run the connection with U im-
personating V . Hence, the attacker has reached the connection
compromise state impersonation to service unit (Imp2SU).

Next we ask whether V has established a key K ′ for SU , the
service provided by U (where the case K ′ = K is included).

1It is important to note that here we only consider compromise states di-
rectly derived from a failure of the key establishment goals. Other compromise
states, e.g., such as those that result from attacks against session management
such as session hijacking, fixation or riding are out of our scope.
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Fig. 2. Illustration of the connection compromise states (resulting from a failure of key establishment1)

Fig. 3. Deriving the connection compromise states for the view of service units

If this is so, and secrecy of K ′ is also breached then, in
addition, the attacker will be able to impersonate U to V .
Hence, the attacker has full control over the communication
between V and U : they have reached the person-in-the-middle
(PitM) connection compromise state.

If V has established a key K ′ for SU but the attacker does
not know K ′ then either V must have established the key
with a peer other than U , say P , or there is no peer who
has currently established the key K ′. The latter case can be
avoided by U itself when we ensure that the key establishment
method contains a freshness proof and a key confirmation step.

The first case when such a peer P exists brings with it a
violation of agreement with physical setup: U is or will be

physically linked to V rather than P . Hence, we have reached
a mismatch with physical setup connection compromise state.
Moreover, this can go along with a violation of authentication
in that there is no agreement with one of the parameters. Then,
in addition, we have reached a parameter mismatch state.

We still need to consider the case when V has no key
established for SU . Since this case does not directly influence
the service SU we will not expand this further here. This case
is covered by the analogous derivation from the view of V .

Note that while it is often the attacker’s best strategy
to breach vehicle authentication, service unit authentication,
or both respectively in order to reach Imp2SU, Imp2V, or
PitM respectively, it is not necessary to do so: e.g., the key
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could have been revealed after a successful run of the key
establishment method between two authentic parties.

Let us now turn to the top right branch of Figure 3, and
explore how key establishment could have failed while secrecy
of K is not breached. Then either there exists a peer P that
has established K (right branch) or not (left branch). Similarly
to above, the latter case can be avoided by U itself when we
ensure that the key establishment method contains a freshness
proof and a key confirmation step. In the first case, we ask
whether P is indeed V , and V indeed uses K for service SU .
If this is so then there can at most be a parameter mismatch.
If this is not so then we have a mismatch with physical setup.
Moreover, this can also go along with a parameter mismatch.
To reach a parameter mismatch state the attacker always has
to breach authentication. Clearly, a mismatch with physical
setup state always breaches agreement with physical setup.

Security Engineering for Safety — Approach: The se-
curity engineering activities can now be carried out in a
structured and systematic fashion as follows:

1) The security experts identify the threats against the key
establishment method under investigation, and assess for
each connection compromise state the likelihood that
this state can be reached by an attacker.

2) The safety and process engineers of the vehicle and the
maintenance procedure assess for each connection com-
promise state what the severity of impact on safety (and
perhaps other factors) will be if the attacker manages
to reach this state. Moreover, they explore whether and
how the impact can be mitigated by process measures.

3) At synchronization points safety and security experts
together decide whether the combination of the current
assessments of threat likelihood and safety impact result
in an acceptable risk level. If not the workflow will be
repeated in an iterative fashion until an optimal solution
is reached. Finally, assurance levels for the security
components and the mitigation safety measures will
be derived, and forwarded for development, or product
integration respectively.

We will discuss a workflow for the activities of Part (2) in
more detail in Section V since this is where simulation plays a
crucial role throughout. Part (1) will be illustrated via our case
study. Here simulation might also play an important role, e.g.,
to analyse channel properties with respect to a SDP scheme.
For a detailed analysis we employ the tools for formal protocol
verification, such as the Tamarin Protocol Verifier [7].

III. TAGA: A TOUCH AND GO ASSISTANT IN THE
AEROSPACE DOMAIN

We now illustrate our approach by means of the real-world
use case TAGA.

A. Preliminaries

In the following, we will make use of the basic Diffie-
Hellman exchange as well as authenticated Diffie-Hellman
protocols. We assume a cyclic group G of prime order n, and
a generator P of G such that the decisional Diffie-Hellman

TABLE III
PROTOCOL NOTATION

G ID of ground unit
A ID of aircraft
S Service name of ground unit
L Location (i.e., parking slot) of the process
I Intruder
ssidA SSID of the aircraft’s WLAN
ssidI SSID of the intruder’s WLAN
RX , rX Ephemeral public and private DH key of party X
WX , wX Long-term public and private DH key of party X
mac A message authentication code algorithm
H A cryptographic hash function
KDF1, KDF2 Key derivation functions
K Resulting session key
K′ Derived mac key
m1||m2 The concatenation of messages m1 and m2

problem is hard in G. The domain parameters G, n, and P
can be fixed or sent as part of the first message. We use small
letters to denote elements of the field Z∗n, and capital letters
for elements of G. A key pair in the protocols consists of a
public key T , which is a group element, and a private key t,
which is an element of the field Z∗n such that T = tP . Group
operations are written additively (A + B, and cA) consistent
with notation for elliptic curve cryptography.

To describe the protocols we use the notation presented in
Table III. Moreover, we use DH key short for Diffie-Hellman
key, GU short for ground unit, AC short for aircraft, and OP
short for Operator.

B. The TAGA Protoype

The TAGA Pairing Process: The prototype of TAGA
pairing is based on an unauthenticated three-pass key estab-
lishment protocol, where the third pass is a key confirmation
step. It is illustrated in Figure 4 for the case when the Diffie-
Hellman key exchange is used as the underlying protocol.

The operator performs a first NFC tap at the ground unit.
Thereby a first message M1 is written to the card. M1 contains
information necessary for establishing the key together with
the ID of the ground unit and the service that it provides. Then
the operator walks to the aircraft. Typically they will also carry
a supply hose; e.g., for pre-conditioning they will carry the air
supply hose.

At the aircraft, the operator first performs some physical
setup, such as connecting the supply hose to the supply port,
and then carries out the second NFC tap. Thereby, M1 is
transferred to the aircraft’s TAGA controller, and a second
message M2 is written onto the card. M2 contains information
necessary for establishing the key together with the ID of the
aircraft and access data to its WLAN such as the SSID. M2

also contains a ciphertext to grant key confirmation to the
ground unit. The operator then walks back to the ground unit.

Back at the ground unit, the operator carries out a final NFC
tap, and transfers M2 to the ground unit’s TAGA controller.
The ground unit is now able to connect to the aircraft’s WLAN.
A third message is passed over the WLAN connection to
achieve key confirmation to the aircraft. Finally, the operator
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GU G OP with card C AC A

initial NFC tap
mid NFC tap

final NFC tap

Generate (RG, rG)

S,G,RG

Walk

S,G,RG

Generate (RA, rA)

S,A,RA, ssidA

Walk

S,A,RA, ssidA

K := rGRA

K := rARG

Establish Secure WLAN Channel

Finish (key confirmation step)

Fig. 4. TAGA pairing with Diffie-Hellman key exchange

activates the ground unit; e.g., for pre-conditioning they switch
on the air supply. Now the ground unit and the aircraft are
ready to carry out the service using M2M communication.

Threats against the TAGA Channel: Even though TAGA
takes place in a secure zone, where only authorized personnel
have access, our analysis has shown that there are many indi-
rect ways of compromising the TAGA channel. One example
is that the attacker might swap a counterfeit card for the TAGA
card, e.g., while the operator takes a break. Another example
is that the attacker might eavesdrop on the NFC exchange
from outside the secure zone of the turnaround, e.g., by using
a special antenna to increase the nominal range of NFC.

The following example shows that the combination of card
swapping and eavesdropping already allows the attacker to
implement the classic person-in-the-middle attack against the
basic Diffie-Hellman exchange over the TAGA channel.

Example 1 (PitM by Swap & Eavesdrop). Let A be an aircraft
and G be a ground unit at parking slot L so that G is to service
A. In preparation, the attacker swaps his own prepped card CI

for the operator’s card, e.g., while the operator is on a break.
Moreover, the attacker sets up NFC eavesdropping capability,
and their own WLAN access point API in the range of L.
Both CI and API are prepped with a fixed DH key pair
(rI , RI), and the SSID ssidI of the attacker’s WLAN.

The attack then proceeds as depicted in Figure 5. The card
CI carries out the first tap as usual. However, with the second
tap the counterfeit card writes the attacker’s public key RI to
A rather than G’s public key RG. Similarly, with the third tap
the card writes RI and ssidI to G rather than A’s public key
RA and SSID ssidA. Hence, G computes session key KGI

based on rG and RI , and A computes session key KIA based
on rA and RI .

To be able to compute the same keys the attacker needs to

GU G OP with card CI AC A

API

initial NFC tap
mid NFC tap

final NFC tap

Eav
esd

rop
Eav

esd
rop

Generate (RG, rG)

S,G,RG

Walk

S,G,RI

Generate (RA, rA)

S,A,RA, ssidA

Walk

S,A,RI , ssidI

KGI := rGRI

KIA := rARI

Connect to ssidI

Finish

Connect to ssidA

Finish

Receive RG (from Eavesdr.)
KGI := rIRG

Receive RA (from Eavesdr.)
KIA := rIRA

Fig. 5. Person-in-the-middle attack by card swapping and eavesdropping

get RG and RA onto their access point API . Even if the card
only has a passive NFC interface they can use eavesdropping
to do so. Once they have computed KGI and KIA they can
establish the corresponding channels, and mount a PitM attack
against the M2M communication between G and A.

Estimating the Safety Impact: To estimate the severity of
impact of a PitM connection compromise we consider the two
ground services fuelling and pre-conditioning. Our examples
show that while for fuelling the safety impact is controlled by
inbuilt safety measures this is not the case for pre-conditioning,
and the safety impact is potentially high.
Example 2 (Fuelling). The attacker can forge fuel orders, and
induce the fuel truck to load an insufficient or surplus amount
of fuel. While this can be highly disruptive there is no safety
impact. Since the aircraft measures the fuel itself it will notice
if the loaded fuel is not sufficient. Moreover, if the attacker
tries to cause spillage (and hence, a fire hazard) by too large
a fuel order this will not succeed since the backflow will stop
the pump of the fuel truck.
Example 3 (Pre-Conditioning). The attacker can forge air-
flow parameters and sensor values that will induce the pre-
conditioning unit to apply air pressure and temperature un-
suitable to the aircraft. This can be highly damaging: if the
cooling process is too fast then water in the pipes can quickly
become frozen and clog up the pipes. This can happen very
quickly: e.g., with the lowest inlet temperature within 30 sec-
onds, with safety considerations still within 100 seconds. The
resulting backflow will be detected by the pre-conditioning
unit. However, in the worst case pipes might already have
burst. In any case the pipes have to be checked for damage
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S,L, cert(G,WG), RG

Walk to AC

S,L, cert(G,WG), RG

Generate (RA, rA)
sA := rA + H(RA, RG, A,G)wA

SG := RG+H(RG, RA, A,G)WG

KS := sASG

K′ := KDF1(KS)
K := KDF2(KS)
macA := macK′ (2, A,G,

RA, RG, S, L, ssidA)

cert(A,WA), RA, ssidA,macA

Walk to GU

cert(A,WA), RA, ssidA,macA

sG := rG + H(RG, RA, A,G)wG

SA := RA+H(RA, RG, A,G)WA

KS := sGSA

K′ := KDF1(KS)
K := KDF2(KS)
macG := macK′ (3, G,A,

RG, RA, S, L, ssidA)

Establish WLAN Channel
macG

Fig. 6. TAGA pairing based on the FHMQV protocol

afterwards, which is a costly procedure.
In the worst case, the attacker could try to optimize the

attack based on the sensor values sent by the aircraft: they
could try to control the airflow in a way that maximizes the
strain on the pipes without this being detected during service
time but with a high risk that pipes burst during flight.

Our analysis of the prototype has shown that one either
needs to refine TAGA by better protecting the TAGA channel,
or by using an AKE protocol instead of the basic Diffie-
Hellman exchange. In the following, we illustrate aspects of
the latter refinement. A solution in line with the first refinement
can be found in [8].

C. Refinement: Authenticated TAGA

The Authenticated Setting: In the setting of authenticated
TAGA, every aircraft A has a long-term key pair (WA, wA),
where WA is the public key and wA is the private key.
Moreover, A holds a certificate for its public key WA, which is
issued by the airlineA that owns A (or an entity commissioned
by A). We denote the certificate by certA(A,WA, TA, VA),
where TA is the aircraft type of A, and VA specifies the validity
period of the certificate.

Analogously, every ground unit G has a long-term key
pair (WG, wG), and a certificate for its public key WG,
which is issued by the airport H that harbours G (or an

entity commissioned by H). We denote the certificate by
certH(G,WG, SG, VG), where SG is the service type of G
and VG is the validity period of the certificate.

We assume that every aircraft has installed the root certifi-
cates of those airports it intends to land at, and each ground
unit has installed the root certificates of those airlines it is
authorized to handle. For short notation, we often write a
certificate certA(A,WA, TA, VA) as cert(A,WA) when the
issueing party, type of aircraft or service, and validity period
are implicitly clear from the context. Similarly, we often write
cert(G,WG) short for certH(G,WG, SG, VG).

Figure 6 shows TAGA based on the Fully Hashed Menezes-
Qu-Vanstone protocol (FHMQV) [9], [10], where for TAGA
we include service and location into the key confirmation step.
FHMQV is one of the strongest protocols regarding security,
resilience and efficiency, and comes with a security proof. It
satisfies all our secrecy and authentication requirements, i.e.,
Properties (1)–(4) of Table I, even when assuming that the
attacker has full control of the TAGA channel. Our require-
ment ‘Agreement with physical setup’, i.e., Property (5), can
also be guaranteed. Since we have included the parameters
service and location into the key confirmation step the ground
unit and aircraft will agree on service and location as part of
the authentication guarantees. Then to obtain Property (5) the
aircraft and ground unit only need to carry out a handshake
of ‘ready for service’ messages once the secure channel is
established.

The Threat of Long-Term Key Compromise: While secure
AKE protocols are designed to withstand an attacker who
has full control of the network they are vulnerable to the
threat of long-term key compromises. We say the attacker
has obtained a long-term key compromise (LTKC) of the
aircraft A if they have managed to get hold of credentials
that authenticate A: a public/private key pair (WA, wA) and a
valid certificate cert(A,WA), which asserts that WA belongs
to A. The definition for a ground unit G is analogous.

Given the LTKC of a party P , it is unavoidable that
the attacker can impersonate P to other parties. In classical
settings of AKE protocols this will typically impact on the
resources of P , and only P , itself. However, in our setting,
a LTKC can have a wider impact. The following example
shows how the attacker can use the LTKC of some aircraft AI

(possibly of an airline with key management of low security
quality) to impersonate AI to a ground unit that is physically
connected to another aircraft A (possibly of an airline with
key management of high security quality).

Example 4 (Impersonation to Ground Unit with LTKC of any
Aircraft). Let AI be a real or non-existent aircraft of airline
AI , and assume that the attacker has achieved a LTKC of AI .
Further, let A be an aircraft of airline A, and G be a ground
unit at airport H such that G provides service S to A during
turnaround at parking slot L. In preparation, the attacker swaps
their own counterfeit card CI for the card of G’s operator.
Moreover, the attacker sets up NFC eavesdropping capability,
and their own WLAN access point API within range of L.
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Establish WLAN Channel
macG

Fig. 7. Impersonation to ground unit with LTKC of any aircraft

Both API and CI are prepped with AI ’s long-term credentials
wI and cert(AI ,WI), a fixed ephemeral key pair (rI , RI), and
the SSID ssidI of the attacker’s WLAN.

Then the attacker can proceed as shown in Figure 7: they
simply establish a key with G using AI ’s credentials rather
than those of A. Since AI ’s ephemeral key pair can be
fixed beforehand, the resulting session key can be computed
independently on the card CI , and the attacker’s WLAN point
API respectively. The latter only needs to receive G’s public
keys by relay from the eavesdropping device.

Estimating the Safety Impact: The attacker has only
obtained an Imp2SU connection compromise, and one may
hope that this comes with less safety impact than PitM.
However, Imp2SU still allows the attacker to feed any sensor
values they like to the ground unit while the ground unit thinks
this information stems from the aircraft and adjusts the service
correspondingly. The safety impact is potentially high for pre-
conditioning.

Example 5 (Pre-Conditioning). The attacker feeds in airflow
parameters and sensor values, and the ground unit will control
the airflow based on this information. Since the air supply
leads directly into the mixer unit of the aircraft this will take

immediate effect without the aircraft itself having to open a
valve or the like first. Crew or ground staff might notice that
something is wrong and switch off the air supply manually.
However, as explained in Example 3 damage can occur quickly
and this might be too late. In contrast to the PitM attack, the
attacker is not able to obtain sensor values sent by the aircraft,
and, hence, they are not able to optimize the attack based on
such information.

Given the potential safety impact and scale of the attack
(given one LTKC of any airline) it is clear that a further
refinement of the TAGA method is necessary. In particular, it
is worth exploring measures that work on the ground service
itself: one airline will not have much control over the security
infrastructures managed by another. In addition, in our context
of critical infrastructures one cannot write off that a state
actor might take influence to obtain and abuse valid aircraft
credentials of an airline in its realm. We will propose several
measures that will address this situation in Section IV.

Given the LTKC of a ground unit, a simple check can ensure
that the compromised credentials cannot be employed by the
attacker beyond the realm of the airport where the ground
unit operates: the aircraft can simply check the airport in the
certificate against its current location. Moreover, when the
physical control of the service lies entirely with the ground
unit then an Imp2V attack is usually less harmful.

D. Intricate Consequences of LTKCs: Key-Compromise Im-
personation

Given that a participant X has a LTKC, it is clear that
the attacker can impersonate X to any other particpant. And
this is what we have considered so far. However, a more
intricate question to ask is whether this enables the attacker
to impersonate any other participant to X . We then say the
attacker can carry out a Key-Compromise Impersonation (KCI)
attack [11]. In our setting this would mean: given a LTKC of
ground unit GI , the attacker will be able to stage an Imp2SU
attack against any aircraft serviced by GI . Moreover, the
attacker can combine each such KCI attack with a standard
impersonation attack to obtain PitM capability.

Fortunately, many AKE protocols such as the FHMQV
used here are resilient against KCI attacks. And hence, this
attack with potentially large-scale impact can be excluded
by choice of the protocol. We illustrate the KCI attack by a
concrete example based on the Unified Model (UM) protocol
(c.f. [12]). The UM, shown in Table IV, is another Diffie-
Hellman protocol with implicit authentication. Moreover, it is
well-known to be vulnerable to KCI attacks [12].

Example 6 (KCI Attack against UM). Let GI be a ground
unit for service S at airport H, for which the attacker has
achieved a LTKC. Further, let A be any aircraft that is
serviced by GI , say at parking slot L. In preparation, the
attacker swaps the NFC card of GI ’s operator with their own
prepared card UI . Moreover, they set up NFC eavesdropping
capability, and their own WLAN access point API within
range of L. Both, API and the card UI , are prepped with
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TABLE IV
THE UM PROTOCOL

1) G generates (RG, rG)
G sends S,L, cert(G,WG), RG

2) A receives and validates the message
A generates (RA, rA)
A computes K := H(wAWG || rARG)
A computes macA := macK(2, A,G,RA, RG, S, L, ssidA)
A sends cert(A,WA), RA, ssidA,macA

3) G receives and validates the message
G computes K := H(wGWA || rGRA)
G validates macA
G computes macG := macK(3, G,A,RG, RA, S, L, ssidA)
G establishes the WLAN connection and sends macG.

OP with UIGI A

API

S,L, cert(GI ,WI), RG

S,L, cert(GI ,WI), RI

cert(A,WA), RA, ssidA,macA

cert(A,WA), RI , ssidI ,macGI
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Swap RG for RI

Generate (RA, rA)
KIA := H(wAWI || rARI)
macA := macKIA

(2, A,GI ,
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KGI := H(wIWA || rIRG)
macGI := macKGI

(2, A,GI

RI , RG, S, L, ssidI)
Swap RA for RI , macA for macGI

ssidA for ssidI

KGI := H(wIWA || rGRI)
Verify macGI

macG := macKGI
(3, GI , A,

RG, RI , S, L, ssidI) KGI := H(wIWA || rIRG)

Connect to WLAN with ssidI

macG

Receive RA (from Eavesdropper)
KIA := H(wIWA || rIRA)
macIA := macKIA

(3, GI , A,
RI , RA, S, L, ssidA)

Connect to WLAN with ssidA

macIA

Eavesdrop

Fig. 8. KCI attack against TAGA with the UM protocol
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Fig. 9. Last NFC tap extended by human verification of aircraft domain

a fixed ephemeral key pair (rI , RI) and the SSID ssidI for
the WLAN with GI . In addition, API is prepped with GI ’s
credentials wI and cert(GI ,WI), and A’s long-term public
key WA. Alternatively, WA can be obtained by eavesdropping.

Then the attacker can proceed as shown in Figure 8. The
interaction with GI consitutes a KCI attack, where the attacker
impersonates A: they can compute the same key KGI as GI

by using their knowledge of wI rather than wA (and their
own ephemeral key pair). The interaction with A constitutes a
standard impersonation attack, where the attacker can imper-
sonate GI due to their knowledge of wI , and establishes a key
KIA with A. Altogether, the attacker can now fully control the
M2M communication of A and G as the PitM.

This illustrates that as long as KCI attacks are a threat it is
not possible to protect against one-sided LTKCs by detection
measures against impersonation attacks. Hence, in the security
analysis it is important that all paths are investigated how an
attacker could obtain one of the connection compromise states,
even the most intricate ones.

IV. CYBER-PHYSICAL MITIGATION MEASURES

The last section has shown that in a setting where entities
of several security domains interact in an ad hoc fashion
(so that their digital identities are not known prior to key
establishment) the likelihood of certain LTKCs might be
comparatively high. We now propose several measures that
protect against Imp2SU or even PitM. To allow for a more
precise description we formulate most of the measures in
the setting of TAGA. Note, however, that it is straightfoward
to translate the measures to other settings, and to employ
them against Imp2V analogously. A summary is provided in
Section IV-E.

A. Human Verification of Aircraft Domain

The likelihood of Imp2SU against aircraft of an airline
with high security standards can drastically be reduced if
we ensure that the attacker cannot make the ground unit
accept a certificate that does not agree with the domain of
the aircraft that is actually on site. This can be achieved by a
simple measure that makes use of the awareness of the human
operator: while the ground unit has no means to verify that the
received certificate (and information therein) indeed belongs to
the aircraft present at the parking slot, the operator has sight
of the aircraft. Hence, they are able to verify that visually
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observable features of the aircraft such as its type and airline
agree with the information received by the ground unit.

Measure 1 (‘Two eyes’ verification of aircraft domain (2EV)).
Assume the TAGA controller of the ground unit is equipped
with a display and two input buttons: one to confirm, and the
second to stop the process and raise an alarm. Then the last
NFC tap can be extended by human verification as illustrated
in Figure 9. First, the operator transfers the second message by
NFC tap to the ground unit as usual. Recall that this message
contains a certificate certA(A,WA, TA, VA), where A is the
ID of the aircraft, A is the airline of A, and TA is the type of
A. Second, the ground unit shows A and TA on its display,
and the operator verifies whether the aircraft they see on the
parking slot is indeed of airline A and type TA. If yes, then
they will confirm the process; otherwise they will stop the
process and raise an alarm.

Unintended errors of the operator can be kept small: they
can be trained to keep awareness by injection of false alarms
(similary to security screening at airports). It is also possible
to implement this with dual control.

Measure 2 (‘Four eyes’ verification of aircraft domain (4EV)).
For increased security a member of the aircraft crew can
accompany the ground operator and perform the visual ver-
ification as well.

Note that if the underlying protocol is not KCI resilient
then the attack shown in Example 6 is possible even when
this measure is in place.

B. Time-based Detection

An attacker who carries out an Imp2SU attack in the TAGA
setting will need to ensure that the NFC tap at the aircraft
looks successful to the operator. Assume we add a ‘two eye’
verification step in which the operator must verify that the
aircraft has indeed received a TAGA request for the service
they carry out, and hence starts a respective session. An
attacker who only has the capability to reach Imp2SU will
not be able to successfully complete the session, and thereby
be caught out: the aircraft will raise an alarm when a session
is still pending after an unusually long time. Operators can
then check what is going on, and, deactivate the ground unit
before damage occurs.

For the latter to work it is important that the ground unit
defers all safety-critical processing until it can be sure that no
alarm will be raised. How long should the ground unit wait
for? This can be derived as follows.

Fix a ground service S. Let tAmax be the maximal time that
the aircraft waits after starting a new TAGA session for service
S to receive the corresponding Finish message. Let tmin be
the minimal time required from the point after the second
NFC tap at the aircraft up to the point when the ground unit
has received the final NFC tap. tAmax and tmin will mainly be
determined by how long the operator needs to walk from the
aircraft’s TAGA controller back to the ground unit.

Let tstopmax be the time the operator maximally needs to carry
out an emergency stop at the ground unit once they have

G OP A

First NFC tap

Second NFC tap

Display request

Displayed request
= ‘TAGA request for S’?

If yes press confirm button;
else press stop button

Recv input

If input = ‘stop’ then
stop and raise alarm;
else start timer TA

Third NFC tap

Start timer TG

Finish Possibly sent
to attacker’s WiFi Wait for Finish

When TA = tAmax
raise alarm and abort

Upon alarm: stop TAGA session

When TG = tGwait
start safety-critical service

Fig. 10. Time-based detection

heard the alarm of the aircraft. tstopmax will include the time
the operator will need to walk back to the ground unit from
anywhere where they could potentially stay in the meantime.

Then clearly we have: if the TAGA session of the ground
unit has not been stopped within tGwait = tAmax − tmin + tstopmax

time after it has received the final NFC tap then the local
aircraft must have successfully established a session for S,
and the ground unit can start with safety-critical processing.

Measure 3 (Time-based detection (TD)). Let S, tAmax and
tGwait be given as above. Assume the TAGA controller of the
aircraft is equipped with a display and two input buttons: one
to confirm, and the second to stop the process and raise an
alarm. Then TAGA can be extended by a time-based detection
measure as illustrated in Figure 10. At the second NFC tap, the
operator verifies with the help of the display that the request
received by the aircraft coincides with a TAGA request for
the service S they carry out. If this is confirmed the aircraft
will start a timer, say TA. If the corresponding Finish message
is not received before TA has reached tAmax then the aircraft
will raise an alarm. This will trigger the operator to go to
the ground unit and stop the unit’s service. The ground unit
defers any safety-critical processes or settings until tGwait time
has passed from the point of the third NFC tap onwards. If
no alarm has been raised and the operator has not stopped the
TAGA session by then the ground unit can conclude that no
attack has occurred, and continue as usual.

This measure comes with a trade-off between usability and
efficiency: if tAmax is set too large then the process takes a lot
longer than necessary; if tAmax is set too small then there will
be too many false positives and/or pressure on the operator to
hurry. tstopmax can be chosen to be small when the operator is
required to stay close to the ground unit.
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Fig. 11. Physical Challenge/Cyber Response

C. Physical Challenge/Cyber Response

We now propose a measure that translates the standard
scheme of challenge/response authentication into the concept
of physical challenge/cyber response: the ground unit sends
a challenge via the physical connection, e.g., encoded in a
pattern of pulsating flow, which the aircraft must answer via
the cyber channel. Thereby the physical connection is directly
bound into the key establishment method.

Measure 4 (Physical Challenge/Cyber Response). Assume that
the airpacks of the aircraft are equipped with mass airflow
sensors that can detect a pattern of airflow changes and
report it to its TAGA controller. Then a phase of physical
challenge response can be included before the regular M2M
communication starts as illustrated in Figure 11. The ground
unit G generates a random number of a fixed size, say NG, and
encodes this into a pattern of pulsating airflow. The aircraft A
reads the physical signal using its airflow sensors and decodes
it back into a number, say Nread . A then responds by sending
Nread back to G via the cyber channel. G checks whether
Nread = NG. If this is true then G concludes that it speaks
to the aircraft it is physically connected to: only this aircraft
could have known NG. If the numbers don’t agree G stops
and raises an alarm.

Note that physical challenge/cyber response only counters
Imp2SU attacks, and can be undermined by a PitM attacker.

The space of nonces must be sufficiently large to reduce the
risk of guessing attacks: even when the attacker cannot receive
the physical signal they can always guess the nonce NG and
send it back via a cyber channel they have established with the
ground unit by an impersonation attack. This brings about a
trade-off between security and efficiency. For example: Say the
physical channel allows a binary encoding of numbers in terms
of high and low airflow (e.g., using stuffing to synchronize).
Say an encoded bit requires 2 seconds to be transmitted,
and a challenge shall maximally take 10 (or 20) seconds to
be transmitted. Then one can use a space of 32 (or 1024)
nonces, and the attacker has a 1/32 (or 1/1024) chance to
guess correctly.

D. Attack Detection during M2M Phase

Finally, one can make use of attack detection units that
monitor the service during the M2M phase. We present here

two examples. However, any attack detection system that
detects anomalies falls into this category.

Measure 5 (Safety Check and Safety Alert). The vehicle
or service unit could integrate sensors to check whether
system variables such as temperature or pressure are about
to cross safety limits. Then an alarm could be raised, and
operators could deactivate the machine from which the danger
emanates. Note that it is not possible to deactivate the machine
automatically: it is the machine opposite to the one that raises
the alarm that will need to be switched off. Moreover, since
the communication channel is thought to be under attack it is
not possible to reliably send a deactivation request message to
the peer machine either.

Measure 6 (Physics-based Attack Detection). Physics-based
attack detection employs a physical model of the normal
behaviour of the system to monitor whether real-time mea-
surements of system variables are consistent with the expected
behaviour of the system [13], [14]. This concept could be
applied in our context as follows. As with the previous
measure the vehicle is equipped with sensors that take real-
time measurements of system variables. A digital twin of the
control of the service unit models the expected behaviour
under the assumption that the service unit indeed receives the
sensor values the vehicle communicates. If there is a deviation
to the actual behaviour then an alarm will be raised. As with
the safety check method, it is the opposite machine, here the
service unit, that needs to be deactivated, and hence, this has
to be carried out by operators.

The advantage of these measures is that they are indepen-
dent of how key establishment has failed, and also work in
the presence of attacks beyond those during key establishment.
However, they might not be able to catch the attacks before
damage has already occurred: since the physical impact is
caused by the opposite machine there is the time delay between
the alarm and the operator being able to switch off the service
unit. Another challenge is that attacks might go unnoticed if
the attacker chooses a stealthy strategy.

E. Summary

In Table V we provide an overview of the measures. Most
of them work against Imp2SU but can be masked out if the
attacker has full PitM capability or can run a Mismatch attack
in parallel (in the case of time-based detection). Measure 1 will
detect any attack that makes use of a vehicle certificate from
a different domain than the vehicle on site. If the protocol
guarantees KCI (Key Compromise Impersonation) resilience
[11], [12] then this measure will exclude all Imp2SU attacks.

Measure 1 has the advantage that it is independent of the ac-
tual service while Measures 3 and 4 are specific to the service,
and might not always be an option. Measure 2 is dependent on
the service only in that the time interals tAmax and tGwait might
differ across services, which is straightforward to manage by
service-dependent configurations. More challenging might be
if it turns out that the time intervals need to be adjusted across
airports.
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TABLE V
OVERVIEW OF THE MEASURES AND THEIR CHARACTERISTICS

Measure Attack Service-dependent? Preventive? Comments
1 2/4-Eyes Verification Use of non-domain vehicle cert. no yes requires training of operators
2 Time-based Detection Imp2SU∗∗ configurable configurable requires training of operators
3 Physical Challenge/Cyber Response Imp2SU∗ yes yes
4 Attack Detection during M2M Phase all yes no

∗∗ . . . in the absence of PitM and Mismatch
∗ . . . in the absence of PitM

Measures 1 and 3 are directly bound into the key establish-
ment method, and are therefore preventive in that key estab-
lishment will not be successfully completed in the presence
of the respective attack. Measure 2 can be implemented in a
way so that the attack can be detected before any damage can
be caused — in a trade-off with time. Measure 4 might not
be able to prevent damage in general but has the advantage
that it works for all connection compromise states including
attacks that come after key establishment.

V. ASSESSING AND MITIGATING THE SAFETY IMPACT

We now describe a workflow of how the engineers of
the maintenance procedure can iteratively assess the severity
of impact, and explore and assess means to mitigate it.
The workflow consists of the following activities. They can
systematically be performed for each of the services, and for
each of the relevant connection compromise states. In each of
the steps simulation plays a crucial role.

1) Initial estimation and, if applicable, demonstration of the
safety impact.

2) Refined analysis of the safety impact.
3) Exploration and assessment of mitigation measures.

Then iterate steps (2) and (3) until risk is mitigated to an
acceptable level.

A. Initial Estimation of the Safety Impact

A first analysis of the safety impact is carried out. Usually,
this can be done by hand by the engineers of the machines and
maintenance process. This gives a first impression of whether a
connection compromise state is critical or not. Our examples
in Section III show that there can be differences across the
services as well as across the connection compromise states.

It makes sense to carry out this initial step breadth-first
for all services at hand. In this way one can learn early on
if there are large differences between the risk levels across
the services. Then one can e.g., partition them into several
safety domains, or, mitigate the risk of individual services by
additional measures.

Simulation can be an important tool at this stage to demon-
strate the safety impact. This should not be underestimated:
a demonstration is worth immensely more than a 1000 words
when it comes to informing other team members or convincing
management of the necessity of security measures (and their
costs).

TABLE VI
ATTACKER’S STRATEGIC GOALS

The attacker’s strategic goal could be as follows:
1) create maximal damage while the maintenance process

takes place,
2) create maximal damage during the operation of the vehicle

after the maintenance process has taken place,
3) create maximal disruption, e.g., in terms of delays, equip-

ment cost, locations affected,
while

a) the attack does not remain stealthy,
b) the attack remains stealthy,
c) the attack potential can be demonstrated without being

carried out (in view of ransomware attacks).

B. Refined Analysis of the Safety Impact

Many outcomes of the first phase will require a more refined
analysis. In the positive case, when the initial estimation
has delivered the result that the safety impact is controlled
by existing safety mechanisms (c.f. Example 2) it might be
important to submit this outcome to closer examination. This
is so because safety measures such as backflow valves will
not have been desigend to withstand malicicous intent, and the
forces or patterns applied might be different when the system
is under attack. In the negative case, when the initial estimation
has delivered the result that safety impact is to be expected it
might be important to explore the attack capabilites in more
detail, e.g., to determine whether the attack will only lead to
disruption or put passengers at risk (c.f. Example 3).

For this phase we assume that the service under investiga-
tion is already modelled in a tool such as Stateflow/Simulink.
The model then only needs to be extended to integrate the
respective connection compromise state. We suggest to provide
one channel component for each of the connection compro-
mise states in addition to the original uncrompromised channel
component. Then during evaluation one can switch between
the different channel models as required.

The question remains of how to choose the input values
for the attack simulations. E.g. to assess the Imp2SU state,
which sensor inputs shall the attacker model communicate to
the model of the service unit? At first sight, it might seem
plausible to use the fault models typically used in safety
analysis such as ‘stuck at’ or ‘random’. However, this will
not sufficiently reflect that during an attack the values are
chosen by a purposeful attacker. We propose instead to identify
the strategic goals an attacker might have, and to choose the
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system inputs accordingly. In Table VI we show a first draft of
such goals. We have separated out two dimensions: the type
of damage an attacker intends to cause, and the attack mode,
e.g., whether the attack shall remain stealthy or not. Note that,
in particular for stealthy attacks, the input patterns might not
be obvious. Then simulation also has an important role to play
to find and optimize the system parameters accordingly.

It is a joint task for safety engineers and security engineers
in cooperation with members of agencies such as the BSI
(Bundesamt für Sicherheit in der Informationstechnik), the
relevant authority in Germany, to assess the likelihood of such
attacks: the first group can assess the necessary resources (e.g.,
knowledge, access to equipment) for an attack category, while
the latter can assess whether corresponding groups with the
respective strategic goals are able to obtain these resources.

C. Exploration and Assessment of Mitigation Measures

In Section IV we have seen how measures that act on the
physical part of the service can play an important role to
mitigate the impact when key establishment fails.

Simulation can either be part of the measure itself as with
cyber-physical attack detection in form of a digital twin or
it can play a crucial role to validate the measure. There are
several facets here: first, to validate whether the physics behind
the method will indeed work. Second, to simulate and validate
the actions of ground personnel in case of an alarm, e.g., to
estimate the time it takes for them to deactive the respective
machine. And third, to validate whether the time between the
alarm and the deactivation is sufficiently short to reduce risk
before damage is caused. Finally, co-simulation can be used
for an overall validation. Again, simulation can also be used
for parameter optimization. For any attack detection system it
will be important to consider the evaluation criteria considered
in [14]: the trade-off between the maximum deviation of
critical system variables per time unit imposed by undetected
attacks, and the expected time between false alarms.

VI. RELATED WORK

Safety and Security Process: In view of the increased
use of wireless communication in transportation there has
been a long-term undertaking to integrate both safety and
security into norms and standards, and to devise appropriate
methods for threat analysis and risk assessment. Important
methods, originally from the automotive domain, are the one
of the project EVITA [15], the one of the project HEAVENS
[16], and the SAHARA method [17], which combines HARA
(hazard analysis and risk assessment) from the safety domain
with STRIDE [18] from the security domain. The standardiza-
tion efforts in the automotive domain have culminated in the
recent ISO/SAE 21434 Automotive Cybersecurity Standard
(c.f. [19]). This has led to a maturing of the methods into
tool-chains [20]. However, these methods and tools focus on
high-level system aspects, and do not adequately capture and
structure the level of key establishment.

Authenticated Key Establishment Protocols: The Diffie-
Hellman key exchange [21] is the first key establishment
protocol in the public key setting; indeed it was put forward
at the same time as the idea of public key cryptography itself.
Since then much effort has been gone into how to design and
verify authenticated key establishment protocols, which can be
used over an open channel and in the presence of an active
adversary to securely establish a key [9], [11], [12]. It became
clear that such protocols are vulnerable to subtle attacks, and it
is now standard to formally verify security protocols by state-
of-the-art symbolic protocol tools such as Tamarin [7], [22] or
ProVerif [23] and/or to prove them secure in a cryptographic
security model [10].

Both, design and verification of key establishment protocols
is an ongoing activity: not least since the advent of quantum
computing will also affect the protocols in use today. For
example, the novel PQXDH (Post-Quantum Extended Diffie-
Hellmann) protocol provides post-quantum forward secrecy
while still being based on the discrete logarithm problem [24].

While there is very rigorous methodology to design and
verify security protocols, most of the activities are focussed
on the protocols themselves under standard assumptions (e.g.,
concerning key reveals) motivated by cyber-only applications.
Here we have focussed on outside the box challenges unique to
our M2M setting and the potential of cyber-physical measures.

Secure Device Pairing: SDP has been an active research
field ever since it was put forward by Stajano and Anderson
in 1999 (c.f. [25]). Moreover, SDP schemes have been widely
adopted for IoT and personal devices. Mirzadeh et al. [26]
review device pairing protocols and their security, including
group device pairing. Fomichev et al. [6] provide terminology
and foundations for a classification and comparison of existing
SDP schemes, and a comprehensive survey thereof. SDP has
been less investigated and put to practice in the context of
pairing up large machines of different security domains. We
have used here SDP in a hybrid form, employing an AKE
protocol. The TAGA channel provides a new type of OoB
channel, which in our context turned out to be insufficiently
secure but which provides a second line of defence.

VII. CONCLUSIONS AND FUTURE WORK

In this work we have addressed the gap of how to engi-
neer and validate key establishment methods in safety-critical
M2M settings. We have put forward to work with connection
compromise states, which define how key establishment can
fail and allow for a more fine-grained integration with cyber-
physical mitigation measures. We have also seen that in our
setting there is a range of measures available that work
well, in particular when there are complex trust assumptions
due to participants coming from different security realms.
Our examples have shown that the consequences of threats
against key establishment such as LTKCs can be subtle and
unexpectedly large in M2M settings.

Concerning security verification the protocols in use should
undergo the rigorous verification process of the cryptographic
protocol community. The attacker model can be adapted so that
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it suits the channel used, which in turn has to be rigorously
investigated. Here we have reverted to the standard Dolev-
Yao model, who has full control of the network. However, in
a parallel work we investigate how this can be slightly relaxed
for the TAGA channel. We also explore a solution, which will
be fully local and not depend on global key management [8].
We will also explore post-quantum security for our setting.
Another important point for future work is to find methods
that allow us to assess the likelihood of LTKCs and other
threats against key establishment in a systematic way.

Moreover, this paper has demonstrated that simulation plays
an important role in the process to develop and validate a
key establishment method for security and safety. Of course,
the activities described here can be followed by bench/live
tests, and formal verification where necessary. In particular,
we wish to investigate whether and how statistical model-
checking [27] can be made use of in the tool-chain: to be
able to verify integrated safety and security properties such
as: “Safety mitigation kicks in before attack causes harm with
probability > P”.
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