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Aspects of Security Update Handling for IoT-devices
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Abstract—There is a fast-growing number of quite capable
Internet-of-Things (IoT) devices out there. These devices are
generally unattended, often exposed and frequently vulnerable.
The current practice of deploying, and then leaving the devices
unattended and unmanaged is not future proof. There is an urgent
need for well-defined security update management procedures for
these devices. Sufficient, sensible and secure default settings, as
well as built-in privacy must be included. This paper presents
a brief overview of the IoT threat landscape, argues for the
necessity of security update provisioning for the IoT devices. As
such, it is a call for action. Finally, an outline of a privacy-aware
security update provisioning model is given. We have included
incident management as well in the outline, but is only very
rudimentary sketch of what one would need to provide. Suffice
to say that there may be a need for these capabilities too, but it
can probably only be justified for relatively capable devices.

Keywords–Security update; Internet-of-Things; Incident report-
ing; Security maintenance; Privacy; Security management.

I. INTRODUCTION

A. Background and Motivation
This paper is based on the paper “Security Update and In-

cident Handling for IoT-devices; A Privacy-Aware Approach”
[1], presented at SecurWare 2016.

It was noted that there is a growing number of relatively
capable devices being designed and deployed. We only concern
our selves with this class of devices in this paper. These
devices, although quite simple, tend to have sufficient hardware
support to be able to provide cryptographic functionality. It is
thus feasible to design security schemes for these devices.

A central argument of the above paper was that IoT
devices should be properly managed. It was postulated that the
majority of the IoT device owners will be unable to adequately
manage the devices, and furthermore they would generally be
ill-equipped to understand and respond to security and privacy
requirements. To solve these problems, IoT devices will need
to have fully-automated security update capabilities. No user
intervention should be required, although one must permit
knowledgable users to configure the mechanisms. The security
maxim should be “Security-by-Default”, where sensible secu-
rity defaults are applied and enabled. Of course, privacy must
also be catered for, and one may here look to the “Privacy-by-
Design” initiative for high-level guidelines [2].

Since the original paper was published in July 2016, we
have witnessed a number of high-publicity Internet infrastruc-
ture attacks facilitated by IoT devices with poor or non-existent
security. These include, amongst others, large scale Distributed
Denial-of-Service (DDoS) attacks using web cameras. With a
proper security update solution in place, these cameras would

have been substantially less vulnerable, and the DDoS attack
by the Mirai-based malware would likely had been a lot less
effective or maybe even fully prevented. We shall provide an
update on some real-world attacks on unattended and generally
unprotected IoT devices in Subsection II-D.

We have further updated the original paper on a concrete
and practical firmware (FW) update schemes already in place.
This scheme will serve as an example of the basic firmware
update capability that is often provided with uncommissioned
devices. Generally, it seems that the basic FW update function-
alities may be reasonably complete by themselves, by that the
trust assumptions are fairly naive. Furthermore, the schemes
are often quite limited in scope and cannot provide anything
other than a basic rudimentary update functionality. That is,
there is hardly an overall solution in place, which provides
credible security, roll-back, etc.

We must stress that to provide basic capabilities is not
enough. The solution must be automated, completely trans-
parent to the user, and it must provide credible security and
privacy. Of course, the security update scheme must also be
trustworthy and honest with respect to agreed capabilities
and attributes. There has recently been reports of abuse of
such schemes [3]. The scheme in [3] was not a security
update scheme, but a fully automated firmware-based App
downloader. It was also covert, and it did carry out software
installation and updating without any user interaction. It may
best be described as a persistent App installation scheme,
reinstalling and updating unwanted Apps irrespective of user
actions.

There needs to be a level of assurance and some mea-
sure of enforcement in place, and while a technologically
basis must be provided, one likely also need support from
jurisdictional and regulatory authorities. That is, there must a)
exists pressures to provide honest and effective security update
services and b) there must exists authorities which can react
to protect end-users when update functionality has been used
in subversive ways. We note that legal and regulatory control
is slow acting and that they only seem to react after-the-fact.

We note that a properly implemented security update
scheme will look a lot like a so-called “command & control”
structure that is typically employed by botnets. And, clearly
also quite similar to the scheme in [3]. However, the control
servers for a security update scheme should be fully visible
and official, so traffic to/from a security update server would
not be confused with botnet control plane traffic (which may
also be obfuscated to hinder intrusion detection systems (IDS)
from noticing it).
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B. Outline of our Proposed Security Update Model
The security update management and a minimal security

incident and anomaly reporting service presented in this paper
is not intended as a realistic model or proposal. The aim of
proposal is rather to identify and highlight aspects of a possible
solution, and thus to identify and illustrate requirements.

An important aspect of the model is to demonstrate techni-
cal feasibility. This is in line with the article itself, which aim
to demonstrate the urgent need for security update services.
The suggested architecture model features three information
planes:

• User Services Plane (USP)
• User Management Plane (UMP)
• Security Management Plane (SMP)

The services will be realized by a two-tier architecture, sep-
arating global and local components, with clear division of
authority and assumed trust between them.

The USP and UMP service planes may have cloud-based
components, but whatever the case, these planes will have
“local” termination with respect to the IoT device. The SMP
service will be centralized and “global” in scope.

Privacy is a required property, and our design aim to
adhere to the Privacy-by-Design (PbD) [2] tenets. We have
therefore taken steps to make the model privacy-aware and
privacy respecting, by introducing separation of duties and
being particular at what kind of trust is placed in which
architectural component/layer.

C. Related Work and Relevant Standards
The field is not yet settled, and the number of papers and

proposed standards, of all types, is large and growing. We
expect security and privacy to become even more important
for IoT in the future. Our paper highlight the needs for secure
management, and provide pointers as to how one could design
such system.

1) Related Work: A few examples.
The survey paper “Security, privacy and trust in Internet of

Things: The road ahead” [4] contains a broad overview over
the challenges to IoT security. It emphasises that the IoT vision
is characterized by heterogeneity, in terms of technologies,
usages and application domains. It is also a fast phased and
dynamic environment. Traditional security measures still play
a large role, but the paper highlights that these are not always
complete, sufficient or even appropriate. The authors also point
out that scalability and flexibility is essential in this domain.

Another paper which also highlights open issues more than
solutions is found in [5]. Also, the authors discusses these and
related issues, like vulnerability, threats, intruders and attacks,
in [6]. Both papers take a relatively high-level perspective.
Other relevant works include [7]–[11].

In [12], the authors claim that “And as IoT contains three
layers: perception layer, transportation layer and application
layer, this paper will analyze the security problems of each
layer separately and try to find new problems and solutions.”.
In the end, the authors conclude that IoT devices are more
exposed and less capable than other network elements, and that
therefore the challenges are both different and more urgent.
Trust related to IoT devices, both in software and hardware,
is discussed in [13].

2) Relevant Standards: There is no shortage of formal stan-
dards and industrial standards concerning IoT and security for
IoT. The following is an incomplete selected set of standards.
There is a bias in the selection towards wireless and cellular
communications standards. We feel this is well justified given
that very large proportion of the IoT devices will have WLAN
and/or cellular capabilities built-in. Others will probably have
Bluetooth (Low Energy) or some similar short-range access
technology that in turn enables access to the internet.

– 3GPP TS 33.401: 4G Security Architecture

This standard is about the 3GPP 4G security architecture
and it encompasses security for the eNodeB (eNB) base
(tranceiver) stations (chapter 5.3 in [14]). In a 4G network,
to achieve sufficient spatial ([bit/s]/m2) capacity, one needs a
densely distributed network of eNB’s. There will therefore be
a large number of eNB’s, and the scenario may be somewhat
reminiscent of a managed IoT network. Security for updating
and managing the highly distritbuted base stations may be
different from many IoT scenarios, but we believe there are
many similarities and lessons to be learned here.

– 3GPP TS 33.310: Authentication Framework

This standard [14] specifies, amongst others, roll-out of
digital certificates to the 3GPP eNB base stations, using the
Certificate Management Protocol (CMP) [15]. This part is
highly relevant for IoT devices too, since many of them will
indeed be capable of handling asymmetric crypto and digital
certificates. Indeed, even the humble SIM card (smart card) is
able to do so, and we therefore postulate that this capacity is
fully feasible for any IoT device that needs to handle security
sensitive data and/or privacy sensitive data. Moore’s law also
implies that this capacity will only be cheaper over time, and
so we fully expect that such capabilities will be commonplace.

– 3GPP TS 33.187: Machine-Type Communications

This standard [16] encompasses security for the so-called
Machine-Type Communications (MTC). The standard defines
how to allow IoT and machine-to-machine (m2m) devices be
connected to a Service Capability Exposure Function (SCEF).
Specifically, TS 33.187 requires “integrity protection, replay
protection, confidentiality protection and privacy protection for
communication between the SCEF and 3GPP Network Entity
shall be supported” (Chapter 4.1 in [16]). These aspects are
important for all IoT devices and this standard may serve as
design input for non-3GPP cases too.

– GSMA CLP.11: IoT Security Guidelines Overview

This document [17] by the GSM Association is a non-
binding guidelines document, and is as such not a normative
standards document. It may still be quite influential since the
GSM Association does have great reach within the community
of cellular operators and vendors. The document identifies a
set of grand challenges for IoT, and then proceeds to propose
possible solutions. The challenges listed are:

A) Availability

B) Identity

C) Privacy

D) Security

2
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Provisioning of scalable and flexible identifier structures is
at the heart of the problem. Similarly, availability and security
normally presupposes that the entities (the IoT devices) can be
identified. Privacy then adds to this, but presupposing strong
security [2] and requiring that the long-term identifiers are
never exposed in clear (amongst others).

The document pays considerable attention to life-cycle
aspects issues. The document also includes a chapter on
risk assessment, an aspect which is all too often neglected
in standards documents. Would-be IoT system designers are
well advised to take this document into consideration. The
document seems inspired by the “assumptions must be stated”
idea, in a similar vein to the “Prudent Engineering Practice for
Cryptographic Protocols” [18] paper. We strongly approve of
the need for being explicit about assumptions and conditions.

– NIST: Cyber-Physical Systems (CPS) Framework
The NIST “Framework for Cyber-Physical Systems” doc-

ument is an ambitious document which is expected to have
considerable influence over future products [19]. The CSP
Framework is largely oriented around the notion of systems-
of-systems.

We also note that NIST has initiated work on “IoT-Enabled
Smart City Framework” (abridged to “IES-City Framwork”).
The framework is developed by a consortium, and started in
earnest March 2016. Currently, only a white paper has been
released by the working group [20].

3) Emerging Standards: International Mobile Telecommu-
nications (IMT) is a framework for international mobile sys-
tems. It is mainly oriented towards defining capabilities, and
have previously been defining framework for 3G (IMT 2000)
and 4G (IMT-Advanced) mobil systems. The coming standards
for 5G mobile systems, based upon the International Telecom-
munication Union (ITU) so-called “IMT for 2020 and beyond”
vision, will have substantial support for “machine type com-
munications (MTC)” [21]. The 3GPP, which is a consortium
that includes standards development bodies, telecom operators
and vendors, develops the concrete technical specifications
based on the IMT vision. The 3GPP has stated that the basic
technical standards for the IMT-2020 vision should be ready
during 2020, and that some of the more advanced features are
scheduled for 2021. Products, 5G compliant nodes/components
and devices, will start arriving shortly after this. Experimental-
and pilot deployment of parts of the 5G architecture already
takes place.

Figure 1 depicts the 5G service triangle, where two of the
three sides will have a strong focus on MTC services:

• Enhanced Mobile Broadband: Mainly focusing on
bandwidth and to some extent user mobility

• Ultra-reliable and Low Latency Communications:
This axis also encompasses the so-called “Critical
MTC (cMTC)” type of communications. Strong se-
curity and hard requirements on bit error probabilities
are part of this vision, and also fog computing (due
to stringent round-loop latency requirements).

• Massive Machine Type Communications (mMTC):
Low system/device overhead is main priority (ex-
tremely low power, small and infrequent payloads,
upto 106 devices per km2)

It is early days for IMT 2020 and 5G, but we expect important
standards to emerge from for instance the 3GPP work on 5G,
and some of these will no doubt have an impact on future IoT
security.

D. Paper Layout
In Section II, we provide a high-level problem description.

This includes the main aspects and high-level requirements. In
particular, we provide a basic outline of the threats and real-
world attacks that a IoT security scheme will have to face.

In Section III, we continue our investigation with a focus on
underlying assumptions and premises concerning the devices
and the detailed security service needs. This includes details
concerning device capabilities, concerning firm ware updating
and concerning device identifiers and location/identity privacy
concerns.

In Section IV, we provide an outline of the proposed
security management plane model. Here we outline the logical
planes, network components and interfaces.

In Section V, we discuss the achievements and in Section
VI we round off with a Summary and Conclusion.

II. HIGH-LEVEL PROBLEM DESCRIPTION

A. Security for IoT Truisms
In the article “Click Here to Kill Everyone” [22], the author

postulates that the IoT may be seen as a world-size robot and
that it is about time to get it under control. The article is a bit
alarmist, but maybe rightly so.

A cental point to the article is that there is an arms race
between information assurance and the people who want to ex-
ploit the IoT devices for their own illicit goals. Based on these
observations, the author outlines a set of truisms. Awareness
of these truisms, which may or may not be tautological to the
various IoT actors, will help us better protect the IoT devices
and the associated infrastructures.
Schneier’s IoT security truisms:

1) On the internet, attack is easier than defense.
2) Most software is poorly written and insecure.
3) Connecting everything to each other via the internet

will expose new vulnerabilities.
4) Everybody has to stop the best attackers in the world.
5) Laws inhibit security research.

One may or may not agree with this set of truisms, or
one may find it inconsistent, overlapping or incomplete, but
the obvious lesson here is that we sorely need professional
security management for IoT devices and IoT infrastructure.

B. User Interaction, Security Fatigue and Informed Consent
As a general rule, we believe that it is unrealistic to expect

the end-users to configure or carry out much in terms of
security setup of IoT devices. Likewise, we believe that it is
equally unrealistic to expect the end-users to act on information
pertaining intrusion attempts and similar. Partially, this can be
attributed the phenomenon of “security fatigue” [23], but it
can also be attributed to the fact that, to most ordinary end-
users, information concerning security configuration, setup or
intrusion alerts, simply must be considered “non-actionable”.
That is, there is no realistic way that the end-user would know
what he or she should do. As such, information, warnings
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Figure 1. Usage secenarios of IMT for 2020 and beyond (Source: Fig.2 in ITU-R M.2083).

and alerts directed towards the end-user, that he or she cannot
realistically be expected to know how to deal with, will only
contribute towards “security fatigue”. This would be analogous
to the concept of non-actionable news, in which the meaning of
the provided news items degenerates into mere entertainment
[24]. Security related non-actionable information would have
no entertainment value, but would contribute to cause stress
and the before mentioned “security fatigue”.

The problem with non-actionable information is also some-
what reminiscent of the problems with “informed consent”.
There are many papers highlighting these problems [25], [26],
and one main objection is that one cannot easily expect anyone
but experts to be truly informed.

We therefore conclude that while IoT devices should be
managed, we cannot expect end-users to be able to do this
except for possibly assisting a management system with very
basic actions and decisions (“reset device”,“turn off device”).
To ask users for permission to carry out various actions, the
“informed consent” part, is likewise not very useful. It may
serve a legal need, but this is pretence and has for the most
part little to do with true informed consent.

C. Threat Landscape

The “European Union Agency for Network and Informa-
tion Security” (ENISA) annually publishes so-called “ENISA
Threat Landscape” (ETL) reports, the most recent being the
2015 report [27]. They also publish topic-orient threat land-
scape reports, but there is no report dedicated to IoT.

In chapter 3.2 Malware in ETL-2015 [27] it is noted that:

“Rather than complexity, cyber-criminals are fo-
cussing on efficiency. In the reporting period we have
seen the revival of infection techniques employed
almost 20 years ago....”

We believe that this opportunistic cyber attack strategy is
quite effective towards IoT devices, since they generally seems
to have poorly designed and poorly implemented security
functions.

We may ourselves briefly outline the basics of a threat land-
scape. The basic premises for assessing the threat landscape
consists minimally of the following parameters:

• Asset identification and attributed value
• Asset exposure (per design)
• Attack surface and Vulnerability exposure
• Baseline security features
• Detection and Response capabilities
• Threat Agents (Intruder/Attacker)
• Attack Vectors
• Manifest Threats/Actual attacks
1) Asset identification and attributed value: What is it that

has value? The physical device may have some value, but it is
often the case that the data on the device has more value than
the device itself. Understanding where the value actually is, is
of course paramount.

2) Asset Exposure: For IoT the exposure or “visibility”
is both through local physical exposure and through global
connectivity exposure by means of the internet access. The
local exposure, severe as it may be, does not scale and as
such is of lesser importance. The global connectivity exposure
is through the IP interface, and commonly though some sort
of web server on the IoT device.

3) Attack surface and Vulnerability exposure: The attack
surface is generally the whole of the exposed part of the asset.
For our case, we define this to be the IP address(es) and the
port range visible on the internet. The vulnerabilities would
be associated with flaws or weaknesses in the information
handling over the available attack surface. Exploitation of
vulnerabilities is generally not straight forward, and it is not
obvious that one can create attack vectors from a set of
vulnerabilities. Or indeed, that the vulnerabilities are known
to a threat agent.

4) Baseline Security features: The IoT device may or may
not have some built-in security, but it is common to at least
have some sort of password based scheme in place. The
security in place will effectively mitigate vulnerabilities and
remove or mitigate attack vectors.
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Ideally, the configuration of the device would also include
proper security hardening, and removal of all unneeded func-
tionality and closing down all unneeded ports. This would
reduce the attack surface and invariably also reduce the vul-
nerabilities, leaving less possible attack vectors available.

Advanced persistent threats (APT) is of course also a
concern, but realistically these types are much less common
and they are also far more difficult to protect against.

We therefore postulate that the baseline security ought to
be able to fend off most of the trivial attacks. If the security
measures are cost-effective, then certainly the baseline security
should do more, but we cannot realistically require a simple
IoT device to be able to withstand APT attcks.

5) Detection and Response capabilities: Low-cost IoT de-
vices seldom have much in terms of detection and response
capabilities. This is a problem, and it makes it substantially
harder to recover from an intrusion event. This situation can
actually be improved upon, and even low cost devices could
have basic detection and response mechanisms in place. We
return to this topic later in the paper (Section III).

6) Threat Agents (Intruder/Attacker): In this paper we will
mostly consider relatively opportunistic threat agents. As was
mentioned in the ENISA ETL-2015 quote, cyber criminals are
more concerned with efficiency than demonstrating technical
competency. That is, they are more concerned with goals than
methods. It is therefore no surprise then that attacks as simple
targeting devices with default administrator accounts with
default passwords are popular. Script kiddies would probably
also mostly use quite simple methods, or whatever methods
easily available to them.

APT intruders are obviously also possible, but to protect
against these are not part of the scope of this paper. At best, one
can hope to make attacks costlier to these types of intruders,
and thereby prevent or mtigate scalability of the attacks. This
is important, since form a system perspective, to prevent attack
scalability is an important goal.

7) Attack Vectors: Attack vectors are simply possible
recipes to carry out a successful attack on a system, utilizing
whatever exposed vulnerabilities there are. We note that what
constitutes “success” is defined by the threat agent.

8) Manifest Threats/Actual attacks: Classification wise,
this is actual attacks that has succeeded, using one or more
of the available attack vectors. Success is here relative to the
intruder goals, and these are detrimental to the security and
privacy goals. Note that the intruder goals may not be aligned
with what the end-user perceives to be the most valuable aspect
of the IoT-device/service.

D. Real-World Experiences with Unprotected IoT Devices
During 2016 we have witness a new trend, in which cyber

criminals systematically search out vulnerable IoT devices.
The devices are attacked en masse and infected with botnet
malware. A couple of rather high-profile DDoS attacks were
conducted with the Mirai botnet malware.

In one instance, the web site of Brian Krebs, known as
KrebsOnSecurity, were attacked [28]. By itself, an attack on
a single host would be inconsequential and of little general
interest, but in this case the attack was on an unprecedented
scale, and caused internet giant Akamai to terminate the pro-
bono hosting contract with Brian Krebs. They simply could

not afford to stand up to the record breaking torrent of
620 Gigabits of traffic per second. Brian Krebs himself is a
security researcher and blogger who does in-depth research
and analysis of cybercrime worldwide. His reporting on DDoS
attacks and the perpetrators apparently made him the target
of the DDoS attack. The KrebsOnSecurity site is now hosted
behind Google’s Project Shield, which according to Google
is “...is a free service that uses Google technology to protect
news sites and free expression from DDoS attacks on the web”
(https://projectshield.withgoogle.com/public/). The particular
attack on KrebsOnSecurity seems to have been conducted by
compromised routers, security cameras, printers and digital
video recorder (DVRs). Default account names and passwords
seems to be the common denominator for the infection process.

The Mirai source code was published subsequent to the
attack on KrebsOnSecurity, which ironically makes it “open
source” code [28]. Since then, Mirai has been used in other
attacks, by other botnets. There was also a large scale attack
on the French hosting firm OHV, and there was an attack
on the company Dyn, who provides Domain Name System
(DNS) services. The Dyn attack effectively prevent name
resolution and thereby reachability for services such as Twitter,
SoundCloud, Spotify and Reddit amongst others [29], [30].

The infection stage of Mirai have evolved after it was made
public, and by now there are many variants of Mirai. The
evolved versions are exploiting different vulnerabilities, and
at least on strain seems to be specializing on infecting routers
[28]. Mirai, of course, are just one type of botnet which attacks
IoT devices. At this years DEF CON there was considerable
attention on IoT security, and there results were abysmal.
During DEF CON 47 new vulnerabilities were found in a
total of 23 different devices [31]. One example includes solar
panel. Several security issues were found, including a hard-
coded password, a command injection flaw, an open access
point connection and a lack of network segmentation [32].

E. Device Capabilities
Many of the devices, if power is not too much of a

constraint, will be enjoying 32-bit processing, relatively large
amounts of memory and even more flash memory. A typical
mid-level IoT platform these days would be based on the
ARM Cortex M family of processors. Here we have the
relatively powerful ARM M4 processor (w/floating point and
DSP functionality), being both very affordable and surprisingly
power efficient [33], [34]. These devices typically provide 32-
256KB SRAM memory and up to 1GB flash memory. We
assume a device of roughly this capability in our design.
However, the flexibility that comes with updatable software
may also turn out to be an Achilles heal unless properly
managed.

F. Lightweight, Minimality and Modularity
The core IoT architecture should be lightweight, including

the base protocols. Correctness and efficiency is likely to
benefit from this. Basic security and privacy functionality must
be included in the core architecture.

Extensibility and additional features will be needed, and
this must be designed to be modular. Restraint in adding
features is necessary, but is clear that any successful archi-
tecture will over time grow more complex and encompass
new areas [35]. We advocate a design reminiscent of the
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microkernel approach to operating systems design [36], in
which only a minimal set of functional are at the core, running
in supervisor mode, and where other component may be
added and where strict rules concerning use of well-defined
interfaces and protocols are adhered to. This will, amongst
others, facilitate security hardening and it will enable the
systems to be deployed on less capable devices.

G. Connectivity and Exposure
Commonly the devices will have bluetooth low energy con-

nectivity, WLAN connectivity or even fixed LAN or cellular
access. That is, they are reachable over the internet. This also
exposes the devices to a whole range of threats, and whenever
a device, or a class of devices, gains popularity they are prone
to become a target. It is therefore prudent to assume that our
IoT devices will, sooner-or-later, become targets.

H. Scalability
Needless to say, any solution that must be able to cope

with a large, and fast growing number of devices, must be
scalable. That is, the cost model for adding devices/users must
be linear and with a low constant factor. The upper limit on the
number of devices must be very high as to not prohibit future
growth. The IMT-2020 vision for mMTC devices highlight
this, with a requirement to serve in the order of a million
devices per km2. This calls for a redesign of the current access
signalling schemes and for a new way of handling identifiers
and access security. To combine solid security and credible
identity/location privacy at the same time is not trivial.

I. Explicitness
As a rule, all requirements, including the security and

privacy requirements must be explicit. Also, all conditions and
premises must be made explicit. Explicitness is also a main
lesson from [18] (being essential to Principles 1, 2, 4, 6, 10
and 11 in that paper).

J. Security and Privacy Requirements
Due to the exposure, the devices will need security pro-

tection, security supervision and security updating to remove,
reduce and mitigate the risks. The devices will need basic capa-
bilities regarding device integrity assurance, and for handling
entity authentication, data confidentiality and data integrity.

It is quite likely that the devices will capture, store and
transmit privacy sensitive data. Since there is a considerable
chance that this may be so, it is prudent practice to take this
into consideration. We therefore require that a PbD regime
should be adhered to [2]. As noted in [37], [38], PbD does not
come about all by itself, and considered and careful design,
implementation and maintenance is required to create credible
privacy solutions.

When it comes to communications security there are sev-
eral options, depending on needs and what the devices actually
communicates. We have typically the following possibilities:

L2 Link layer protection
L3 IP layer protection
L4 Transport layer protection

– No device support

The link layer protection support is often supported directly
by the link layer hardware, whether it be Bluetooth, Zigbee,
or some flavour of WLAN. Adequate configuration is still an
issue, but the most up-to-date support found is often adequate
and sufficient. There are notable exceptions though, and some
chip sets do not support security at all.

There is generally very few devices which support IPsec
directly. The IPsec code base is relatively large and this makes
IPsec less well suited for many IoT devices.

There are transport layer solutions available, supporting
https connection. This is quite reasonable since many IoT
devices do provide a web based interface. Use of https is also
on the increase, and it seems well justified to support https.
Https support is also greatly facilitated by the efforts of the
“Let’s Encrypt” initiative, which is a free public Certificate
Authority (CA) service [39].

K. Cryptographic Requirements
To be able to offer strong security and credible privacy,

it is essential that the IoT device be able to support strong
cryptographic algorithms and protocols. Additionally, there
must be support for a secure execution environment and secure
storage (more on this later). The basic requirements today is for
“128-bit” security or better, and for “strong” algorithms. What
is considered “strong” is a moving target, but as of February
2017 we have for instance that the commonly used SHA-1
algorithm has actually been broken [40]. Of course, there is
SHA-256 and there is SHA-3 for hash functions, and there
is the AES algorithm for confidentiality (with various well-
defined mode-of-operation options available).

Quantum machines, which may become a practical reality
within the next 10 years, will be uniquely able to break
existing asymmetric cryptographic primitives. It is noted that
standard cryptographic hash functions and symmetric crypto
primitives will will be affected too. However, here it is believed
that a doubling of key length (block length) will suffice
to mitigate the effect of quantum computers. The National
Institute of Standards and Technology (NIST) has published an
overview of the problems associated with quantum computers
and cryptography [41].

To the extent possible and practical, quantum-safe cryptog-
raphy should be used.

L. Automation and Autonomy
We cannot expect that the end-users will provide security

management for the devices. In fact, the end-user may increas-
ingly be unaware of the presence of the IoT-devices. Effective
security management of unattended and highly distributed
devices will necessarily have to be automated and autonomous.

M. Challenges
As already mentioned, the GSM Association has rec-

ognized four main challenges created by IoT: availability,
identity, privacy and security [17]. An autonomous security
update and incident management system will need to address
all these aspects, and provide at least a partial solution to the
security aspect. We note that strong security is effectively a
prerequisite for availability and privacy.

Trust and trustworthiness are essential elements and even
prerequisites for widespread IoT adoption. Trust is a complex
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matter [13], but suffice to say that credible security manage-
ment should instill confidence and thereby trust. Trustworthi-
ness is hard to prove, but good security management should
provide a measure of assurance.

N. Scope

The proposal made in this paper is an architectural pro-
posal concerning security updating and incident and anomaly
reporting. The proposal is, however, not a proposal for a fully
fledged architecture, but rather for an architectural component.
The proposal may therefore be compatible with other IoT
architectures, but may of course also overlap with them or
even be at odds with them.

In this respect, more is not going to be better, and defense-
in-depth, which often means that there is benefit in multiple
and possibly overlapping schemes, probably does not apply.

III. ASSUMPTIONS AND PREMISES

This paper makes a few assumptions about the IoT devices.

A. Internet Connectivity

We assume that the device is connected to the Internet.
Locally, the connection may be wireless (Bluetooth, WLAN)
or wired. It may also be a cellular connection. Preferably, there
will be a hub/proxy device with firewall functionality etc., but
this is not required.

B. Hardened OS

The OS is assumed to be hardened. Hardening is also
assumed to be carried out when the OS is compiled and
built with the program, as is often the case for embedded
devices. Unnecessary protocols and services must removed or
disabled, and only a minimal set of software be present. A
local IPtables firewall may be deployed. There is a growing
market for security hardened OS implementations [42].

C. Security Capabilities

The devices are assumed to have a trusted platform mod-
ule (TPM), with basic crypto processing support and secure
storage. Preferably, they adhere to standards such as ISO/IEC
11889-1:2015 [43]. A vendor issued device certificate is as-
sumed to be available, or some similar identification that may
be used for bootstrapping the CMPv2 protocol [15].

In late 2015, ARM released the ARMv8-M architecture,
which is the new baseline Cortex-M architecture [44]. It
introduces support for ARM’s TrustZone TPM for the Cortex-
M processors, and is as such an important step towards
credible security for IoT devices. As of yet, there are no
commercially available designs, but it is expected that there
soon be a plethora of available processors targeted for the
security sensitive IoT markets.

D. Power, Processing and Memory Capabilities

The device may have limited capabilities, but we shall
assume that the device is not too restricted. That is, we assume
it to be roughly at least as powerful as the lower end of the
ARM Cortex M3/M4 processor families.

E. Secure Bootloading and Software/Firmware Attestation
A secure bootloader is necessary, and it will likely be

using TPM functionality. All software, including firmware and
patches, must be signed. All software packages shall have
version numbers, and this includes firmware and patches. A
TPM may facilitate attestation, but alternatives exists [45].

F. Firmware Over-the-Air
1) “Firmware Over-the-Air” (FOTA): is a firmware updat-

ing concept designed by Nordic Semiconductors. The FOTA
scheme is targeted for Bluetooth Low Energy (BLE) enabled
devices/chips, like the nRF52 device [33]. Here one have the
so-called “Device Firmware Update” scheme. In particular,
there is the “BLE Secure DFU Bootloader”. The user guide,
applying the “BLE Secure DFU Bootloader”, is quite instruc-
tive [46]. The update FW package should be signed, and here
one uses one of the available signature schemes. These are
generally elliptic curve cryptography (ECC) oriented and using
SHA-256. The ECC library used is the open source micro-ecc
[47].

2) Secure Bootloader.: Nordic Semiconductors provides a
secure bootloader scheme. The “BLE Secure DFU Bootloader”
is not very easy to use or deploy, but it is still a useful
tool for competent designers and developers. While Bluetooth
connectivity is the main goal, the scheme also works over
serial line protocols. It must also be mentioned that the ability
to have roll-back and similar functionality is not quite there.
There is the possibility to store multiple images, but the update
functionality is still quite limited.

3) DFU bootloader.: The DFU bootloader supports updat-
ing the firmware of the device. This includes updating your
application, the SoftDevice (which is the BLE handler) or even
the bootloader. At startup, the DFU bootloader will check if
a valid application already exists on the device. If there is no
application present, the bootloader simply initiates the transfer
of a FW image.

If there is a valid application present, the DFU bootloader
will either start the application or go to DFU mode. There
are several options, but only when in DFU mode will the
bootloader actually install the new FW image. Having entered
DFU mode, the DFU bootloader initializes the DFU transport
module, which is responsible for receiving the new FW image
at the chip. The downloaded image is validated and copied to
the correct location in memory, before being activated. The
device must be restarted to actually start executing the newly
updated firmware. An outline of the process flow is presented
in figure 2.

4) Omissions and Shortcomings.: The above described
firmware updating scheme may be fairly typical, and we do not
want to single out Nordic Semiconductors as being particularly
bad. The secure bootloader scheme does provide basic update
functionality and it has reasonable security with respect to the
firmware image. That is, to the authenticity and data integrity
of the image.

There is no data confidentiality provided, although that
would not be too hard to facilitate. Given the lack of confi-
dentiality, there can be no privacy protection for sensitive data.
The scheme therefore cannot be used as-is to provide secure
data backups, since it obviously allows information embedded
in the image to be exposed.
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Figure 2. Process flow on the DFU target (Source: Nordic Semiconductors)

For a complete scheme we clearly also need more fine
grained control with respect to permission and authorization.
The secure bootloader update granularity is coarse, basically
covering the image, although it is possible to differentiate
somewhat (update the bootloader, update the application and
update the Soft Device). There is for instance no way to
read/write/delete application configuration data separately. An-
other aspect is that there is no framework for distinguishing
between purely functional updates and security updates. While
we strongly advocate automated security updating, this is
not the case for functional updates. Tools and support for
functional updates is important, but the end-user (or authorized
manager) may have many good reasons for not wanting to
implement new functionality.

The scheme is limited to serial line communications, which
is also how it is implemented on top of the Bluetooth link. This
limits the usefulness of the scheme for devices that ought to
be able to communicate over the internet. Having said this,
it must be acknowledged that the secure bootloader scheme
limits the exposure of the scheme to to the local BLE range
or serial line range.

G. Device Recovery

The device shall feature a secure loader, which facilitates a
basic boot strap procedure that can securely rebuild the device
software. We expect this to be part of the TPM functionality.

H. Device Identifier
The device must have a unique device identifier. This

identifier is assumed to be used in the device certificate, but we
shall otherwise be agnostic about the nature of the identifier.
The device may also have, or use, higher-layer identifiers, but
this is considered outside the scope of this contribution. An
example would be a dropbox account identifier.

The device may also have network addresses and cellular
identifiers. These may uniquely identify the device, but we do
not in general consider these to be appropriate for identifying
the device (observe the explicitness rule).

I. Identifiers and Privacy
A fundamental part of privacy is that there is sensitive data

that is linked to a person. That is, usually we are concerned
with linkability. If one can break the linkage between the
person and the sensitive data, then leakage of the data would
not necessarily be (privacy) critical.

We must assume that an intruder will be able to link
plaintext device identifiers with the person(s) associated with
the device. This capability is after all the core business for
enterprises like Google. Consequently, we must assume that
the intruder will be able to correlate unprotected data.

It is thus necessary to conceal the permanent device
identifier such that no outsider will be able to associate the
device identifer with the device or the user/owner. There are
several ways to do this, including those described in [48], [49].
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Figure 3. Outline of the Security Management Plane Model.

The functional split between the global and local services are
very much reminiscent of split found in the cellular networks,
where the local component necessarily must know the location
and where the central component must necessarily know the
permanent identity. Here, it has been shown that with proper
setup one may achieve both location- and identity privacy [50].
In this paper, we shall ignore the specifics, but we do require
that identifier and location privacy is part of the design.

IV. OUTLINE OF THE SECURITY MANAGEMENT PLANE
MODEL

Figure 3 depicts an outline of the Security Management
Plane (SMP) model. We have already introduced the logical
planes, but shall now take a closer look at how they are
arranged. We shall primarily investigate the SMP plane and
the associated services.

A. Trust Assumptions and Trust Relationships

We have the following principal entities in our model:

• USER: The user and/or owner of the IoT-device.

• LOCAL: The local SMP component.

• GLOBAL The global (centralized) SMP component.

We assume that the USER is an entity entitled to privacy
protection according to the local laws. The GLOBAL entity
is assumed to be operated by the IoT device manufacturer
or some entity operating on behalf of the device manufac-
turer. It may also be operated by the software manufacturer.
This would be similar to patch update services operated by
Microsoft, Google and others. A standard, such as “Cortex
Microcontroller Software Interface Standard” (CMSIS) [51],
might also be extended in the future to cover support for patch
management tools and facilities.
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The LOCAL entity is assumed to be operated by a local
entity, perhaps a local branch of the IoT manufacturer or some
authority which is legally responsibly, warranties etc., for the
IoT devices. It is required that the LOCAL and GLOBAL enti-
ties strictly observe the SMP model with regard to information
exchange. We have observed that in the post-Snowden era,
local authorities have increasingly required critical services
to be hosted locally. We therefore have reason to believe
that similar requirements may surface for IoT-devices too,
or that such services are seen as commercially important
to reassure the end-users (building confidence and perceived
trustworthiness). We have the following trust assumptions:

• USER vs. LOCAL
The USER trust LOCAL with respect to provided
services. This is an asymmetric dependence trust.

• LOCAL
The LOCAL entity must have security trust in the
GLOBAL entity. The LOCAL entity shall not trust
the GLOBAL entity with respect to USER privacy.
The LOCAL entity cannot fully trust the USER. The
LOCAL entity trust the incident- and anomaly reports,
but do not place high significance in individual reports.

• GLOBAL
The GLOBAL entity trust the LOCAL entity with
respect to security, but not blindly so. The GLOBAL
entity trust the incident- and anomaly reports, medi-
ated by the LOCAL entity, but need not trust any
single report and/or report from any single device.

B. The Logical Planes
1) The User Services Plane (USP): USP consists of the

data associated with services provided by the IoT-device. The
data forwarded here may end up at an App, at a local web
service or at a cloud-hosted web service. We shall not be
further concerned with the USP in this paper.

2) The User Management Plane (UMP): UMP consists
of the device setup and configuration services provided by
the IoT-device. The UMP is specifically about setting up the
device end-user functionality. It does not cover basic security
or privacy related setup or configuration. The data associated
with UMP may end up at an App, at a local web service
or at a cloud-hosted web service. The data may be privacy
sensitive, and the design must reflect this. We shall not be
further concerned with the UMP in this paper.

3) The Security Management Plane: The security manage-
ment plane (SMP) is the crux of this paper. It consists of:

• Security setup and configuration
• Security update functionality
• Security incident and anomaly reporting, including

local aggregation
• Secure restore functionality
• Identity- and Location Privacy handling

There will be a division of labor:

• Local SMP handling
• Centralized SMP handling

This will facilitate privacy and provide geo-distributed ser-
vices. Localized processing may easier satisfy national reg-
ulatory requirements, while centralized analysis and handling
of incidents will provide scalability and efficiency benefits.

C. The Network Components
The division or labor implies a LOCAL component and a

centralized GLOBAL component. We observe that the local
component will need to have provisions for geographical
assurance. Implementation-wise, it will be a matter of policy
if there is a need to comply with jurisdictional and regulatory
requirements that dictate location of the local SMP handling.

1) The Central/Global SMP Component: The central se-
curity update and incident management control function will
facilitate both security update production and distribution, and
security incident and anomaly analysis.

This function does not need to know the device identifiers,
nor does it need to know the associated IoT-device owner or
user(s). It may need to know the software version status and
any report on incidents and security anomalies associated with
the devices. For the purpose of the incident analysis, we restrict
this function to know the device class and the identity of the
local SMP handling component. The true device identifier must
never be divulged to the central SMP component.

2) The Local SMP Component: This function handles inter-
actions with the IoT-devices within its geographical coverage
area. We expect this area to coincide with regulatory or
jurisdictional borders. The local SMP component may or may
not be cloud-hosted, but in any case geo-location assurance
must be possible.

The IoT-devices will communicate with the local SMP
component. The local component will therefore know both
the IP-address and the device identifier. The IP-address may be
concealed if one uses Tor services [52], but the device identifier
must be known to the local SMP component.

The local SMP component will communicate with the
central SMP component, and it will receive protected security
patches and software packages from the central SMP compo-
nent. The local SMP component will aggregate and anonymize
incident- and security anomaly reports from the IoT-devices
before forwarding them to the central SMP component. The
local SMP component may use temporary synthetic alias
identifiers for a device, if there is a need for device references.
This identifier must never be allowed to become an emergent
identifier, and it must be fully de-correlated from the true
device identifier. The de-correlation must be complete with
respect to the full context given by the message exchange.

D. The SMP-Interfaces
1) The SMPA-interface: This is a fully authenticated and

security protected interface between the local SMP component
and the central SMP component, as depicted in Figure 3.

2) The SMPB-interface: This is a fully authenticated and
security protected interface between the IoT-device and the
local SMP component, as depicted in Figure 3.

3) Realization: The abstract SMP protocols should be
agnostic about the underlying security transport protocol. Suf-
fice to say, that strong security and credible privacy must
be assured. The ENISA recommendations for cryptographic
protocols, algorithms and key lengths provides good advice
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in this respect [53], [54]. ENISA is an EU agency, and the
recommendation therefore carry some significance.

E. The SMP Services

1) Security Update – Local provisioning: One can have
both push and pull mechanisms for security updates, but for
IoT devices we do not generally recommend push solutions
since it probably require more resources from the device.
Push solutions may of course be appropriate for zero-day
vulnerabilities, but scheduled pull solutions would likely suf-
fice for patches that are less urgent and less critical. The
scheduled pull frequency should reflect the security policy for
the particular device class and according to usage, availability,
etc. That is, IoT devices with sufficient processing power and
no restrictions concerning power, may also use push services.

In either case, signed security updates will be received by
the IoT device. All updates must be numbered, and the device
will log the date/time and update number before implementing
it. The local SMP shall not maintain logs about device status
unless required to do so by the IoT device.

2) Security Update – Central provisioning: Whenever a
security update patch is produced, the central SMP com-
ponent will distribute the security update to the local SMP
components. We recommend update frequencies to reflect the
common vulnerability scoring system (CVSS) [55], although
the CVSS system has been criticized for not properly reflect
IoT devices [56]. The normal “serious vulnerability” score of
7 may therefore not properly reflect IoT concerns.

3) Incident- and Anomaly Reporting: Security incidents
and anomalies are detected and reported by the TPM. This
information is used by the SMP components to uncover large
scale attacks and emerging attack trends. The ENISA publica-
tion [57] provides valuable guidance as to EU regulatory input
on incident reporting.

4) Local Incident and Anomaly Reporting: This service
will include software status, including patch levels etc. The
device identifier is part of the security context, but should
not be part of the incident/event report itself. A synthetic
referential identifier may be provided by the local SMP.

It may, subject to authorization, be beneficial to store the
incident history of the devices at the local SMP. This may
allow the local SMP to detect if certain devices are specifically
targeted. If so, one may speculate that the IoT device is an
advanced persistent threat (APT) target. This in turn may
trigger increased supervision and alarms.

5) Central Incident and Anomaly Reporting: The local
SMP component will forward incident reports to the central
SMP component. The local SMP component shall take steps
to replace identifiers, if any, such that the central component
never learns the true device identifier behind a reported inci-
dent. The local component may aggregate certain events and
may delay reports to provide further de-correlations.

6) Device Attestation: The IoT device may request attes-
tation services from the local SMP component. This service
will need to be based on TPM functionality and permitting the
local SMP component to survey the state of the IoT device. It
may be part of a forensics service or a device recovery service.

7) Device Recovery: The IoT device may subscribe to
recovery services at the local SMP component. As a minimum
the local SMP should provide services to restore the device
to a pristine condition, with all recent security update patches
being implemented. The services may also account for security
backup, with configuration data etc. being included in the
restore procedure.

8) Device Backup: The local SMP component may provide
a secure backup procedure, covering all or selected data
elements. This procedure must permit to backup an entire
device image and later restore the image. The device image
must never leave the device in unprotected form. The device
backup data should be encrypted and protected by the TPM,
using unique device specific keys. Only the TPM should be
able to restore the backup data.

9) Device Decommissioning: Life cycle considerations im-
plies that one will need an explicit way of clearing all informa-
tion on the target device. This will in effect clear all data and
restore initial factory settings. This procedure must be resilient
enough to withstand efforts from ordinary forensic tools to
restore the information. The procedure may be triggered by
a request via the local SMP component. The TPM should be
responsible for carrying out the task.

V. DISCUSSION

This paper describes an outline of an architectural compo-
nent. Quite a few of the characteristics described below cannot
be fully judged on the basis of the outline.

A. Lightweight, Minimality and Modularity
Our architectural component outline is both lightweight

and relatively minimal. It is also modular, in the sense that
it will build upon basic identifier structures and cryptographic
capabilities, and delivers higher-level services.

B. Explicitness
This is related to requirements and conditions, including

preconditions and postcondition. Essentially we have a “Mean
what you say and say what you mean” situation. Use of formal
methods may help verifying that captured requirements are
adhered to, but these tools cannot in general help out with
the “capturing” part. Explicitness must be enforced in any
further development of the architectural component and in any
implementation.

C. Scalability and Exposure
The division into a local-global split will facilitate scalabil-

ity, as well as improving error resilience and thereby improving
availability. Exposure is a necessary evil, but conscious design
and appropriate use of cryptographic protocols can signifi-
cantly reduce the unwanted effects of exposure.

D. Security and Privacy
The concrete security mechanisms is not specified in our

proposal. Hence, more work is needed here for a concrete
realization. However, there is no grand challenge here, only
work that must be done precisely and consistently. Identity
privacy and unlinkablity is mainly addressed through the local-
global functional split. Data privacy is primarily by means
of encryption. The requirements for the split is important,
and schemes and measures that enforce the split must be
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encouraged. It would seem prudent to have this as a contractual
requirement, and local regulatory requirements may also be an
instrument in enforcing the functional split. Still, in the end,
there must also be an economical incentive to manage and run
both the local and the global infrastructure.

How credible is the privacy?

Clearly, it depends on the split between the local and global
component being fully respected. There exists other solutions
that would avoid this. These would be privacy-preserving and
tend to be based on secure-multiparty computation and/or
homomorphic cryptography. However, as argued in [58], strong
irrevocable encryption may in the end provide less security and
privacy. Governments are claimed to act a long the lines of “If
we cannot break the crypto for a specific criminal on demand,
we will preemptively break it for everybody.” [58]. So, privacy
must be balanced and possibly revoked, and this is achieved
in our proposal.

E. Challenges: Availability, Identity, Privacy and Security

“Identity” is the only aspect that has not been addressed
by our proposal. That is, we have identified this as a building
block that our proposal depends upon.

F. Scope and Completeness

The scope is limited to a high-level model. Within the scope
the proposal is reasonably complete, but there are many parts
to be resolved, and the details have not yet been fully worked
out.

G. Further Work

The model presented is an architectural component of a
security architecture. Further work is needed to fit this com-
ponent into a complete architecture. In particular, the concrete
implementation of the security requirements should be aligned
to the use in other areas. This is particularly relevant for
identifiers and for basic services such as entity authentication,
and integrity and confidentiality services.

Key agreement and key distribution must also be addressed
and aligned to the overall security architecture. Preferably,
one also wants to have a well-defined, effective and efficient
security protocol to be the backbone of the services. As of
today, one is often advised to use the Transport Layer Security
(TLS) protocol [59] or the IPsec security protocols [60].
However, these are poor choices for IoT, and many version
and implementations of TLS are also broken [61], [62].

That is, a dedicated, effective and efficient privacy-aware
security protocol would probably be beneficial, provided that
it would have wide-spread support. This archive this will be a
difficult task, but following advise from [18], [53] and applying
state of the art tools, it is also clearly doable on the technical
level. Privacy, if it is to be credible, must be strongly aligned
and be consistent over the full architecture to avoid leakage of
sensitive data.

Smart metering or remote home monitoring would be ex-
amples of IoT systems that could benefit from the capabilities
of the model. As such they would make good candidates for
a pilot implementation to feature the model architecture.

VI. SUMMARY AND CONCLUSIONS

In this paper, we have identified the need for autonomous
security update and incident/anomaly reporting for IoT-
devices. In particular, we have addressed relatively capable
IoT devices that ordinarily will be unattended devices, very
much in line with a significant segment of the smart home
devices.

This paper has provided a rough outline of a model in
which IoT security update and incident handling is separated
from normal user functionality, including user functionality
setup and configuration. We believe that this is necessary since
security management is becoming too complex to handle for
end-users, and that the consequence of not managing security
will be too severe. The current deploy-and-forget regime does
not play out well for security functionality.

We have also provided a model in which there is a clear
distinction between the centralized function and the local
function. The main benefits of this arrangement is that one
can more easily adhere to local regulatory requirements and
one can provide identity- and location privacy solutions. This
facilitates unlinkability, which is essential for credible privacy.
It also enables scalability, which is ever so important for the
IoT domain.

This paper represents an initial investigation of a new
model for security update and incident handling for IoT
devices. The model is not devised to be implemented as-is,
but to serve as basis for discussions and further work.
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Abstract—Software systems are ubiquitous in almost every 
aspect of our lives, as can be seen in social media, online 
banking and shopping, as well as electronic health monitoring. 
This widespread involvement of software in our lives has led to 
the need to protect privacy, as the use of the software often 
requires us to input our personal information. However, before 
privacy can be protected, it is necessary to understand the 
risks to privacy that can be found in the software system. In 
addition, it is important to understand how the risks can be 
prioritized since budgetary constraints usually mean that not 
all risks will be mitigated. Indeed, understanding the risks and 
prioritizing them is key to protecting privacy throughout the 
system’s range of application. This paper presents 
straightforward methods for effectively visualizing, identifying, 
and prioritizing privacy risks in software systems, and 
illustrates the methods with examples.   
 

Keywords-software; system; privacy; risks; visualization; 
prioritization. 

I. INTRODUCTION 
The rapid growth of the Internet has been accompanied 

by numerous software systems targeting consumers. 
Software systems are available for banking, shopping, 
learning, healthcare, and Government Online. However, 
most of these systems require a consumer’s personal 
information in one form or another, leading to concerns over 
privacy.  For these systems to be successful, privacy must 
be protected.  

This work extends Yee [1] by expanding the sections on 
privacy and risk visualization. Further, a new section on risk 
prioritization has been added. 

Various approaches have been used to protect personal 
information, including data anonymization [2] and 
pseudonym technology [3]. Other approaches for privacy 
protection include treating privacy protection as an access 
problem and then bringing the tools of access control to bear 
for privacy control [4]. However, these approaches presume 
to know where and what protection is needed. They 
presume that some sort of analysis has been done that 
answers the question of “where” and “what” with respect to 
privacy risks. Without such answers, the effectiveness of the 
protection comes into question. The total risks to data 
depends both on the number of vulnerable locations of the 
data (where) and on the severity of each vulnerability 
(what). For example, protection against house break-ins is 

ineffective if the owner only secures the front door without 
securing other vulnerable spots such as windows. An 
effective break-in risk analysis would have identified the 
windows as additional locations having break-in risks 
(where and what) and would have led to the windows also 
being secured. The result is a house that is better protected 
against break-ins. In the same way, privacy risk 
identification considering “where” and “what” is essential to 
effective privacy protection - this work proposes a visual 
method for such identification. 

The objectives of this paper are to a) propose an 
effective method for visualizing privacy risks in software 
systems to identify where and what risks are present, b) 
propose a straightforward method for prioritizing the risks 
for mitigation, since not all risks can be mitigated due to 
financial constraints, and c) illustrate the method using 
examples.  

In the literature, there are significant works on security 
threat analysis but very little work on privacy risk 
identification using visualization. In fact, the only works 
that are directly related to privacy risk identification appear 
to be those on “privacy impact assessment (PIA)”, 
originating from government policy [5]. PIA is meant to 
evaluate the impact to privacy of new government 
programs, services, and initiatives. PIA can also be applied 
to existing government services undergoing transformation 
or re-design.  However, PIA is a long manual process 
consisting mainly of self-administered questionnaires. It is 
not focused on software systems nor does it employ visual 
techniques as proposed in this work. 

This paper is organized as follows. Section II defines 
privacy, privacy preferences, privacy risks, and what they 
mean for software systems. Section III presents the 
proposed method for privacy risk visualization, together 
with examples. Section IV presents the method for 
prioritizing privacy risks. Section V examines the strengths 
and weaknesses of the approach, including potential 
improvements. Section VI discusses related work. Section 
VII presents conclusions and future work.  

II.     PRIVACY 
As defined by Goldberg et al. in 1997 [6], privacy refers 

to the ability of individuals to control the collection, 
retention, and distribution of information about themselves.  
This leads to the following definition of privacy for this 
work. 
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DEFINITION 1: Privacy refers to the ability of individuals 
to control the collection, purpose, retention, and distribution 
of information about themselves. 
 
Definition 1 is the same as given by Goldberg et al. except 
that it also includes “purpose”. To see that “purpose” is 
needed, consider, for example, that one may agree to give 
out one’s email address for the purpose of friends to send 
email but not for the purpose of spammers to send spam. 
This definition also suggests that “personal information”, 
“private information” or “private data” is any information 
that can be linked to a person; otherwise, the information 
would not be “about” the person. Thus, another term for 
private information is “personally identifiable information 
(PII)”. These terms are used interchangeably in this paper. 
In addition, controlling the “collection” of information 
implies controlling who collects what information. 
Controlling the “retention” of information is really about 
controlling the retention time of information, i.e. how long 
the information can be retained before being destroyed. 
Controlling the “distribution” of information is controlling 
to which other parties the information can be disclosed-to. 
These considerations motivate the following definitions. 
 
DEFINITION 2: A user’s privacy preference expresses the 
user’s desired control over a) PII - what the item of personal 
information is, b) collector - who can collect it, c) purpose - 
the purpose for collecting it, d) retention time - the amount 
of time the information is kept, and e) disclosed-to - which 
other parties the information can be disclosed-to.  
 
DEFINITION 3: A privacy risk is the potential occurrence 
of any action or circumstance that will result in a violation 
of any of the components PII, collector, purpose, retention 
time, and disclosed-to in a user’s privacy preference.  
 

For example, Alice uses an online pharmacy and has the 
following privacy preference:  
 
PII: name, address, telephone number  
Collector: A-Z Drugs 
Purpose: identification 
Retention Time: 2 years 
Disclosed-To: none 
 
This preference states that Alice allows A-Z Drugs to collect 
her name, address, and telephone number, and that A-Z 
Drugs must: use the information only to identify her, not 
keep the information for more than 2 years, and not disclose 
the information to any other party. 
 

This work considers only privacy risks as defined in 
Definition 3. The privacy preference components PII, 
collector, purpose, retention time, and disclosed-to have, in 
fact, been standardized by the Canadian Standards 
Association in its Model Code for the Protection of Personal 
Information [7]. The Model Code is based on ten privacy 
principles as given in Table I. As can be seen in Table I, PII 

is reflected in principle 3 (which PII requires consent), 
collector is seen in principle 1 (collector’s accountability) 
and principle 5 (disclosure to other collectors), purpose is 
contained in principles 2 and 4, and finally, retention time 
and disclosed-to are seen in principle 5. Further, these 
privacy preference components have been enacted by 
privacy legislation as fully describing the privacy rights of 
individuals in many countries, including Canada, the United 
States, the European Union, and Australia [8]. Thus, this 
work is consistent with privacy legislation, and treating only 
privacy risks defined by Definition 3 does not overly reduce 
the generality of this work. 

 
TABLE I. Ten Privacy Principles Forming Basis of Model Code 

 

The following works show the importance of privacy in 
the online world: Tene [9], Kambourakis [10], Ruiz-
Martinez [11], and Ren and Wu [12]. In addition, Pfitzmann 
and Hansen [13] present some terminology for talking about 
privacy, e.g., “anonymity”, “unlinkability”. 

Principle Description 
1. Accountability An organization is responsible for personal 

information under its control and shall designate 
an individual or individuals accountable for the 
organization's compliance with the privacy 
principles. 

2. Identifying 
Purposes 

The purposes for which personal information is 
collected shall be identified by the organization 
at or before the time the information is collected. 

3. Consent The knowledge and consent of the individual are 
required for the collection, use or disclosure of 
personal information, except when inappropriate. 

4.  Limiting 
Collection 

The collection of personal information shall be 
limited to that which is necessary for the 
purposes identified by the organization. 
Information shall be collected by fair and lawful 
means. 

5. Limiting Use, 
Disclosure, and 
Retention 

Personal information shall not be used or 
disclosed for purposes other than those for which 
it was collected, except with the consent of the 
individual or as required by the law. In addition, 
personal information shall be retained only as 
long as necessary for fulfillment of those 
purposes. 

6. Accuracy Personal information shall be as accurate, 
complete, and up-to-date as is necessary for the 
purposes for which it is to be used. 

7. Safeguards Security safeguards appropriate to the sensitivity 
of the information shall be used to protect 
personal information. 

8. Openness An organization shall make readily available to 
individuals specific information about its policies 
and practices relating to the management of 
personal information. 

9. Individual 
Access 

Upon request, an individual shall be informed of 
the existence, use and disclosure of his or her 
personal information and shall be given access to 
that information. An individual shall be able to 
challenge the accuracy and completeness of the 
information and have it amended as appropriate. 

10. Challenging 
Compliance 

An individual shall be able to address a challenge 
concerning compliance with the above principles 
to the designated individual or individuals 
accountable for the organization's compliance. 
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III.    METHOD FOR PRIVACY RISK VISUALIZATION 
The proposed method for privacy risk visualization 

assumes the following common characteristics of a software 
system: 
a) The software system requires the user’s personal 

information in order to carry out its function. For 
example, an online bookseller requires the user’s 
address for shipping purposes. 

b) The software system may transmit the information (e.g., 
move it from one group to another within the software 
system’s organization), store the information (e.g., store 
the information in a data base), and make use of the 
information to carry out its function (e.g., print out 
shipping labels with the user’s address). 

 
The method is based on the notion that the location of 

personal information gives rise to privacy risks. The 
importance of location is reflected in physical security, 
where sensitive paper documents are kept in a locked safe (a 
location) to protect privacy, rather than being left on a desk 
(a location). For a software system, storing the user’s 
personal information in an encrypted database with secure 
access controls is the equivalent of storing it in a safe, with 
corresponding reduced privacy risks. The method employs 
notation, as given in Table II. 

 
TABLE II. Notation for Visualizing Privacy Risks 

 
The method, then, consists of i) determining all the 

possible locations in the software system where the user’s 
personal information could reside, and ii) visualizing at each 
of these locations the possible ways in which the user’s 
privacy preferences could be violated. The complete method 
is as follows: 

A.   Method for Privacy Risk Visualization 
1. Draw the paths of all personal information flows within 

the software system, based on characteristic b) above, 

namely, that personal information can be transmitted, 
stored, and used. Use a solid arrow to represent the 
transmission of personal information items that are 
described by privacy preferences. Label the arrow with 
numbers, where each arrow number corresponds to a 
description of a personal data item in a legend. Use a 
square to represent the storage of personal information. 
Use a circle to denote the use of the information. Use a 
dashed rectangle to enclose circles or squares into 
physically distinct units. For example, two circles 
representing two uses would be enclosed by a dashed 
square if both uses run on the same computing 
platform. Physically separate units allow the 
identification of risks for any data flow between them. 
Circles or squares not enclosed by a dashed rectangle 
are understood to be already physically separate units. 
Label the squares and circles with letters. Each such 
label corresponds to a description of the type of storage 
or the type of use as indicated in the legend.  

2. Use dashed arrows, numbered in the same way as the 
solid arrows in Step 1, to add to the drawing all non-
personal information flows, if any, that are involved 
with the transmission, storage and use of the personal 
information. Non-personal information is information 
that is not personal or not private, i.e., information that 
cannot identify any particular individual, e.g., the price 
of something. The resulting drawing is called a 
Personal Information Map (PIM). Figure 1 illustrates 
steps 1 and 2 for the software system of an online seller 
of merchandise, e.g., Amazon.com, that requires the 
user’s name, address, merchandise selection, and credit 
card number. These are considered as three personal 
information items where name and address together are 
considered as one item. Figure 1 also shows three non-
personal information flows (4, 5, 6). The dashed 
rectangle enclosing A, B, and C indicates that A, B, and 
C all run on the same physical computing platform. 

3. Inspect the PIM resulting from step 2, and for each 
location (flow arrow, storage square, and use circle) and 
each personal information item, visualize the possible 
ways in which a privacy preference may be violated in 
terms of violations of any of PII, collector, purpose, 
retention time, and disclose-to (see Section II). This 
may be achieved by asking risk questions for each 
component, as proposed in Table III, and drawing 
conclusions based on security and systems knowledge 
and experience. The risk questions are “how” questions, 
based on the idea that a risk arises where there is some 
way (i.e. how) for a violation to occur. This step 
actually calls for visualization since one is tasked with 
exploring the possible risks in conjunction with a visual 
notation, the PIM. Record the results in a Privacy Risks 
Table containing two columns: the left column for 
records of the form “(PII1, PII2, …/ locations)” and the 
right column containing the corresponding privacy 
risks. The Privacy Risks Table is the goal of the 
method. Table IV illustrates this step for the online 
seller of Fig. 1.  

Element Description 
Use Circle Identifies where PII is used. Labeled with 

a letter together with a description of the 
use in a legend. 

Data Store Identifies where PII is stored. Labeled 
with a letter together with a description 
of the data store in a legend. 

Same 
Physical  
Platform 
 

Identifies use circles and data stores that 
execute on the same computing platform. 
 

PII Data Flo w 
 
 

Identifies the movement of PII from one 
location to another. Labeled with a 
number together with a description of the 
data in a legend. 

Non-PII Data Flow 
 
 

Identifies the movement of non-PII from 
one location to another. Labeled with a 
number together with a description of the 
data in a legend. 

Legend Descriptions corresponding to the letters 
or numbers with which the above 
notational elements were labeled. 
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TABLE III. Risk Questions 

TABLE IV. Partial Privacy Risks Table Corresponding to Fig. 1 

 
It is important to note that the PIM resulting from Step 2 

is not a program logic flow diagram and one should not try 
to interpret it as such. It shows what PII is required, where 
PII goes, where PII is stored, and where PII is used, 
corresponding to the notion that the location of personal 
information is key to understanding privacy risks, as 
mentioned above. 

Privacy risks and security risks are conceptually 
different. However, a privacy risk may be due to a security 
risk, and vice versa. For example, the privacy risk 

associated with a man-in-the-middle attack in Table IV is 
really due to the security risk of a man-in-the-middle attack. 
Again in Table IV, a higher security risk of theft can be 
attributed to the privacy risk of PII being kept past its 
retention time, since the longer the PII is retained, the 
greater the security risk of it being stolen. 

Adding non-personal information flows in Step 2 is 
important to help identify potential unintended leakages of 
PII. For example, consider a “produce report” use circle that  
“anonymizes”  (any obvious  links  to  the  information 
owner removed) PII and combines the result with non-
personal information to produce a report for public 
distribution.  The fact that both PII and non-PII flow into 
“produce report” could lead to identifying a personal 
information leakage risk.  

It is recommended that this method be applied by a 
privacy risks identification team, consisting of no more than 
three or four people, selected for their technical knowledge 
of the software system and the work procedures and 
processes of the software system’s organization. Good 
candidates for the team include the software system’s design 
manager, test manager, and other line managers with the 
required knowledge. The team should be led by a privacy 
and security analyst, who must also be knowledgeable about 
the software system, and who must have the support of 
upper management to carry out the privacy risks 
identification. A definite advantage of the team approach 
would accrue to step 3, where the visualization would be 
more thorough by virtue of more people being involved.   

B.   First Application Example 
Consider PatientBilling, a patient billing system running 

in a doctor’s office. PatientBilling makes use of two 
business software systems: an accounting system 
PatientAccounting and an online payment system 
PatientPay. 

Table V shows the user’s personal information required 
by each system. The user provides her private information 
to PatientBilling which then discloses this information to 
PatientAccounting and PatientPay. 

TABLE V. Personal Information Required 

Software System Patient Personal Information Required 
PatientBilling name and address, health complaint 

(patient name, health problem, health 
problem resolution), method of payment 
details (name, credit card number, credit 
card expiry date, health insurance number, 
health insurance expiry date)  

PatientAccounting name and address, health complaint (as 
above) 

PatientPay method of payment details (as above) 
 
The proposed method for privacy risks visualization is 

carried out as follows: 
 
Steps 1 and 2: Draw the PIM for each software system 
(see Fig. 2). As shown in Figure 2, the following uses of 
personal information are extra to the core function of each 
system. First, both PatientAccounting (M) and PatientPay 

Component Risk Questions 
PII How can the user be asked for other PII, either 

intentionally or inadvertently? 
collector How can the PII be received by an unintended 

collector, either in addition to or in place of the 
intended collector? 

purpose How can the PII be used for other purposes? 
retention time How can the PII retention time be violated? 
disclose-to How can the PII be disclosed either 

intentionally or inadvertently to an unintended 
recipient? 

(PIIs / locations) Privacy Risks 
(1, 2, 3 / path into 
A); (2 / path into D); 
(3 / path into E) 

Man-in-the-middle attack violates 
collector, purpose, retention time and 
disclose-to.  

(1, 2, 3 / A) User could be asked for personal 
information that violates PII, i.e. asked 
for personal information other than as 
specified in the user’s privacy 
preferences. 

(1, 2, 3 / A); (1 / C); 
(2 / D); (3 / E) 

Trojan horse, hacker attack use circles 
violating collector, purpose, retention 
time, and disclose-to. 

(1, 2, 3 / B) SQL attack on B violates collector, 
purpose, retention time, and disclose-to. 

(1, 2, 3 / B) PII in B could be kept past its retention 
time. 

1, 2, 3 
2 

3 B 

D 

E 
4 

5 

6 

Legend: 
A: receive and store data 1: name and address 
B: database  2: item selected 
C: print shipping label  3: credit card number 
D: pack item for shipping  4: company account 
E: charge credit card       number  
F: send shipping status   5: payment status 
     to buyer  6: shipping status 
 

Figure 1.   PIM for an online seller of merchandise. 

1, 2, 
3 A 

C 

1 F 

6 
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(L) send activity reports back to PatientBilling that contain 
personal information. These reports contain selections and 
re-arrangements of personal data (15, 16). Second, 
PatientBilling produces a publically accessible report for the 
medical association, giving statistics on the patients seen. 
To produce this report, PatientBilling (N) selects, re-
arranges,   and   anonymizes   personal   data  (13).    Third, 
PatientAccounting  allows  its  employees  to partially work 
from home (G). Finally, the patient’s method of payment 
details are used without being stored in databases.  
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 
 
 
 
 

Step 3: Visualize privacy risks at private information 
locations. Table VI gives a partial Privacy Risk Table for 
locations in Fig. 2 that have interesting or serious privacy 
risks. The theft of personal information means that the 
information is under the control of an unintended party. 
Clearly, this can violate the corresponding privacy 
preference or preferences in terms of violating collector, 
purpose, retention time, and disclose-to. The risk of 
personal information theft arises so often that it is 
convenient to call it CPRD-risk, from the first letters of 
collector, purpose, retention time, and disclose-to.  
 

TABLE VI. Partial Privacy Risks Table Corresponding to Fig. 2 

(PIIs / locations) Privacy Risks 
(1, 2, 3 / path into A); 
(1, 2 / path between B 
and C, path between 
D and E); (3 / path 
between A and C, 
path between D and 
I); (12 / path between 
L and B); (11 / path 
between M and B) 

Man-in-the-middle attacks lead to CPRD-
risk. 

(1, 2, 3 / A) The patient could be asked for personal 
information that violates PII (i.e. asked 
for PII other than 1, 2, 3). 

(1, 2, 3 / A, C, D); 
(13 / N); (1, 2 / E); (1, 
2, 9 / F, G); (15 /  M); 
(3 / J); (16 / L) 

Trojan horse, or hacker attacks on the 
personal information use circles lead to 
CPRD-risk. 

(1, 2, 11, 12 / B); (1, 
2, 10 / H); (8 / K) 

Potential SQL attacks on B, H, and K 
lead to CPRD-risk. 

(13 / N) A bad anonymization algorithm can 
expose personal information, leading to 
CPRD-risk. 

(1, 2, 9 / G) An insecure home environment, e.g., 
people looking over the shoulder or 
printed personal information lying on a 
desk in the clear, can also lead to CPRD-
risk. 

(1, 2, 9 / G) If an employee works from home on a 
laptop and carries the laptop between 
home and work, possible theft or loss of 
the laptop can also lead to CPRD-risk for 
any of 1, 2, or 9 that might be 
temporarily stored in the laptop. 

(1, 2, 9 / G) If an employee works from home on a 
home PC and stores 1, 2, 9 on a flash 
memory stick, carrying the memory stick 
between home and work, possible theft or 
loss of the memory stick can also lead to 
CPRD-risk. 

 
To illustrate this step, the risks in the first 3 rows of 

Table VI were obtained as follows.   For the first row, it was 
noticed that the personal information flows through 
transmission paths connecting physically distinct units. The 
risk questions of Table III were then considered, leading to 
possible man-in-the-middle attacks that give rise to CPRD-
risk. For the second row, violations of PII are always 
possible unless strict controls are in place against it. For the 
third   row, it was observed that the associated personal data 
are input to information use processes  (e.g., A, C, D). The 
risk questions of Table III were again considered, leading to 

1, 2, 3 

Legend: 
A: receive and store data E: receive and store data 
B: database  F: update ledgers at work 
C: process billing   G: update ledgers at home 
D: disclose data  H: database 
1: name and address  I: receive and forward data 
2: health complaint  J: charge credit card or insurance; 
3: method of payment details     update doctor’s account 
4: doctor id  K: database         
5: billing id  L: compose payment report 
6: time spent with patient M: compose accounting report 
7: billing amount  N: compose report for medical    
8: doctor account update      association 
9: current ledger record 14: anonymized report for medical    
10: updated ledger record       association 
11: accounting report  15: accounting data     
12: payment report  16: payment data  
13: patients seen data   

Figure 2. PIM for PatientBilling, PatientAccounting, and PatientPay. 
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C D 

3 

1, 2 
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possible Trojan horse or hacker attacks that again give rise 
to CPRD-risk.  For the fourth row, it was noticed that 
personal data are stored in databases. Once again the risk 
questions were considered, leading to possible SQL attacks 
against the databases, giving rise to CPRD-risk.  In each of 
these four cases, knowledge of the system (personal data 
locations) and knowledge of information security (possible 
attacks) were needed to identify the risks. The remaining 
risks in Table VI were derived in a similar fashion.  

B.   Second Application Example 

Consider an airline reservation system called 
AccuReserve offered by a Canadian airline with 
headquarters in Toronto, Canada. AccuReserve is a globally 
distributed system with modules in Canada, the United 
States, and Germany (serving the European Union).  

Table VII shows the user’s personal information 
required by the country specific modules of AccuReserve. 
The user provides her private information to each of these 
modules when she makes a travel reservation.  

TABLE VII. Personal Information Required 

Software Module Patient Personal Information Required 
Canada Identification details (name, address, 

telephone number, nationality, passport 
number); payment details (credit card 
name, credit card number, credit card 
expiry date, credit card verification code)  

United States Same as above 

Germany Same as above 
 
The proposed method for privacy risks visualization is 

carried out as follows: 
 

Steps 1 and 2: The PIM for AccuReserve is shown in Fig. 
3, and was obtained by drawing the PIM for each module 
(Main, Mod-US, and Mod-EU) and then linking the 
modules together with communication links. Main runs in 
Canada, Mod-US in the United States, and Mod-EU in 
Germany.  
 
Step 3: Table VIII gives a partial Data Risk Table for 
locations in Fig. 3 that have PII risks. The privacy risks in 
Table VIII were obtained as follows. For the first and 
second rows, it was noticed that the personal information 
flows through transmission paths connecting physically 
distinct units. The risk questions of Table III were then 
considered, leading to possible man-in-the-middle attacks 
that give rise to CPRD-risk. Notice that “(1, 2, 3 / path 
between A and D)” is excluded because A and D both run 
on the same platform (so the path is not very accessible to 
attack). For the third row, violations of PII are always 
possible unless strict controls are in place against it. For the 
fourth  row,  it was observed  that  private  data  are  input to 
information use processes A, I, L, C, K, O. The risk 
questions  of  Table  III  were  again  considered,  leading  to  
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

possible Trojan horse or hacker attacks that again give rise 
to CPRD-risk.  For the fifth row, it was noticed that private 
data are stored in databases. Once again the risk questions 
were considered, leading to possible SQL attacks against the 
databases, giving rise to CPRD-risk. For the sixth row, it 
was noticed that private information stored in databases 
could be subject to insider attacks. For the seventh row, it 
was observed that the private data stored in the databases 
could be kept past their retention times. It should be noted 
that the links between G and B, G and M, and G and H are 
also vulnerable to man-in-the-middle attacks, but these 
attacks would not be privacy attacks, since these links are 
not used for private information.  
 

1, 2, 3 

6 

1, 3 

B 

D 

E 

2 

4 

Legend: 
A, I, L: receive and store data 1: identification details (PII) 
B, H, M: communicate with G 2: flight details requested (non-PII, 
C, K, O: charge credit card        non-SD) 
E: flights database (SD) 3: payment details (PII) 
D, J, N: customer databases 4: flight availability updates (SD) 
F: flight availability manager 5: flight details assigned (non-PII,   
G: communicate with countries     non-SD) 

 6: travel itinerary (PII) 
 

Figure 3. PIM for AccuReserve; Main consists of E, F, G, A, B, D, and C; 
Mod-US consists of L, M, N, and O; Mod-EU consists of H, I, J, and K. 
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IV.    METHOD FOR PRIVACY RISK PRIORITIZATION 
In this work, the concept behind privacy risk 

prioritization is that once a set of n privacy risks have been 
identified,  we want to  prioritize or  select a  subset k, k < n,  
of those risks for mitigation, given that we do not have 
sufficient financial resources to mitigate all n of the risks. 
 
NOTATION: Let R be the set of identified privacy risks. Let 
P, P ⊂ R, be a subset of risks to be mitigated. Let ρ be the 
prioritization mapping such that ρ: R ⟶ P. 
 

Our purpose in this section is to define the prioritization 
mapping ρ. In other words, we seek a method for selecting 
risks for mitigation (determining the set P). Intuitively, one 
would want to mitigate risks that are highly probable to be 
realized, and that once realized, would result in very costly 
damages. Due to financial budgetary constraints, we feel 
that we can ignore the risks that tend not to be realized and 
even if realized would cause very little damage. 
Determining which risks to mitigate may be assisted though 
weighting the risks according to certain criteria. 

 
TABLE VIII. Partial Data Risks Table Corresponding to Fig. 3 

 
Salter et al. [14] proposed a method for applying weights 

to various forms of attacks in order to determine if a 
particular attack would be probable. They focused on three 
aspects of an attack, namely “risk”, “access”, and “cost”, 
where “risk” is risk to the safety of the attacker, “access” is 
the ease with which the attacker can access the system under 
attack, and “cost” is the monetary cost to the attacker to 
mount the attack. To avoid confusion between “risk” to the 
safety of the attacker and “risk” to privacy, we use “safety” 
for “risk” to the safety of the attacker. The weight values are 
simply “L”, “M”, and “H” for Low, Medium, and High, 
respectively. These attack aspects can be represented using a 
3-tuple, as [safety, access, cost] and so [H, M, L] would be 
an instance of the weights. For example, consider a physical 

attack such as a mugging incident in a park. In this case, the 
risk to the safety of the attacker would be high (the person 
being mugged could be an undercover police officer), the 
attacker’s ease of access would be high (people stroll 
through the park all the time), and the attacker’s cost would 
be low (not much needed to mount the attack). Thus, this 
attack has the weights [H, H, L].  

In this work, we add a fourth aspect of an attack, namely 
the resulting damages from the attack. Thus, we use the 4-
tuple [safety, access, cost, damages] with the same weight 
values L, M, and H. Hence, we would definitely want to 
defend against privacy risks leading to attacks with weights 
[L, H, L, H]. We feel that we can ignore privacy risks 
having attacks with weights [H, L, H, L]. In reality, there is 
a spectrum of weights between these two boundaries, where 
a decision to defend or ignore may not be clear, and 
ultimately a judgment, perhaps based on other factors, may 
be needed. For example, it is not clear whether or not a 
privacy risk with associated weights [L, L, H, H] should be 
ignored, and one would decide to defend if one believes that 
no matter how improbable the attack, the resulting damages 
must never be allowed to occur. 

The uncertainty of deciding which risks to mitigate 
using the weights may be remedied through the use of a 
Prioritization Policy, which would be developed by the 
privacy and security analyst (see Section IIIA). This policy 
would identify the 4-tuples of weights whose associated 
risks are to be prioritized or mitigated. For example, the 
policy might state that risks with associated 4-tuples [L, *, 
*, H] and [L, *, *, M] are to be mitigated, where “*” 
indicates possibilities L, M, and H. We are now ready to 
define ρ. 

 
DEFINITION 4: (Method for Privacy Risk Prioritization, ρ)  
Apply weights to the privacy risks in R using the procedure 
described in Section IV above. Select the risks for 
prioritization (or mitigation) based on the Prioritization 
Policy.  

Prioritization Examples 
Examples of the application of Definition 4 may be 

obtained by re-visiting and prioritizing the risks found in the 
privacy risk tables above (Tables IV, VI, and VIII). Two 
extra columns are added to each privacy risk table: one 
column for the weights, and one column identifying P, the 
set of risks that have been prioritized. 

Re-visiting Table IV, adding the weights, and 
prioritizing using a Prioritization Policy that states “only 
prioritize (mitigate) risks with weights [*, *, L, H]”, where * 
admits possibilities L, M, H gives Table IX. 

The weights in Table IX were assigned by the privacy 
and security analyst as follows. For the man-in-the-middle 
attack, the risks to the attacker’s safety is low since he or 
she is attacking at a distance; the access is high since it’s the 
Internet; the cost is low as not much equipment is needed; 
the damages would be high since the attacker could post the 
private information leading to heavy damages to the 
company’s reputation. Similar considerations apply to the 
weight assigned to the Trojan horse or hacker attack. For the 

(PIIs / locations) Privacy Risks 
(1, 2, 3 / path into A);  
(1, 2, 3 / path into I); 
(1, 2, 3 / path into L); (6 / 
path from A); (6 / path 
from I); (6 / path from L) 

Man-in-the-middle attacks lead to 
CPRD-risk. 

(1, 2, 3 / path between I 
and J); (1, 2, 3 / path 
between L and N); (1, 3 / 
path between N and O) 

Man-in-the-middle attacks lead to 
CPRD-risk. 

(1, 2, 3 / path into A); (1, 
2, 3 / path into I); 
(1, 2, 3 / path into L) 

The user could be asked for personal 
information that violates PII (i.e. asked 
for PII other than 1, 2, 3). 

(1, 2, 3 / A, I, L); (1, 3 / 
C, K, O) 

Trojan horse, or hacker attacks on the 
personal information use circles lead to 
CPRD-risk. 

(1, 2, 3 / D, J, N) Potential SQL attacks on D, J, and N 
lead to CPRD-risk. 

(1, 2, 3 / D, J, N) Potential insider attack steals private 
information from D, J, and N resulting 
in CPRD-risk.  

(1, 2, 3 / D, J, N) Private information in D, J, and N could 
be kept past the retention time. 
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SQL attack on B, accessibility was assigned as low and cost 
as high because improvements to the database user interface 
were recently carried out to guard against SQL attacks. The 
risk of the user being asked for information violating PII 
and the risk of information kept past the retention time were 
considered as potential accidents caused by the company 
itself. Therefore, the risk to safety, the accessibility, and the 
costs were deemed to be low, high, and low respectively. 
The resulting damages were considered to be medium 
because the accidents would likely be quickly discovered 
through auditing and remedied. 

 
TABLE IX. Partial Prioritized Privacy Risks Table Corresponding to Fig. 1 

 
 

Table VI is prioritized next giving Table X. This time 
the Prioritization Policy used states “only prioritize 
(mitigate) risks with weights [*, H, L, H]” where * admits 
possibilities L, M, H. The analyst assigned the weights in 
Table X as follows. The weights for the man-in-the-middle 
attack, the violation of PII, and the Trojan horse or hacker 
attack are the same as in Table IX since they are the same 
attacks. The SQL attack was assigned the same weight as 
the Trojan horse or hacker attack since they have similar 
safety, access, and cost requirements, and the aftermath of 
which would also be highly damaging. The bad 
anonymization algorithm is considered as accidental and is 
assigned the same weight as the violation of PII, which is 
also considered accidental. The insecure home environment 
is assigned H for safety since the attacker could be easily 
caught, M for access since it’s a private home, L for cost 
since it does not cost anything to look, and H for damages 
since lost of the information is highly damaging. The theft 
of the laptop (theft is considered here rather than accidental 
loss) is assigned H for safety since the thief could be 
observed and caught,  M for access since the laptop can be a  
 

 

TABLE X. Partial Prioritized Privacy Risks Table Corresponding to Fig. 2 

 

 

(PIIs / 
locations) 

Privacy Risks Weights In P 

(1, 2, 3 / path 
into A); (2 / 
path into D); 
(3 / path into 
E) 

Man-in-the-middle attack 
violates collector, purpose, 
retention time and 
disclose-to.  

[L, H, L, H] Yes 

(1, 2, 3 / A) User could be asked for 
personal information that 
violates PII, i.e. asked for 
personal information other 
than as specified in the 
user’s privacy preferences. 

[L, H, L, M] No 

(1, 2, 3 / A); 
(1 / C); (2 / 
D); (3 / E) 

Trojan horse, hacker attack 
use circles violating 
collector, purpose, 
retention time, and 
disclose-to. 

[L, H, L, H] Yes 

(1, 2, 3 / B) SQL attack on B violates 
collector, purpose, 
retention time, and 
disclose-to. 

[L, L, H, H]    No 

(1, 2, 3 / B) PII in B could be kept past 
its retention time. 

[L, H, L, M] No 

(PIIs / 
locations) 

Privacy Risks Weights In P 

(1, 2, 3 / path 
into A); (1, 2 / 
path between 
B and C, path 
between D 
and E); (3 / 
path between 
A and C, path 
between D 
and I); (12 / 
path between 
L and B); (11 
/ path between 
M and B) 

Man-in-the-middle 
attacks lead to CPRD-
risk. 

[L, H, L, H] Yes 

(1, 2, 3 / A) The patient could be 
asked for personal 
information that 
violates PII (i.e. asked 
for PII other than 1, 2, 
3). 

[L, H, L, M] No 

(1, 2, 3 / A, C, 
D); (13 / N); 
(1, 2 / E); (1, 
2, 9 / F, G); 
(15 /  M); (3 / 
J); (16 / L) 

Trojan horse, or 
hacker attacks on the 
personal information 
use circles lead to 
CPRD-risk. 

[L, H, L, H] Yes 

(1, 2, 11, 12 / 
B); (1, 2, 10 / 
H); (8 / K) 

Potential SQL attacks 
on B, H, and K lead to 
CPRD-risk. 

[L, H, L, H] Yes 

(13 / N) A bad anonymization 
algorithm can expose 
personal information, 
leading to CPRD-risk. 

[L, H, L, M] No 

(1, 2, 9 / G) An insecure home 
environment, e.g., 
people looking over 
the shoulder or printed 
personal information 
lying on a desk in the 
clear, can also lead to 
CPRD-risk. 

[H, M, L, H] No 

(1, 2, 9 / G) If an employee works 
from home on a laptop 
and carries the laptop 
between home and 
work, possible theft or 
loss of the laptop can 
also lead to CPRD-risk 
for any of 1, 2, or 9 
that might be 
temporarily stored in 
the laptop. 

[H, M, L, H] No 

(1, 2, 9 / G) If an employee works 
from home on a home 
PC and stores 1, 2, 9 
on a flash memory 
stick, carrying the 
memory stick  
between home and 
work, possible theft or 
loss of the memory 
stick can also lead to 
CPRD-risk. 

[H, M, L, H] No 
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little difficult to get to (e.g., inside a car), L for cost since it 
does not cost much to execute, and H for damages as again 
such a loss would be very damaging. The theft of the 
memory stick (theft is considered rather than loss) is 
assigned the same weights as the theft of the laptop since 
they have similar dangers and requirements for the attacker, 
and is also very damaging. 

Table VIII is the last privacy risks table to be prioritized, 
giving Table XI. This time the Prioritization Policy used 
states   “only   prioritize   (mitigate)  risks   with   weights 
[L, *, *, H]”   where  *  admits   possibilities  L, M, H.   The  
analyst   assigned   the   weights   in   Table XI   as   follows.   
 
TABLE XI. Partial Prioritized Data Risks Table Corresponding to Fig. 3 

 
A weight of [L, H, L, H] was assigned to the  first  row  
after  the  same considerations as that described for man-in-
the-middle attacks in Table IX. A weight of [M, M, L, H] 
was assigned to the second row since the paths in this row 
are relatively short (connecting components in the same 
module), leading to greater risk for the attacker (greater risk 
of being seen) and lower accessibility (fewer places to 

access the link). A weight of [L, H, L, M] was assigned to 
the third and last rows out of  the  same  considerations  as  
in  Table IX,  for  the risk of the user being asked for 
information that violates PII and the risk of private 
information kept past the retention time. A weight of [L, H, 
L, H] was assigned to the Trojan horse or hacker attack in 
the fourth row and the SQL attacks in the fifth row since the 
attacker could operate from a distance with easy access 
through the Internet and with relatively low costs. A weight 
of [L, H, L, H] was assigned to the risk of an insider attack 
in the sixth row since an insider can hide in plain sight, has 
high access by virtue of being an insider, and carry out the 
attack at zero cost to herself.  

V.    DISCUSSION OF STRENGTHS, WEAKNESSES, 
AND IMPROVEMENTS 

Some of the strengths of the approach include: a) 
provides a structured straightforward way to identify and 
prioritize privacy risks, b) user friendly common sense 
graphical notation, and c) based on the locations that 
involve PII, a concept that is easily understood. 

Some weaknesses of the method are: a) drawing the 
PIM, filling out the Privacy Risks Table, and prioritizing the 
risks require expertise in how personal information is used 
as well as expertise in security and privacy, b) drawing the 
PIM is manual and is prone to error, c) the prioritization is 
partly subjective, and d) the method can never identify all 
the risks. Weakness a) is unavoidable as the expertise must 
be available somehow. This requirement for expertise is 
common to many technical endeavors, e.g., software 
engineering. Weakness b) can be addressed by building 
tools for automatically drawing the PIM. Similar tools 
already exist for rendering a software architecture diagram 
from the reverse engineering of code, e.g., 
Nanthaamornphong et al. [15]. Furthermore, automated 
analysis of the PIM should be feasible by using a rules 
engine to automate the visualization or enumeration of 
privacy risks, based on machine understanding of the 
graphical notation in this work. These automations should 
improve both the accuracy of the PIM and the identification 
of the privacy risks. Weakness c) may be attenuated by 
having a team of experts assign the weights through 
consensus. The accuracy of the prioritization may also be 
improved by considering other factors such as the nature 
and frequency of recent attacks, as well as the cost of 
mitigating a risk. Weakness d) may also be unavoidable, as 
it is mostly due to the nature of security, that no system can 
be completely secure. However, the above automated tools 
and rules engine should improve risk coverage.  

VI.    RELATED WORK 
The literature on works by other authors, dealing directly 

with privacy risk visualization for software systems, appears 
to be non-existent. However, the following authors have 
written on topics that are related to privacy risk analysis. 
Hong et al. [16] propose the use of privacy risk models to 
help designers design ubiquitous computing applications 
that have a reasonable level of privacy protection. Their 

(PIIs / locations) Privacy Risks Weights In P 
(1, 2, 3 / path into A);  
(1, 2, 3 / path into I); 
(1, 2, 3 / path into L); 
(6 / path from A); (6 / 
path from I); (6 / path 
from L) 

Man-in-the-
middle attacks 
lead to CPRD-
risk. 

[L, H, L, H] Yes 

(1, 2, 3 / path between 
I and J); (1, 2, 3 / path 
between L and N); (1, 
3 / path between N 
and O) 

Man-in-the-
middle attacks 
lead to CPRD-
risk. 

[M, M, L, H] No 

(1, 2, 3 / path into A); 
(1, 2, 3 / path into I); 
(1, 2, 3 / path into L) 

The user could 
be asked for 
personal 
information that 
violates PII (i.e. 
asked for PII 
other than 1, 2, 
3). 

[L, H, L, M] No 

(1, 2, 3 / A, I, L); (1, 3 
/ C, K, O) 

Trojan horse, or 
hacker attacks 
on the personal 
information use 
circles lead to 
CPRD-risk. 

[L, H, L, H] Yes 

(1, 2, 3 / D, J, N) Potential SQL 
attacks on D, J, 
and N lead to 
CPRD-risk. 

[L, H, L, H]    Yes 

(1, 2, 3 / D, J, N) Potential insider 
attack steals 
private 
information 
from D, J, and 
N resulting in 
CPRD-risk.  

[L, H, L, H] Yes 

(1, 2, 3 / D, J, N) Private 
information in 
D, J, and N 
could be kept 
past the 
retention time. 

[L, H, L, M] No 
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privacy risk model consists of two parts: a privacy risk 
analysis  part and  a privacy  risk management part. The risk 
analysis identifies the privacy risks while the risk 
management  part is a  cost-benefit analysis  to prioritize the 
risks and design artifacts to manage the risks. Visualization 
is not used. 

A second class of related work applies privacy risk 
analysis to specific application areas. Biega et al. [17] 
propose a new privacy model to help users manage privacy 
risks in their Internet search histories. They assume a 
powerful adversary who makes informed probabilistic 
inferences about sensitive  data in search  histories  and aim 
for a tool that simulates the adversary, predicts privacy 
risks, and  guides the user. Paintsil [18] presents  an 
extended misuse  case model  and a tool that can be used  to 
check the presence of known misuse cases and their effect 
on security and privacy risks in identity management 
systems. Das and Zhang [19] propose new design principles 
to lessen privacy risks in health databases due to aggregate 
disclosure. None of these works employ visualization. 

A third class of related work is of course the work on 
privacy impact analysis (PIA) [5] (Section I).  There are also 
works that support PIA. Meis and Heisel [20] present a 
method with tool support, based on a requirements model, 
that facilitates the PIA process. Tancock et al. [21] describe 
plans for a PIA tool that can be employed in a cloud 
environment to identify potential privacy risks and 
compliance. Joyee De and Le Métayer [22] present a 
Privacy Risk Analysis Methodology (PRIAM) for 
conducting privacy risk analysis in a systematic and 
traceable way, suitable for application in a PIA. 

A fourth class of related work consists of security and 
privacy threat analysis, e.g., Nematzadeh and Camp [23]. 
Security and privacy threats are related risks. For example, a 
Trojan horse attack (security threat) can lead directly to the 
lost of private data (privacy threat). These works also do not 
use visualization as described here. 

A fifth class of related work concerns earlier work on 
privacy visualization by this author. Yee [24] presents a 
notation for representing the software and hardware 
components of a computer system as well as the data flows 
between the components. It then checks each component for 
vulnerabilities that could violate a privacy policy. It differs 
from this work in terms of the notation (lower level than this 
work), the method of identifying vulnerabilities, and the use 
of privacy policies. Yee [25] featured the first use of the 
PIM but for web services only and involved privacy 
policies. In this work, we have extended the PIM to 
software systems in general and removed the need to work 
with privacy policies. 

A sixth class of related work also involves visualization 
of risks but with different goals than in this work. They are 
works on the visualization of information intended to assist 
the decision making process under risk or improve the 
understanding of system security and risks. They differ from 
this work as follows: a) they concern the visualization of 
security risks rather than privacy risks, b) their goals are to 
assist in decision making or improve security understanding, 
whereas the goal of this work is to identify privacy 

vulnerabilities, and c) their visualizations are lower level in 
general and resemble more the objects being visualized, 
whereas this work uses a high level more abstract 
visualization. Three works representative of this class are 
Daradkeh [26], Takahashi et al. [27], and Kai et al. [28]. 
Daradkeh evaluates an information visualization tool for the 
support of decision making under uncertainty and risk. 
Takahashi et al. discuss the architecture of a tool for security 
risk visualization and alerting to increase security 
awareness. Kai et al. present a security visualization system 
for cloud computing that displays security levels computed 
over information gathered at monitoring points. Their 
visualization system is similar to visualizations provided by 
a security information and event management system 
(SIEM) [29].  

A seventh class of related works deals with privacy by 
design. Guerriero et al. [30] provide a tool prototype to 
assist the process of continuous architecting of data 
intensive applications for the purpose of offering privacy by 
design guarantees. They also present a research roadmap for 
ensuring privacy by design for Big Data DevOps. 
Spiekermann [31] writes about the challenges of privacy by 
design. Le Métayer [32] presents a formal framework for 
use in the design phase of privacy by design, which checks 
if an architecture meets the requirements, including privacy 
requirements, of the parties involved with a system. Perera 
et al. [33] offer a conceptual framework with guidelines that 
employ privacy by design principles to direct software 
engineers in systematically assessing the privacy 
capabilities of Internet of Things applications and platforms.                

Finally, no references were found that deals directly with 
the prioritization of privacy risks. However, abundant                                                                                                                                                                                                                                    
work exists on the assessment of security risks, which is 
closely related to prioritizing privacy risks. Alizadeh and 
Zannone [34] present a risk-based framework that facilitates 
the analysis of business process executions. The framework 
detects non-conforming process behaviors and ranks them 
according to criticality, which is determined by the 
execution’s impact on organizational goals. The criticality 
ranking enables a security analyst to prioritize the most 
severe incidents. Jorgensen et al. [35] propose decomposing 
risk associated with a mobile application into several risk 
types that are more easily understood by the application’s 
users and that a mid-level risk summary be presented that is 
made up of the dimensions of personal information privacy, 
monetary risk, device availability/stability risk, and data 
integrity risk. Their work suggests that privacy risk 
prioritization, as in this work, may be facilitated by 
decomposing the risks into more easily understandable 
categories or dimensions. Islam et al. [36] present a 
framework for threat analysis and risk assessment of 
automotive embedded systems to systematically tackle 
security risks and determine security impact levels. The 
latter serve to prioritize the severity of the risks. The 
framework aligns with several industrial standards. 

VII.    CONCLUSION AND FUTURE WORK 
This work has proposed a straightforward method for 

visualizing and prioritizing privacy risks applicable to 
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software systems, based on locations involving PII. Such 
locations are important for risk evaluation because they 
represent varying levels of vulnerabilities or risks, and they 
contribute to total risks. Although the approach has 
weaknesses, the weaknesses can be remedied, as described 
in Section V. 

Future work includes the automations and improvements 
to the method for risk prioritization mentioned in Section V, 
along with a validation of the effectiveness of the approach. 
For this validation, it is envisioned that a software system 
with known privacy risks and prioritization (reference risks 
and prioritization) would be defined to act as the reference 
system. Different teams of privacy and security experts who 
do not have prior knowledge of the reference risks and 
prioritization would then be invited to apply the approach to 
the reference system. Their results would be compared to 
the reference risks and prioritization to gage the 
effectiveness of the approach. If the effectiveness was found 
to be inadequate, a follow-up analysis could point to the 
reasons for the discrepancy and could give insight into ways 
to improve the approach.  

 
 
 

REFERENCES 
[1] G. Yee, “Visualization of Privacy Risks in Software 

Systems,” Proceedings of the Tenth International Conference 
on Emerging Security Information, Systems and Technologies 
(SECURWARE 2016), pp. 289-294, 2016. 

[2] V. S. Iyengar, “Transforming Data to Satisfy Privacy 
Constraints,” Proceedings of the 8th ACM SIGKDD 
International Conference on Knowledge Discovery and Data 
Mining (KDD’02), Edmonton, Alberta, pp. 279-288, 2002. 

[3] R. Song, L. Korba, and G. Yee, “Pseudonym Technology for 
E-Services,” chapter in Privacy Protection for E-Services, 
edited by G. Yee, Idea Group, Inc., 2006. 

[4] C. Adams and K. Barbieri, “Privacy Enforcement in E-
Services Environments,” chapter in Privacy Protection for E-
Services, edited by G. Yee, Idea Group, Inc., 2006. 

[5] Treasury Board of Canada Secretariat, “Directive on Privacy 
Impact Assessment,” available on March 27, 2016 at: 
http://www.tbs-sct.gc.ca/pol/doc-eng.aspx?id=18308 

[6] I. Goldberg, D. Wagner, and E. Brewer, “Privacy-Enhancing 
Technologies for the Internet,” IEEE COMPCON’97, pp. 
103-109, 1997.  

[7] CIPP Guide, “CSA Model Code,” available on Feb. 22, 2017 
at: https://www.cippguide.org/2010/06/29/csa-model-code/ 

[8] G. Yee, L. Korba, and R. Song, “Legislative Bases for 
Personal Privacy Policy Specification,” chapter in Privacy 
Protection for E-Services, edited by G. Yee, Idea Group, Inc., 
2006. 

[9] O. Tene, “Privacy: The New Generations,” International Data 
Privacy   Law,  Vol. 1,  Issue 1,   pp. 15-27,   February  2011. 
Available on May 31, 2017  at: https://academic.oup.com/ 
idpl/article-lookup/doi/10.1093/idpl/ipq003 

[10] G. Kambourakis, “Anonymity and Closely Related Terms in 
the Cyberspace: An Analysis by Example,” Journal of 
Information Security and Applications, Vol. 19, Issue 1, pp. 
2-17, Elsevier, February 2014. 

[11] A. Ruiz-Martinez, “A Survey on Solutions and Main Free 
Tools for Privacy Enhancing Web Communications,” Journal 

of Network and Computer Applications, Vol. 35, Issue 5, pp. 
1473-1492, Elsevier, September 2012. 

[12] J. Ren and J. Wu, “Survey on Anonymous Communications 
in Computer Networks,” Computer Communications, Vol. 33, 
Issue 4, pp. 420-431, Elsevier, March 2010. 

[13] A. Pfitzmann and M. Hansen, “A Terminology for Talking 
About Privacy by Data Minimization: Anonymity, 
Unlinkability, Undetectability, Unobservability, 
Pseudonymity, and Identity Management,” Version v0.34, 98 
pages, Aug. 10, 2010. Available on May 31, 2017 at: 
https://dud.inf.tu-
dresden.de/literatur/Anon_Terminology_v0.34.pdf 

[14] C. Salter, O. S. Saydjari, B. Schneier, and J. Wallner, 
“Toward A Secure System Engineering Methodology,” 
Proceedings of the New Security Paradigms Workshop, pp. 2-
10, 1998. 

[15] A. Nanthaamornphong, K. Morris, and S. Filippone, 
“Extracting UML Class Diagrams from Object-Oriented 
Fortran: ForUML,” Proceedings of the 1st International 
Workshop on Software Engineering for High Performance 
Computing in Computational Science and Engineering (SE-
HPCCSE’13), pp. 9-16, 2013. 

[16] J. I. Hong, J. D. Ng, S. Lederer, and J. A. Landay, “Privacy 
Risk Models for Designing Privacy-Sensitive Ubiquitous 
Computing Systems,” Proceedings, 2004 Conference on 
Designing Interactive Systems: Processes, Practices, Methods, 
and Techniques, Cambridge, MA, USA, pp. 91-100, 2004. 

[17] J. Biega, I. Mele, and G. Weikum, “Probabilistic Prediction of 
Privacy Risks in User Search Histories,” Proceedings of the 
1st International Workshop on Privacy and Security of Big 
Data, pp. 29-36, Nov. 2014. 

[18] E. Paintsil, “A Model for Privacy and Security Risks 
Analysis,” Proceedings of the 5th International Conference on 
New Technologies, Mobility and Security (NTMS), pp. 1-8, 
May 2012. 

[19] 14-G. Das and N. Zhang, “Privacy Risks in Health Databases 
From Aggregate Disclosure,” Proceedings of the 2nd ACM 
International Conference on Pervasive Technologies Related 
to Assistive Environments (PETRA’09), article no. 74, June 
2009. 

[20] R. Meis and M. Heisel, “Supporting Privacy Impact 
Assessments Using Problem-Based Privacy Analysis 
(Technical Report).” Available on May 31, 2017 at: 
https://www.uni-due.de/imperia/md/content/swe/pia-
formal.pdf 

[21] D. Tancock, S. Pearson, and A. Charlesworth, “A Privacy 
Impact Assessment Tool for Cloud Computing,” Proceedings 
of the 2nd IEEE International Conference on Cloud 
Computing Technology and Science, pp. 667-676, 2010. 
Available on May 30, 2017 at: 
http://barbie.uta.edu/~hdfeng/CloudComputing/cc/cc47.pdf 

[22] S. Joyee De and D. Le Métayer, “PRIAM: A Privacy Risk 
Analysis Methodology,” Research Report RR-8876, Inria - 
Research Centre Genoble - Rhône-Alpes, 51 pages, 2016. 
Available on May 31, 2017 at: https://hal.inria.fr/hal-
01302541/document 

[23] A. Nematzadeh and L. J. Camp, “Threat Analysis of Online 
Health Information System,” Proceedings of the 3rd 
International Conference on Pervasive Technologies Related 
to Assistive Environments (PETRA’10), article no. 31, June 
2010. 

[24] G. Yee, “Visualization for Privacy Compliance,” Proceedings 
of the 3rd International Workshop on Visualization for 
Computer Security (VizSEC’06), pp. 117-122, Nov. 2006. 

[25] G. Yee, “Visual Analysis of Privacy Risks in Web Services,” 
Proceedings of the IEEE International Conference on Web 
Services (ICWS 2007), pp. 671-678, July 2007. 

24

International Journal on Advances in Security, vol 10 no 1 & 2, year 2017, http://www.iariajournals.org/security/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



 

 

 

 
 
 
 
 

[26] M. Daradkeh, “Exploring the Use of an Information 
Visualization Tool for Decision Support under Uncertainty 
and Risk,” Proceedings of the International Conference on 
Engineering & MIS 2015 (ICEMIS’15), article no. 41, 2015. 

[27] T. Takahashi, K. Emura, A. Kanaoka, S. Matsuo, and T. 
Minowa, “Risk Visualization and Alerting System: 
Architecture and Proof-of-Concept Implementation,” 
Proceedings of the First International Workshop on Security 
in Embedded Systems and Smartphones (SESP’13), pp. 3-10, 
2013. 

[28] S. Kai, T. Shigemoto, T. Kito, S. Takemoto, and T. Kaji, 
“Development of Qualification of Security Status Suitable for 
Cloud Computing System,” Proceedings of the 4th 
International Workshop on Security Measurements and 
Metrics (MetriSec’12), pp. 17-24, 2012. 

[29] Wikipedia, “Security information and event management,” 
available on June 12, 2016 at: 
https://en.wikipedia.org/wiki/Security_information_and_event
_management 

[30] M. Guerriero, D. Tamburri, Y. Ridene, F. Marconi, M. 
Bersani, and M. Artac, “Towards DevOps for Privacy-by-
Design in Data-Intensive Applications: A Research 
Roadmap,” Proceedings of the 8th ACM/SPEC on 
International Conference on Performance Engineering 
Companion (ICPE ’17), pp. 139-144, April 2017. 

[31] S. Spiekermann, “The Challenges of Privacy by Design,” 
Communications of the ACM, Vol. 55, Issue 7, pp. 38-40, 
July 2012. 

[32] D. Le Métayer, “Privacy by Design: A Formal Framework for 
the Analysis of Architectural Choices,” Proceedings of the 3rd 
ACM Conference on Data and Application Security and 
Privacy (CODASPY ’13), pp. 95-104, 2013. 

[33] C. Perera, C. McCormick, A. Bandara, B. Price, and B. 
Nuseibeh, “Privacy-by-Design Framework for Assessing 
Internet of Things Applications and Platforms,” Proceedings 
of the 6th International Conference on the Internet of Things 
(IoT ’16), pp. 83-92, November 2016. 

[34] M. Alizadeh and N. Zannone, “Risk-based Analysis of 
Business Process Executions,” Proceedings of the 6th ACM 
Conference on Data and Application Security and Privacy 
(CODASPY’16), pp. 130-132, 2016. 

[35] Z. Jorgensen, J. Chen, C. Gates, N. Li, R. Proctor, and T. Yu, 
“Dimensions of Risk in Mobile Applications: A User Study,” 
Proceedings of the 5th ACM Conference on Data and 
Application Security and Privacy (CODASPY’15), pp. 49-60, 
2015. 

[36] M. Islam, A. Lautenbach, C. Sandberg, and T. Olovsson, “A 
Risk Assessment Framework for Automotive Embedded 
Systems,” Proceedings of the 2nd ACM International 
Workshop on Cyber-Physical System Security (CPSS’16), pp. 
3-14, 2016. 

 

25

International Journal on Advances in Security, vol 10 no 1 & 2, year 2017, http://www.iariajournals.org/security/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



A Formalised Approach to Designing Sonification Systems
for Network-Security Monitoring

Louise Axon, Jason R. C. Nurse, Michael Goldsmith, Sadie Creese

Department of Computer Science, University of Oxford,
Parks Road, Oxford, UK

Email: {louise.axon, jason.nurse, michael.goldsmith, sadie.creese}@cs.ox.ac.uk

Abstract—Sonification systems, in which data are represented
through sound, have the potential to be useful in a number of
network-security monitoring applications in Security Operations
Centres (SOCs). Security analysts working in SOCs generally
monitor networks using a combination of anomaly-detection
techniques, Intrusion Detection Systems and data presented in
visual and text-based forms. In the last two decades significant
progress has been made in developing novel sonification systems
to further support network-monitoring tasks, but many of these
systems have not been sufficiently validated, and there is a
lack of uptake in SOCs. Furthermore, little guidance exists
on design requirements for the sonification of network data.
In this paper, we identify the key role that sonification, if
implemented correctly, could play in addressing shortcomings
of traditional network-monitoring methods. Based on a review of
prior research, we propose an approach to developing sonification
systems for network monitoring. This approach involves the
formalisation of a model for designing sonifications in this space;
identification of sonification design aesthetics suitable for real-
time network monitoring; and system refinement and validation
through comprehensive user testing. As an initial step in this
system development, we present a formalised model for designing
sonifications for network-security monitoring. The application of
this model is demonstrated through our development of prototype
sonification systems for two different use-cases within network-
security monitoring.

Keywords–Sonification; Network Security; Anomaly Detection;
Network Monitoring; Formalised Model; Situational Awareness.

I. INTRODUCTION
The cybersecurity of enterprises crucially depends on the

monitoring capabilities of the Security Operations Centres
(SOCs) operating on their behalf, aiming to maintain network
and systems security; in particular, their ability to detect and
respond to cyber-attack. Organisations today are frequently
the target of cyber-attacks, the nature of which varies widely
from ransomware to denial-of-service (DoS) attacks to the
exfiltration of sensitive data by insiders, for example. These
attacks can be highly damaging both financially, and in terms
of the reputation of the organisation. In the face of a constantly
evolving set of threats and attack vectors, and changing busi-
ness operations, there is a constant requirement for effective
monitoring tools in SOCs to both automatically and semi-
automatically detect attacks.

One of the key challenges that SOCs face in monitoring
large networks is the huge volume of data and metadata that
can be present on the network. This consists of both the data
created by the day-to-day operations of the enterprise, and
the data created by security tools. For real-time monitoring,
tools that present this data in a form that can be processed in
negligible time are essential [1]. Intrusion Detection Systems

(IDSs) and visualisations are general examples of classes of
tools that are widely used to convey information pertaining
to network security in a form that can be easily understood
by analysts. The detection algorithms that usually underlie
such tools have certain limitations, and can produce false-
positive and false-negative results [2,3]. Detecting attacks, and
recognising which risks must be prioritised over other attacks
and malign activities is difficult, and the degree of inaccuracy
in detection systems can make it even more so.

Sonification can provide a potential solution to the chal-
lenges of network-security monitoring in SOCs. Sonification
is the presentation of data in an audio (generally non-speech)
form. Over the last two decades, the incorporation of sonifi-
cation systems into the monitoring activity of SOCs has been
considered [1]. A range of systems has been proposed in which
sonified data are presented to support security analysts in
their network-monitoring tasks. Some prior work has provided
strong evidence of the role sonification could play in improving
SOC monitoring capabilities. It has already been shown, for
example, that using sonification techniques enables users to
detect false-positives from IDSs more quickly [4]. However,
the use of sonification systems in this context has not been
sufficiently validated, and there is a lack of uptake in SOCs.
Sonification has not yet been used operationally in SOCs to
our knowledge. Based on the current state of the art, there
are clear needs for further research and testing to validate the
usefulness of sonification for efficient network monitoring, and
to develop appropriate and effective sonifications to enhance
network-monitoring capabilities.

This paper is an extension of a survey paper by Axon et
al. [1]. In that paper, the major developments over the last two
decades in sonification and multimodal systems for network
monitoring were reviewed, with particular focus on approaches
to design and user testing. That article also contributed a
research agenda for advancing the field. This agenda included
comprehensive user testing to assess the extent to which,
and ways in which, sonification techniques can be useful for
network-monitoring tasks in SOCs; the development of aes-
thetic sonifications appropriate for use in continuous network-
monitoring tasks; and the formalisation of an approach to
sonifying network-security data. In this paper, we extend
that work by proposing an approach to designing sonification
systems for network-security monitoring, and presenting a
formalised sonification model as part of that approach. We
illustrate the application of the model by using it to design
two different sonification-system prototypes.

The remainder of this paper is structured in six sections:
in Section II, we present traditional approaches to network
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monitoring and detail their shortcomings. Section III presents
a review of prior work in using sonification for network mon-
itoring, and highlights outstanding challenges in the field. In
Section IV, we propose an approach to developing sonification
systems for real-time network monitoring. We present our
initial work in a part of this approach – the formalisation of
a sonification design model – in Section V. In Section VI
we apply this model to develop prototype sonification systems
for two different use-cases within network-security monitoring.
We conclude in Section VII, and indicate directions for future
work.

II. TRADITIONAL APPROACHES TO NETWORK-SECURITY
MONITORING

Network-security monitoring is generally conducted by
security analysts, who observe activity on the network –
usually using a variety of tools – in order to detect security
breaches. According to the UK government’s Cyber Security
Breaches Survey for companies across the UK, published in
May 2016, two-thirds (65%) of large organisations reported
that they had detected a security breach in the last twelve
months, with the most costly single breach experienced by
an organisation during that time purported to have cost £3
million [5]. In the face of such frequent and potentially costly
breaches, network-monitoring and attack-detection capabilities
are of extremely high importance.

A variety of tools are used in network monitoring: IDSs,
Intrusion Prevention Systems (IPSs), visualisations, textual
presentations, and firewalls are some of the tools with which
analysts conduct their monitoring tasks. The subject of our
research is primarily detection, rather than prevention capa-
bilities. We therefore focus on IDSs and anomaly-detection
techniques. We also describe the data-presentation methods
generally used to convey network-security monitoring infor-
mation to security analysts – security visualisation tools, and
text-based interfaces.

Network monitoring is largely based on alerts given by
IDSs. Many IDSs have been based on Denning’s model [6].
In general, there are two types of IDS. Anomaly-based IDSs
monitor network traffic, and compare it against an established
baseline (based on bandwidth, protocols, ports, devices, and
connections that are “normal”). Signature-based IDSs, on the
other hand, compare packets monitored on the network against
a database of signatures or attributes from known malicious
threats [2]. Leading SOCs typically craft their own signatures,
defined by analysts in the form of rules. Recent advances
automate the collection and analysis of data from a range
of sources such as logs and IDS alerts using novel Machine
Learning and Data Mining approaches.

Anomaly-detection techniques describe methods for the
detection of changes in systems that may indicate the presence
of threat, and so be of interest from a monitoring perspective.
In contrast with signature- or rule-based detection, which
relies on comparison with known attack signatures, in anomaly
detection, the state of the network is monitored and compared
with a “normal” baseline. Anomalous activity is that which
exceeds an acceptable threshold difference from this baseline.
Anomaly detection often informs the output of IDSs and
visualisations. There are several reports reflecting on the state
of the art in anomaly-detection techniques [2,7,8]. In general,
we can divide anomaly-detection methods into three categories
[2, 9]: detection methods based on Statistics, in which values

are compared against a defined acceptable range for deviation
[10, 11]; detection methods based on Knowledge Systems, in
which the current activity of the system is compared against a
rule-based “normal” activity [12]; and detection methods based
on Machine Learning, automated methods in which systems
learn about activities and detect whether these are anomalous
through supervised or unsupervised learning [7, 13].

Data-presentation techniques convey network-security
monitoring information to security analysts. Command-line
interfaces are commonly used mediums for presenting the
output of network-monitoring appliances such as IDSs and
network firewalls. Security visualisations are another widely-
used class of tool that convey the output of automated detec-
tion tools, and may also present information about the raw
network data. While some security-visualisation systems are
very basic, there are a number of recent surveys of the state
of the art in visualising complex network data. Zhang et al.
[14] and Etoty et al. [15] present reviews as of 2012 and
2014 respectively, reporting research into improving graphical-
layout and user-interaction techniques [16, 17]. Visualisations
generally work by mapping network-data parameters to visual
parameters, such that analysts can observe the changes in
the visualisation presented and from this deduce changes in,
and information about, the network. The design of effective
visualisation involves identifying mappings that represent the
data in a way that can be understood by security analysts, in
SOCs for example, without inducing cognitive overload, and
can clearly convey information pertaining to the security of
the network.

There are certain drawbacks to current approaches to the
monitoring and analysis of security data. Existing automated
techniques can be unreliable or inaccurate. Signature-based
IDSs may suffer from poorly-defined signatures, and are
limited to detecting only those attacks for which signatures
are known. The algorithms underlying anomaly-detection tech-
niques using Statistics or Machine Learning also produce
false-positives and false-negatives [2, 3]. There is, therefore,
a requirement to identify improved anomaly-detection meth-
ods. Alongside ongoing research into improving the accuracy
of automated detection methods, one avenue that has been
researched in security-visualisation work is the detection of
anomalies by humans observing aspects of the network data
[18].

Given the potential inaccuracy of the alerts produced by
the automated detection-system used, it is important that the
human analyst has situational awareness and an understanding
of the network state, in order that he can interpret alerts and
accurately decide their validity; this is one of the key roles of
data-presentation techniques. A shortcoming of existing text-
based and visualisation-based network-monitoring systems is
the requirement that operators dedicate their full attention to
the display in order to ensure that no information is missed
– for real-time monitoring especially – which can restrict
their ability to perform other tasks. Furthermore, the number
of visual dimensions and properties onto which data can be
mapped is limited [19], and the presentation of large amounts
of information visually may put strain on the visual capacity
of security analysts.

III. NETWORK MONITORING USING SONIFICATION
Based on the shortcomings we identify in existing moni-

toring techniques, we believe that sonification may have the
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potential to improve monitoring capabilities in SOCs, in a
number of ways. While many promising advances have been
made recently in novel data-analytics approaches in particu-
lar, we highlight that automated network-monitoring systems
do not always produce reliable outputs. Presenting network-
monitoring information as a continuous sonification could im-
prove analysts’ awareness of the network-security state, aiding
their interpretation of the alerts given by automated systems.
Such awareness could also enable analysts to detect patterns,
recognise anomalous activity and prioritise risks differently
from the way their systems do, acting as a human anomaly-
detector of sorts.

Sonification could also offer a solution to the shortcomings
of current data-presentation techniques – in particular, text-
based presentation and security visualisations – as an extra
interface that requires humans to use their sense of hearing
rather than vision. It is important to design representations of
large volumes of network data that are as easy as possible for
analysts to use, understand and act on. A potential advantage
of using sonification in this context is that sound can be
presented for peripheral listening. This means that, if designed
correctly, sonification could enable analysts to monitor the
network-security state as a non-primary task, whilst performing
other main tasks. Furthermore, using sound offers another set
of dimensions in addition to visual dimensions onto which
data can be mapped. The addition of sonification to existing
visualisation-based or text-based data presentation approaches
could provide a useable method of monitoring highly complex,
multivariate network data.

A. Sonification: a Background
Sonification is the presentation of data in an audio (gen-

erally non-speech) form. It is used in numerous fields, such
as financial markets, medicine (Electroencephalography (EEG)
monitoring [20], image analysis [21]) and astronomy. User
testing has validated that the presentation of sonified data
can improve certain capabilities in a number of applications:
improved accuracy in monitoring the movement of volatile
market indices by financial traders [22], and improved capa-
bilities for exploratory analysis of EEG data [23], for example.

A variety of techniques and guidelines have been developed
for the design and implementation of sonification [24–27].
Throughout sonification literature there are three main ap-
proaches recognised: earcons/event-based sonification (discrete
sounds representing a defined event), parameter-mapping soni-
fication (PMSon – in which changes in some data dimen-
sions are represented by changes in acoustic dimensions), and
model-based sonification (in which the user interacts with a
model and receives some acoustic response derived from the
data).

The current state of the art in sonification for network and
server monitoring is summarised by Rinderle-Ma et al. [19],
who identify systems for the sonification of computer-security
data, in various stages of maturity. It is concluded that there
is a lack of formal user and usability testing, even in those
systems that are already fully developed [28–30]. Our survey
work differs from that of Rinderle-Ma et al.: while that survey
gives an overview of the design approaches taken in some
existing sonification systems, our survey provides much greater
detail on the sonification design of existing systems in terms
of sonification techniques, sound mapping types, the network
data and attack types represented and the network-monitoring

scope. Furthermore, in this paper we propose an approach to
designing and testing the utility of sonification systems for
network monitoring, and we go on to actually report on the
implementation of that research vision, namely our work on the
development of a formalised model for designing sonifications
for anomaly-based network monitoring.

Raw
network
data

Sonification

Visualisation
or text-based
presentationAnomaly detection

IDS

Firewall

Network-monitoring
appliances

Approach 1

Approach 2

Figure 1. A summary of the existing relationship between traditional
monitoring techniques and their potential relationship with sonification

systems in SOCs.

Figure 1 shows the existing relationship between raw data,
anomaly-detection techniques, network-monitoring appliances
such as IDSs, and data-presentation techniques, and the posi-
tion we envisage sonification might take in this setup. The
figure shows two approaches to sonifying network-security
monitoring data. In Approach 1, the raw network data is
represented in the sonification – perhaps with some scaling or
sampling methods applied. In Approach 2, the network data is
not sonified in its raw form but is subject to some automated
detection procedure prior to sonification. This either means
that the output of some network-monitoring appliance – an
IDS, for example – is sonified, or that there is some detection
algorithm involved in the sonification method itself prior to
the rendering of the data as sound.

TABLE I. EXAMPLES OF TYPES OF RAW NETWORK DATA

Data Type Description

Packet header The header information for individual packets on the
network (including timestamp, source/destination IP/port,
packet size, for example) from a network packet capture

Netflow Data on collected network flows – sequences of packets
sent over the same connection (including timestamp, flow
duration, source/destination IP/port, for example)

Machine Logs Data recorded at individual machines on the network. For
example, network packets received and sent; processes
running; central processing unit (CPU) usage

In Table I, we clarify the meaning of “raw network data”
as it is used in Figure 1, by illustrating examples of types of
data. The list is not exhaustive, but gives some indication of
the network data to which we refer. These data are examples
of the raw network data that is sonified directly in Approach
1 of Figure 1.

B. Applications of Sonification to Network Monitoring
PEEP, a “network auralizer” for monitoring networks with

sound, is presented in [28]. PEEP is designed to enable
system administrators to detect network anomalies – both
in security and general performance – by comparing sounds
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with the sound of the “normally functioning” network. The
focus of PEEP is on the use of “natural” sounds – birdsong,
for example – in sonifying network events. Recordings are
mapped to network conditions (excessive traffic and email
spam, for instance), and are played back to reflect these
conditions. Abnormal events are presented through a change
in the “natural” sounds. PEEP represents both network events
(when an event occurs it is represented by a single natural
sound) and network state (state is represented through sounds
played continuously, which change when there is a change in
some aspects of the state, such as average network load). There
is no experimental validation of the performance of PEEP and
its usefulness for monitoring networks, but the authors report
the ability to hear common network problems such as excessive
traffic using the sonification.

The Stetho network sonification system is given in [31].
Stetho sonifies network events by reading the output of the
Linux tcpdump command, checking for matches using regular
expressions, and generating corresponding Musical Instrument
Digital Interface (MIDI) events, with the aim that the system
creates sounds that are “comfortable as music”. The aim of
Stetho is to convey the status of network traffic, without a
specific focus on anomaly detection. The research includes an
experimental evaluation of the Stetho system – users’ ability
to interpret the traffic load from the sounds generated by
Stetho is examined. The experiment shows that this monitoring
information can be recognised by users from the sounds
created by Stetho; however, only four users (subjects familiar
with network administration) are involved in the evaluation
experiment.

Network Monitoring with Sound (NeMoS) is a network
sonification system in which the user defines network events,
and the system then associates these events with MIDI tracks
[32]. The system is designed to allow monitoring of different
parts of a potentially large network system at once, with a
single musical flow representing the whole state of the part of
the system the system manager is interested in. The focus is not
on network security but on monitoring network performance
in general; printer status and system load, for example, can be
represented through two different sound channels.

More recently, Ballora et al. look to create a soundscape
representation of network state which aids anomaly detection
by assigning sounds to signal certain types and levels of net-
work activity such as unusual port requests [33] (“soundscape”
definition given by Schafer [34]). The concept is a system
capable of combining multiple network parameters through
data fusion to create this soundscape. The fusion approach
is based on the JDL Data Fusion Process Model [35], with
characteristics of the data assigned to multiple parameters of
the sound. The authors aim, firstly, to map anomalous events
to sound and, secondly, to represent the Internet Protocol
(IP) space as a soundscape in which patterns can emerge
for experienced listeners. No user testing is carried out to
establish the usefulness of the system for anomaly-detection
tasks. However, the authors report being able to hear patterns
associated with distributed denial-of-service (DDoS) and port-
scanning attacks (see Table III).

Vickers et al. sonify meta properties of network traffic
data [36] as a countryside soundscape. In that system, the
log returns of successive values of network traffic properties
(number of packets received and sent, number of bytes received

and sent) are used to modulate the amplitude, pan, phase or
spectral characteristics of four sound channels, including the
sound of a running stream and rain. The aim of the system is to
alert the system administrator to abnormal network behaviour
with regard to both performance and security; it is suggested,
for example, that a DDoS attack might be recognisable by the
system’s representation of an increase in certain types of traffic.
There is, however, no evaluation of users’ ability to recognise
such information using the system. Vickers et al. then extend
that work to further explore the potential for using sonification
for network situational awareness [37]. For this context, i.e.,
continuous monitoring for network situational awareness – it is
argued that solutions based on soundscape have an advantage
over other sonification designs, and that there is a need
for sonifications that are not annoying or fatiguing and that
complement the user’s existing sonic environment.

A soundscape approach is also adopted in the InteNtion
system [29] for network sonification. Here, network traffic
analysis output is converted to MIDI and sent to synthesisers
for dynamic mixing; the output is a soundscape composed
by the network activity generally rather than the detection of
suspicious activity specifically. It is argued that the system
could be used to help administrators detect attacks; however
this is not validated through user testing. DeButts is a student
project available online in which network data is sonified
with the aim of aiding security analysts to detect anomalous
incidents in network access logs [38].

Garcı́a-Ruiz et al. investigate the application of sonification
as a teaching and learning tool for network intrusion detection
[39, 40]. This work includes an exploratory piece in which
information is gathered regarding the subjects’ preferred au-
ditory representations of attacks. Sonification prototypes are
given for the mapping of log-registered attacks into sound. The
first uses animal sounds – auditory icons – for five different
types of attack (“guess”, “rcp”, “rsh”, “rlogin”, “port-scan”);
the second uses piano notes at five different frequencies as
earcons to represent the five types of attack. Informal testing
was carried out for these two prototypes, and suggested that
the earcons were more easily identifiable, while the subjects
could recall the attack types more easily using the auditory
icons. While this is a useful start to comparing approaches
to sonification design for network data, the mappings tested
are limited, and further research is required into mappings
involving other sound and data types.

Systems have been proposed to sonify the output of existing
IDSs, and to act as additions to the function of these systems.
Gopinath’s thesis uses JListen to sonify a range of events
in Snort Network Intrusion Detection System (a widely used
open-source network IDS for UNIX derivatives and Windows)
to signal malicious attacks [4]. The aim is to explore the
usefulness of sonification in improving the accuracy of IDS
alert interpretation by users; usability studies indicate that
sonification may increase user awareness in intrusion detection.
Experiments are carried out to test three hypotheses on the
usability and efficacy of sonifying Snort. The findings are:
musical knowledge has no significant effect on the ability
of subjects to use the system to find intrusions; sonification
decreases the time taken to detect false positives; immediate
monitoring of hosts is possible with a sonified system. As
noted by Rinderle-Ma et al. [19], however, the comparison
is somewhat biased since the control group without auditory
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TABLE II. REVIEW OF APPROACHES TO AND USER TESTING IN EXISTING SONIFICATION SYSTEMS
FOR NETWORK MONITORING, ORDERED BY YEAR.
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Gilfix
[28]

2000 “Natural” sounds mapped to network conditions 7 Raw data
(network
packet logs)

Natural
(wildlife
and
nature)
sounds

PMSon Anomaly detection:
conditions such as
high traffic load
and email spam are
mapped to sound

7 7

Varner
[41]

2002 Multimodal system: visualisation conveys status of
network nodes; sonification conveys additional details
on network nodes selected by the user

7 Not
specified

Not
speci-
fied

Not
speci-
fied

Network attack
detection

7 3

Kimoto
[31]

2002 Maps parameters of sound to raw network data 3 4 Subjects
familiar
with
network
adminis-
tration

Raw data
(Linux
tcpdump
output)

Musical PMSon General network
activity and
network anomaly
detection

3 3

Malandri-
no
[32]

2003 Associates MIDI tracks to user-defined network events 7 Raw data
(printer
status,
server CPU,
file server
logs,
network
packet logs)

Musical Event-
based

Network
performance

7 7

Gopinath
[4]

2004 Instrument and pitch mapped to IDS alert type 3 20 Computer
Science
students
and staff

IDS alerts
(Snort)

Real-
world
and
musi-
cal

PMSon Intrusion detection:
IDS logs sonified
to aid users
monitoring
intruders and
vulnerable hosts

3 7

Papado-
poulos
[42]

2004 Combines network events rendered as spatial audio
with 3D stereoscopic visuals to form a multimodal
representation of network information. Sounds are
created in response to changes in data patterns using
Gaussian Mixture Modelling

7 Raw data
(incoming
network
flows)

Real-
world
and
musi-
cal

PMSon Anomaly detection:
network data
presented for
pattern recognition

7 3

Qi [43] 2007 Maps traffic pattern (classified, queued and scheduled)
to audio; bytes and packet rate are mapped to
frequency and intensity of audio respectively

7 Raw data
(network
packet logs)

Musical PMSon Network attack
detection (DoS,
port scanning)

7 3

El
Seoud
[40]

2008 Auditory icons (non-instrumental) and earcons
(instrumental) mapped to attack type

3 29 Telematics
engineer-
ing
students

Marked
attacks from
network log

Real-
world
and
musi-
cal

Event-
based

Network attack
detection

7 7

Brown
[44]

2009 Proposed system maps raw network traffic to sound to
convey information on network status; current system
maps properties of traffic classified as disruptive by
an IDS to properties of piano notes

7 Raw data
(network
packet logs)
and IDS
output

Musical PMSon Network anomaly
detection (increase
in traffic; HTTP
error messages;
number of TCP
handshakes)

7 3

Ballora
[33]

2011 Parameter-mapping soundscape for overall IP space;
obvious sound signals for certain levels of activity

7 Raw data
(network
packet logs)

Musical PMSon Anomaly detection:
anomalous
incidents sonified,
and network state
presented to human
to enable pattern
recognition

7 7

Giot
[29]

2012 MIDI messages mapped to data output by SharpPCap
library network traffic analysis; MIDI messages mixed
to produce a soundscape

7 Raw data
(network
packet logs)

Musical PMSon General network
activity and attack
detection

7 7

deButts
[38]

2014 Maps distinct notification tones to anomalous network
events; visualises network traffic activity (multimodal)

7 Raw data
(access
logs)

Musical
(single
tones)

Event-
based

Anomaly detection:
defined anomalous
incidents mapped
to sounds

7 3

Vickers
[36]

2014 Parameters of each sound generator (voice) mapped to
the log return values for the network’s self-organised
criticality

7 Raw data
(network
packet logs)

Natural PMSon Network
performance and
attack detection

7 7

Worrall
[30]

2015 Multimodal system for real-time sonification of
large-scale network data. Maps data parameters and
events to sound; parameter-mapping sonification
approach using melodic pitch structures to reduce
fatigue

7 Raw data
(sampled
network
packet
traffic)

Musical PMSon General network
activity

7 3

Mancuso
[45]

2015 Multimodal system for representing data on military
networks, in which each source and destination IP is
mapped to an instrument and pitch, and the loudness
is increased when a packet size threshold is exceeded

3 30 Local
popula-
tion and
air force
base
personnel

Raw data
(network
packet logs)

Musical PMSon Network anomaly
detection (packet
size threshold,
source and
destination IPs
sonified)

3 3

30
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support had to conduct the tasks by reading log files, without
access to the visualisation-based tools to which the group
tested with auditory support had access.

Multimodal systems, that combine visualisation and soni-
fication for network monitoring, have also been explored.
Varner and Knight present such a system in [41]. Visualisation
is used to convey the status of network nodes; sonification
then conveys additional details on network nodes selected
by the user. This multimodal approach is useful because it
combines advantages of the two modalities – the spatial nature
of visualisation, and the temporal nature of sonification – to
produce an effective and usable system. Garcı́a et al. describe
the benefits and pitfalls of using multimodal human-computer
interfaces for the forensic analysis of network logs for attacks.
A sonification method is proposed for IDSs as part of a
multimodal interface, to enable analysts to cope with the
large amounts of information contained in network logs. The
sonification design approach is not detailed, and the system is
not tested with users.

The CyberSeer [42] system uses sound to aid the presenta-
tion of network-security information with the aim of improving
network-monitoring capability. Sound is used as an additional
variable to data-visualisation techniques to produce an audio-
visual display that conveys information about network traffic
log data and IDS events. The requirement for user testing to
establish the most effective audio mappings is recognised, but
no testing is carried out. Garcı́a-Ruiz et al. describe the benefits
and pitfalls of using multimodal human-computer interfaces
for analysing intrusion detection [46]. A sonification method
is proposed for IDSs as part of a multimodal interface, to
enable analysts to cope with the large amounts of information
contained in network logs.

Qi et al. present another multimodal system for detecting
intrusions and attacks on networks in [43]; distinctive sounds
are generated for a set of attack scenarios consisting of
DoS and port scanning. The authors stipulate that the sounds
generated could enable humans to recognise and distinguish
between the two types of attack; however, user testing is
needed to validate this conclusion and investigate the extent to
which this approach is effective. A similar approach is adopted
by Brown et al. [44]: the bit-rates and packet-rates of a delay
queue are sonified in a system for intrusion detection.

NetSon [30] is a system for real time sonification and
visualisation of network traffic, with a focus on large-scale
organisations. In this work, there are no user studies, but the
system is being used at Fraunhofer IIS, a research institution,
who provide a live web stream of their installation [47]. Mi-
crosoft have a multimodal system, Specimen Box, for real-time
retrospective detection and analysis of botnet activity. It has not
yet been presented in a scientific publication, but a description
and videos of the functioning system are presented online [48].
The system has not been subject to formal evaluation, but is
used in operations at the Microsoft Cybercrime Centre.

Mancuso et al. conducted user testing to assess the use-
fulness of sonification of network data for military cyber
operations [45]. Participants were tasked with detecting target
packets matching specific signatures (see Table III), using
either a visual display (a visual interface that emulated network
packet analysis software such as Wireshark) only, or both
visual and sonified displays. The aim of the testing was
to assess the extent to which sonification can improve the

performance and manage the workload of, and decrease the
stress felt by, users conducting cyber-monitoring operations
on military networks. The testing results show that the use
of sonifications in the task did not improve participants’
performance, workload or stress. However, only one method
of sonifying the data was tested, in which each possible source
and destination IP address was represented by a different
instrument and note, and the loudness increased if a threshold
packet size was exceeded. The results do not, therefore, show
that using sonification does not improve performance, stress
and workload in this context, but demonstrate only that this
particular method of sonifying the data is ineffective.

Raw
network
data

Sonification

Visualisation
or text-based
presentationAnomaly detection

IDS

Firewall

Network-monitoring
appliances

Approach 1: [28–33, 36, 42–45]

Approach 2: [4, 38, 40,
44]

Figure 2. A summary of the data types used in previous network data
sonification approaches.

In Figure 2 we show the approaches taken in previous
work to designing network-data sonifications, in terms of the
type of network data sonified. In this figure, we position the
existing sonification systems surveyed onto the monitoring
tool relationships diagram presented in Figure 1. Previously-
proposed sonifications of network-security data can be divided
into two sets: those that take Approach 1 (in which the
sonification system takes as input some raw network data,
with scaling functions applied such that the sonification is a
representation of the raw network data itself), and those that
take Approach 2 (in which the systems sonifies the output of
some network monitoring tool such as an IDS, or sonifies the
output of some inbuilt anomaly detection technique).

In Table II, we summarise the sonification design tech-
niques used and user testing carried out in prior work. In Table
III we examine in greater detail those existing sonification
systems developed for enabling attack detection by sonifying
raw network data specifically (Approach 1 represented in
Figure 2). For each system, we present the types of attacks
targeted, and the network data features represented in the
sonification. We summarise the reported effectiveness of these
systems for “hearing” cyber attacks.

In summary, some prior work shows that sonification sys-
tems have promising potential to enable network-security mon-
itoring capabilities. Previously-designed sonification systems
have been reported to produce sonic patterns from which it is
possible to “hear” cyber attacks [28, 33, 36, 43]. In particular,
it is reported that DoS attacks and port-scanning attacks can
be heard in previous systems sonifying raw network data.
User testing has shown that other sonification design attempts
were not useful for network-security monitoring tasks [45];
however, the sonification designs and applications tested in
this work were limited, and this result is not comprehensive
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TABLE III. ATTACK DETECTION AND NETWORK DATA FEATURE REPRESENTATION IN PREVIOUS SONIFICATION SYSTEMS.

Author Network data features sonified Can attacks be “heard”? Attacks targeted

Gilfix
[28]

Incoming and outgoing mail; average traffic load; number
of concurrent users; bad DNS queries; telnetd traffic;
others unspecified

Not assessed, but authors report ability to “easily
detect common network problems such as high load,
excessive traffic, and email spam”

Not specified

Varner
[41]

Not specified Not assessed

Papado-
poulos
[42]

Packet rate; others not specified Not assessed

Qi [43] Packet rate; byte rate No experimental assessment, but authors report that
the system produced sounds “notably” different
enough that distinguishing between DoS and port
scanning attacks is “relatively easy”, while no sounds
were produced under “normal” traffic conditions

DoS; port scanning

Brown
[44]

Prolonged increase in traffic volume; number of TCP
handshakes in progress; number of HTTP error messages

Not assessed

Ballora
[33]

Source IP address; destination IP address; frequency of
packets in ongoing socket connections; packet rate;
requests to unusual ports; geographic location of sender
(suggested but not implemented)

Not assessed, but authors report finding “that patterns
associated with intrusion attempts such as port scans
and denials of service are readily audible”

Dataset used contains DoS and
port-scanning attacks

Giot [29] Packet size; Time-to-Live (TTL) of packet; bandpass of
network; source IP address; destination IP address;
protocol (type of service); number of useless packets (e.g.
TCP ACK packet)

Not assessed

Vickers
[36]

Data sonified are log returns of successive instances of the
following values: number of bytes sent; number of packets
sent; number of bytes received; number of packets received

Changes in soundscape not noticeable under “normal”
network conditions; noticeable change occurs when
log returns large (large log return for number of
packets received might indicate DDoS, for example)

Not specified

Mancuso
[45]

Source IP address (of packet); destination IP address (of
packet); packet size

Use of sonification alongside the visual interface did
not improve participants’ performance in detecting
“target packets” compared with their performance
using the visual interface alone

Not specific attacks – target packet
characterised by “signatures”: network
transmissions originating from either of
two particular source IP addresses,
directed to either of two destination IP
addresses, using either of two
protocols, with packet size 500 bytes
or more

enough to suggest that further research in this area is futile. It is
clear that variations in sonification design approach may affect
the usefulness of the system for network-security monitoring,
and as such further research is required into appropriate
sonification designs for the context.

C. Outstanding Challenges
Table II presents a summary of the sonification systems

previously developed for network monitoring (solutions for
which full systems or prototypes have been developed). From
this, we have identified the key areas in which research is
lacking: formalisation of a model for designing sonification
systems for network monitoring, identification of data require-
ments, investigation of appropriate sonification aesthetics, and
validation of the utility of the approach through user testing.

In general, a weakness in the articles is the amount of user
testing carried out with the intended users – security analysts.
Table II shows that little user testing has been carried out,
and of that which has, little has specifically targeted security
analysts – it is possible that some of the Air Force Base
personnel who participated in the user testing by Mancuso
et al. were security analysts, but this is not made clear in
that paper [45]. Table II shows also that there has been little
(and no comprehensive) evaluation of the usefulness of existing
sonification systems for network anomaly detection. Gopinath
evaluates the usefulness of a sonification with a focus on
aiding users in monitoring the output of IDSs [4]. Mancuso
et al. evaluate the effectiveness of their sonification system in

enabling users to detect packets matching specific signatures,
but test only one sonification design. There is therefore a clear
need to assess and compare the use of a number of sonification
designs for network anomaly detection. Extensive user testing
is required to validate the usefulness of the approach and of
proposed systems, and to refine the sonification design.

The systems listed vary in the data they represent. Some
map raw network data to sound, some map the output of IDSs,
while some aim to map attacks to sounds. However, there is
no comparison of the efficacy of these approaches, or of the
usefulness of sonic representations of different attack types.
Identification of the network-data sources and features that
should be sonified in order to represent network attacks is
needed. The sonification design approaches used (event-based,
parameter-mapping, and soundscape-based) also vary, as do
the sound types (natural sounds, sounds that are musically
informed) but there is as yet no comprehensive investigation
into, or comparison of, the usefulness of these methods.
Based on this, we propose that comparative research into the
sonification aesthetics most appropriate for use in network
monitoring is crucial, in order to inform sonification design.
We further identify a requirement for the development of a
formalised approach to designing sonifications in this field,
to underpin developments and enable comparison. Next, we
outline our proposed approach to sonification development and
testing, with which we aim to address these issues.
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IV. PROPOSED APPROACH
We propose an approach to developing sonification systems

in this space. The approach involves formalising a model for
designing sonifications for network monitoring, identifying
the network data representation requirements, investigating
appropriate design aesthetics for the context, and assessing
the utility of the developed systems through comprehensive
user testing. We believe that these elements combine to form
a solution to the problem of designing and testing the utility
of sonification systems for network-security monitoring.

Data

Data requirements

Formalised
sonification model

Aesthetics

Set of data–sound
mappings

Scaling functions

Data–
sound
mappings

Sound
design

Scaling

Software User testing

Figure 3. Proposed approach to designing sonification systems for
network-security monitoring.

Figure 3 shows the parts of our approach, and their
relationship with each other. The formalised network data
sonification model takes as input aesthetic requirements and
data requirements, and incorporates the results of iterative user
testing. We now detail the research questions to be answered
for each part of the approach.

A. Requirement for a Formalised Sonification Model
To enable us to architect and experiment with sonifica-

tions in a flexible way, we need an underpinning sonifica-
tion model. This should enable us to utilise heterogeneous
sonifications alongside each other in order to compare per-
formance. No such model currently exists, and we therefore
propose the development of a formalised model specifically
for developing sonification systems for network monitoring.
This model should describe a grammar for the representation
of network data through parameter-mapping sonification that
enables incorporation of and experimentation with appropriate
design aesthetics, techniques of musical composition, and the
science of auditory perception. It is important that the model
encompasses prior art, and enables comparison with previous
approaches to designing sonifications in this space.

A model for designing sonifications for use in the network-
monitoring context should tailor aspects of sonification design
such as cross-field interference to produce sonifications that
are appropriate for network-monitoring tasks. A simple exam-
ple is a simultaneous change in two network parameters: a
statistically significant increase in traffic load, and messages

received from an IP address that is known to be malicious
(these two changes would generally be found by the statistical
anomaly-based IDSs and signature-based IDSs, respectively,
described in Section II). This could be the result of a DoS
attack, and the sonification system should therefore attract
the attention of the analyst. Cross-field interference could be
leveraged through the choice of data-sound mappings used in
this case (with a mapping to higher pitch and increased tempo
– two sound parameters which interact such that each appears
more increased that it really is – for the two data parameters
respectively) to ensure that the attack is highlighted by the
sonification.

In order to prevent sonification designs from causing
listener fatigue, we propose that a rule-based approach to
aesthetic sound generation may be appropriate. In particular,
a sonification model should be non-prescriptive in terms of
musical genre, and be applied to a variety of genres of music
to generate a set of different-sounding sonifications of the
same network data. We hypothesise that with this approach,
users could be allowed to move between a set of musical
genres at choice, each of which would sonify the network
data according to the same grammar, and this could reduce the
fatigue caused by the sounds. Below, we give the key questions
to be addressed in building this model.

• Which are the requirements specific to the
network-security monitoring context for the map-
ping of data to sound? In general, huge quantities of
multivariate and highly complex data move through
organisational computer networks. It is important that
the model enables the sonification designer to reason
about the parts of the data to be sonified, the key
information about these parts that must be conveyed to
the sonification user, and the most appropriate method
of representing this information through sound. For
example, an important task in SOCs is monitoring
the security state of sensitive servers on the network
– this could be those servers containing databases
of customer records. Devising methods of mapping
required information about selected aspects of the
network to sound will be a key part of the model
development process.

• What are the inputs and outputs of the sonifica-
tion model? The sonification model should take as
input both the data requirements for the represen-
tation, and the aesthetics derived: appropriate data-
sound mappings and sound design, and methods of
scaling the data to the sound domain. The model
should provide a method for mapping the required
data to sound, following the aesthetic requirements
input. The model should itself then produce the input
to some sonification software. Adaptability of the
model according to differing aesthetic requirements is
important, particularly as we aim to compare multiple
aesthetic approaches, and refine the aesthetic require-
ment specification through iterative user testing.

• How can we verify that the sonification model is
capable of addressing prior art approaches? In
order to enable comparison of new sonification system
designs with the approaches taken in prior work, it
is important that prior approaches can be replicated
through use of the sonification model developed. We
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can verify the correctness of the model for this task
by verifying that it has some representation of each
relevant prior sonification approach.

B. Data Requirements
The data requirements include firstly the data sources used,

since these produce different data types. For example packet
capture header data might be represented – a different data type
to machine log data (including machine CPU, for example) or
file access log data. The data requirements must also include
the data features addressed. These are the properties of the
data that we choose to sonify, and may be low-level properties
(such as a representation of source IP address from which each
packet is received) or may be attack-detection features (such
as packet rate thresholds against which data are compared).

The data requirements depend to a large part on the use-
case. In developing sonification systems for anomaly detection
by humans, data requirements should be derived from infor-
mation about all data sources and features that enable network
anomaly detection, and through which attacks are conveyed.
On the other hand, for use in a multimodal system, which
conveys part of the network data sonically while other data
is conveyed visually, the sonification data requirements would
depend on which data had been selected to convey visually,
and which using the sonification. As another example, if the
aim of sonification was to enable analysts to monitor network
security as a non-primary task, the data requirements should be
informed by the data sources that analysts may be frequently
required to monitor while simultaneously conducting other
tasks – these sources might include IDS alert logs, or the logs
of critical servers on the network, for example.
• Which data sources should be included in develop-

ing sonifications for network-security monitoring
purposes? It is important to identify those sources
for which a sonified representation might add value
in network monitoring; these might be raw network
data sources such as packet captures, Netflow or
Domain Name System (DNS) logs, or the sources
might be monitoring systems such as IDSs or network
firewalls. Buchanan et al. categorised the potential
data sources used by security analysts in answering
a number of different analytical questions (for exam-
ple, in searching for the activities associated with a
particular suspicious IP address) [49]. We hypothesise
that raw network packet capture data is most suitable
for network attack detection, because this constitutes a
full representation of traffic on the network. However,
it would be valuable to identify the network data
sources security analysts consider most useful for
network attack detection, and the methods by which
those sources are currently monitored. For example,
the information output of multiple such data sources
are often integrated in Security Information and Event
Management (SIEM) tools for monitoring by analysts.

• Which data properties or features should be soni-
fied to enable network anomaly detection by ana-
lysts? In order to identify the data properties to be rep-
resented, attack characterisation can be used to extract
the ways in which classes of network attacks (flooding
attacks, for example) manifest in the network data
sources selected for representation in the sonification.
Some prior work identifies network data features for

network anomaly detection, and for the detection of
particular classes of threat such as Advanced Persistent
Threats (APTs) and Botnets [50–52]. Some of this
work involves interviews with security analysts to
identify the properties of data analysts search for in
network security monitoring to enable attack detection
[49, 53]. The findings from attack characterisation
and prior work can be bolstered through interviews
with security analysts, to gather their views on the
importance of particular network data features for
network attack detection.

C. Sonification Aesthetics
While there has been some work in aesthetic sonification,

as reported in Section III, it has not been heavily applied
in the context of network monitoring. Prior work indicates
that sonification aesthetic impacts on its effectiveness. In an
experiment comparing sonifications of guidance systems, for
example, it was shown that sonification strategies based on
pitch and tempo enabled higher precision than strategies based
on loudness and brightness [54]. It was also shown in [55] that
particular sonification designs resulted in better participant per-
formance in identifying features of Surface Electromyography
data for a range of different tasks involved.

The aesthetics of the design are an important factor in
producing sonifications that are suitable for continuous pre-
sentation in this context. In particular, the sounds should be
unfatiguing [37, 56] and, if intended for use in non-primary
task monitoring, should achieve a balance in which they are
unobtrusive to the performance of other tasks while drawing
sufficient attention when necessary to be suitable for SOC
monitoring. While there are other techniques that may be
useful, we propose an approach to this design that draws
on techniques and theories of musical composition. We can
draw on work in aesthetic sonification by Vickers [56], and
on work in musification, i.e., the design of sonifications that
are musical. Some key questions to be answered regarding
sonification aesthetics for network-security monitoring are
described below.

1) Which are the most appropriate mappings from
network-security data to sound? Prior work has indi-
cated preferred mappings from data to sound in certain
contexts; for mapping physical quantities such as speed
and size, for example [57]. Useful parallels can be drawn
between these previous experiments and the network-
monitoring context, and hypotheses can thus be made
about appropriate data-sound mappings. However, it is
important to perform a context-specific assessment of
these mappings, in terms of their ability to convey the
required network-monitoring information in a way that
users can comprehend. Associations formed through the
previous experiences of users may affect the ease with
which they can use certain mappings; for example, based
on prior work we might expect a mapping from packet
rate to tempo of music to be intuitive. We propose that
user experiments should be carried out as part of the
sonification design process, to establish which mappings
from data to sound are most appropriate. The results of
these user experiments will form an input to the sets of
data-sound mappings used in the sonification model, as
shown in Figure 3.

2) Which sonification aesthetics are suitable for use in

34

International Journal on Advances in Security, vol 10 no 1 & 2, year 2017, http://www.iariajournals.org/security/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



network-security monitoring in SOCs? Comparison of
a range of musical aesthetics (for example, a comparison
between Classical Music and Jazz Music), should be
carried out to identify those most suitable for the context.
In particular, aesthetics that are unfatiguing, unobtrusive
to other monitoring work, and able to attract the required
level of attention from analysts, should be chosen. It
may be that a suitable approach is to enable analysts
to choose between a selection of musical aesthetics at
will. It is important to assess the extent to which musi-
cal experience affects the ability of security analysts to
use musically-informed sonification systems in network-
monitoring tasks. The effect of users’ musical experience
on their ability to understand and make use of the soni-
fication systems design will require investigation. Here,
musical experience refers to the level of prior theoretical
and aural musical training attained by the user. For this
SOC monitoring context, analysts’ use of the systems
should not be impaired by a lack of musical experience.

3) What granularity of network-security monitoring in-
formation can we represent usefully using sonifica-
tion? Given the huge volumes of network data observed
on organisational networks, and the high speed of packet
traffic on these networks, it should be assumed that
some scaling or aggregation will be required in the sonic
representation of certain data sources. The amount of
information that can be conveyed through sound should
be identified. This is both in the sense that sonification
software is actually capable of rendering the information,
and that humans can usefully interpret the information
presented and hear the network data required for anomaly
detection, i.e. that the sound is not overwhelming. Meth-
ods for producing network data inputs that can be usefully
rendered as sound, such as aggregating packets over
time intervals, or scaling quantities such as packet rate,
should then be experimented with. Sampling packets is
another possible approach; for example, Worrall uses
sampled network packets as the input to his network data
sonification using the Sflow tool, which takes packets
from the traffic stream at a known sampling rate [30].
Comparative testing would be valuable at this stage to
assess the levels of granularity of data sonification at
which network anomalies can be heard. The results of
this assessment of appropriate data granularity will form
an input to the scaling functions of the sonification model,
as shown in Figure 3.

Besides aesthetics, aspects of human perception must in-
fluence the design: the prior associations sounds may hold for
users and the way in which this affects interpretation; the effect
of musical experience on perception. It is important that the
design takes into account factors in perception such as cross-
field interference (in which different dimensions of sound –
pitch and tempo, for example – interact in a way that affects
perception of either) and does not induce cognitive overload
for the user.

D. Comprehensive User Studies
As well as addressing sonification-aesthetic requirements

through iterative user testing, we need to conduct user ex-
periments to investigate the utility of sonification systems for
network-security monitoring tasks. Section III indicates that
of the proposals made for sonification systems for network

monitoring, very few have conducted any user testing. None
have conducted testing to the extent required for an appropriate
understanding of the use of these systems and their suitability
for actual deployment in security monitoring situations. As
such, we identify a requirement for significantly more in-
context user testing of sonifications for network-monitoring
tasks, carried out with security analysts in SOCs, to inform the
design and investigate the advantages and disadvantages of the
approach. It is important that sonification systems are tested
in the SOC environment, in order to investigate how well they
incorporate with the particular characteristics of SOCs – a va-
riety of systems running simultaneously, collaborative working
practice, high levels of attention required from workers.

We will conduct user testing to investigate the hypothesis
that sonification can improve the network-monitoring capabil-
ities of security analysts. This hypothesis is proposed in light
of prior work in other fields in which it is proven that certain
capabilities can be improved by the presentation of sonified
data, as outlined in Section III, and of the limited experimental
evidence that shows that sonification can be useful for tasks
involving network data specifically [4, 31].

For the validation of sonification as a solution to improving
network-monitoring capabilities, there are certain key research
questions that need to be answered through user testing.

1) To what extent, and in what ways, can the use of
sonification improve the monitoring capabilities of
security analysts in a SOC environment? User testing is
required to establish the extent to which sonification can
aid security analysts in their network-monitoring tasks.
We theorise that there may be a number of use-cases for
sonification of network data in SOCs. For example, inves-
tigation is needed to establish whether the presentation of
network data through sonification can enable analysts to
“hear” patterns and anomalies in the data, and in this
way detect anomalies more accurately than systems in
any cases. Given the strong human capability for pattern
recognition in audio representations [56, 58, 59], and for
contextualising information, it is plausible that a system
that presents patterns in network data may enable the
analyst to detect anomalies with greater accuracy than
traditional rule-based systems. User testing should also
establish whether presenting sonified network data can
enable analysts to monitor the network as a non-primary
task, maintaining awareness of the network-security state
while carrying out other exploratory or incident-handling
tasks. Finally, we propose user testing to assess whether
multimodal systems, which fuse visualisations and soni-
fications of complex data – which might usually be
presented visually across multiple monitors, for example
– can aid analysts in their network-monitoring tasks.

2) Are there certain types of attack and threat that sonify
more effectively than others, and what implications
does this have for the design of sonification systems
for network monitoring? It may be the case that certain
types of attacks are better-represented through sonification
than others, and that some attacks sound anomalous in a
way that is particularly easy for analysts to use while
others do not sonify well. Findings on this subject should
inform sonification system design by distinguishing the
attacks and threats in relation to which sonification per-
forms best, and the areas in which the technique therefore
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has the potential to be most effective.
3) How does the performance of the developed sonifica-

tion tools in enabling network attack detection com-
pare with the performance of other network attack
detection tools? The performance of users in network
attack detection using sonification alone, and using net-
work monitoring setups incorporating sonification, should
be compared to their performance using visualisation and
text-based interfaces. Users’ performances in detecting
network attacks using the sonification should also be
compared with the performance of automated systems
such as IDSs. It is important to compare the attack detec-
tion performance (in terms of accuracy and efficiency)
of humans using the sonification to that of automated
systems, for particular classes of network attack.

Answers to these questions will provide a greater un-
derstanding of the role sonification can play in improving
monitoring capabilities in SOCs, the limits of the approach,
and the extent to which it can be reliable as a monitoring
technique. In conducting this testing, we expect to draw from
existing research on conducting user studies in general, and in
a security context [60, 61].

V. FORMALISED MODEL FOR THE SONIFICATION OF
NETWORK SECURITY DATA

In this section, we expand on our proposal in Section IV by
presenting a formalised approach for the musical parameter-
mapping sonification of network-security data. In particular,
we focus on our formalised sonification model (as introduced
in Section IV.A). We first identify requirements for sonifying
network-security data, and from these requirements, construct
a model for developing sonifications for network-security
monitoring uses.

Some work in formalising the sonification of data has been
presented previously. For parameter-mapping sonification, a
formalised representation of the sonification mapping function
is given by Hermann [23]. That representation was the basis of
the parameter-mapping sonification model that we developed
for network-security monitoring. In Hermann’s representation,
the parameter-mapping function g : Rd → Rm describes the
mapping from a d-dimensional dataset 〈x1, ...,xd〉 ∈ Rd to an
m-dimensional vector of acoustic attributes which are param-
eters of the signal generator. The q-channel sound signal s(t)
is computed as a function f : Rm+1 → Rq of the parameter-
mapping function g applied to the dataset, and time t:

s(t) = ∑
d
i=1 f(g(xi), t).

In developing our model, we draw on de Campo’s Sonifica-
tion Design Space Map (SDSM), which describes the questions
to be addressed in any sonification design process [62]. The
map presents, as axes, three key questions for reasoning about
data aspects in sonification design. We also use the work of
Hermann [23]; in particular, we extend Hermann’s parameter-
mapping sonification formalisation, by addressing the design
questions indicated by the SDSM.

A. Requirements of the Model
In what follows, we describe the use of the SDSM design

questions to extract requirements for the model. We present
each question, then consider context-specific answers. We thus
identify requirements particular to sonification for network-
security monitoring.

• Question 1: How many data points are required for
patterns to emerge?
The presentation of network data at a range of differ-
ent resolutions may be required for different monitor-
ing applications – see Subsection IV.B:

Requirement 1: the model should enable any
number of data points to be represented.

• Question 2: What properties of data dimensions
should be represented?
The properties of data dimensions represented should
be those through which indicators of attacks are
shown. These may vary based on the network type
and the source of the monitoring information:

Requirement 2: the model should enable the
inclusion of appropriate data dimensions for

individual designs.
Furthermore, these dimensions may be continuous
(for example, packet rate), or discrete (for example,
direction of packet flow – incoming/outgoing). Appro-
priate mapping of both continuous and discrete data
dimensions should be enabled in order to prevent un-
necessary loss of resolution in the data representation
(for example, there would be a loss of resolution in a
representation in which data with continuous values,
such as packet rate, was mapped to a sound with
a small number of discrete values, such as type of
instrument):

Requirement 3: the model should provide a
systematic method of mapping continuous and

discrete data dimensions to continuous and discrete
sound dimensions.

• Question 3: How many sound streams should be
present in the design?
This depends on the network type, use-case and mon-
itoring information source, but in general network
data is multivariate, with many network elements, data
sources, and packet flows that require monitoring. We
require a method of communicating which of these
streams is represented by particular sounds: we need
to represent information about a number of different
channels of the network data. This means, we need
to know what is happening, and to which parts of the
data:
Requirement 4: the model should allow the inclusion
of appropriate sound channels for individual designs,
and provide a method for systematically identifying

the channels and the dimensions required in the
representation.

The formalised model should also meet certain other
requirements, based on the observations that were made in
Section IV. These can be summarised as follows:
• We argued that sonification aesthetics, and mappings,

require testing for the context in which they are used.
The model should therefore facilitate the insertion
of those data-sound mappings selected, according to
experimental results and user preferences:

Requirement 5: the model should not prescribe
data-sound mappings.

• We also argued that the problem of listening fatigue
may be reduced, if users can select their own music

36

International Journal on Advances in Security, vol 10 no 1 & 2, year 2017, http://www.iariajournals.org/security/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



and change it at will. Furthermore, experimentation
with different musical aesthetics is required to deter-
mine those most suitable for the SOC environment.
Therefore:

Requirement 6: the model should not prescribe
musical genre, and should allow for choice in its

selection.

B. Formalised Sonification Model
In Tables IV and V we present a formalised sonification

model for designing musical parameter-mapping sonifications
for use in network-security monitoring, developed to meet the
requirements identified.

To construct the model, we divided Hermann’s formal-
isation for the parameter-mapping sonification of a dataset
[23] into individual mapping functions for data channels
(corresponding to the channels identified in Requirement 4),
continuous data dimensions and discrete data dimensions
(corresponding to the dimensions identified in Requirements
2 and 3). In Table IV, we define these data channels and
data dimensions. Our approach is well-suited to this particular
context because it allows us to reason about the channels of
information to be presented for each particular use-case. More-
over, we can systematically identify continuous and discrete
data, and their most appropriate mappings to sound. At the
end of this section, we discuss how the model we develop
meets the requirements identified.

The model comprises components (individual parts of the
data and the sound to be mapped, which we present in Table
IV), and relations (by which components are associated with
one another, which we present in Table V). The relations are
described by mapping functions.

A sonification is described by the tuple of its components
and relations (the meaning of each of these is explained in
Tables IV and V):

〈CDR,DDR,V DR,Relc,Reldα,Reldβ,Relv〉.

The relations presented in Table V are described by
the channel-mapping function (which describes the channel
relation Relc) and the dimension-mapping function (which
describes both the dimension relation Reld and the value
relation Relv). We also treat sound dimensions ds as functions
of sound channels cs, which have values in the tuple of sound
values of each sound dimension, vs.

The channel-mapping function ψψψ:Rn → Rm describes the
mapping from a tuple of n data channels CD = 〈cd1, ...,cdn〉
to a tuple of m sound channels CS = 〈cs1, ...,csm〉. The q-
dimensional sound signal s(t) is computed as the sum over
m sound channels cs of the dimension-mapping function ΓΓΓ :
Rm+1→ Rq,

s(t) = ∑
m
i=1 ΓΓΓi(csi, t),

where csi is the output of the channel-mapping function ψψψ :
Rn→ Rm applied to the data channel cd j and time t:

csi = 〈ψψψi(cd j, t)| j ∈ {1, ...,n}〉,

and ΓΓΓi is the tuple of dimension-mapping functions γγγik, which
are applied to the z data dimensions ddik of the data channels
cd j that were mapped by ψψψi to sound channel csi, and time
t. The functions γγγik describe the x continuous dimension
mappings γγγα1, ...,γγγαx, and the y discrete dimension mappings

γγγβ1, ...,γγγβy, for each sound channel csi:

ΓΓΓi = 〈γγγi1, ...,γγγiz〉= 〈γγγαi1, ...,γγγαix,γγγβi1, ...,γγγβiy〉.

We now explain how this model meets the requirements we
identified. Since the sound channels and sound dimensions
are left as an abstraction, Requirements 5 and 6 are met.
Requirement 1 is also met through the use of abstract functions
to describe the mappings themselves, meaning the resolution
of the data presentation (number of data points presented) can
be addressed through the choice of a function appropriate to
any particular use of the model.

Requirement 4 is addressed by the division of the
parameter-mapping into channels and dimensions; the channel
mapping function addresses Requirement 4, while the dimen-
sion mapping function addresses Requirement 2. Requirement
3 is met by the division of the dimension mapping function
into a continuous and a discrete mapping function.

Figure 4. Data Sound Mappings Space of the Model

In Figure 4, we illustrate the space of data-sound
parameter-mappings produced by the model. This shows the
mappings from the sets of data channels and data dimensions
(continuous and discrete) to possible sound channels and sound
dimensions. We devised the list of sound channels and sound
dimensions by drawing on sonification design literature such as
a survey by Dubus et al. of sonification mappings used in prior
work [57]; many of the items presented in Figure 4 are further
described in that work. We also considered aspects of musical
composition in creating these lists, which are not necessarily
exhaustive, and can be added to.

VI. APPLICATION OF THE MODEL TO FACILITATE
PROTOTYPE DESIGN

To illustrate the application of the model, this section
shows how we used it to design two prototype sonifications of
network packet capture data, aimed at two different potential
use-cases of sonification within network-security monitoring.
We begin by presenting the two use-cases we considered. This
is followed by an outline of the network attack characterisation
that we used to derive the attack indicators to be represented
for a defined network-monitoring scope. We demonstrate how
the formalised model was applied, using these attack indica-
tors, to generate prototype sonification systems for the two use-
cases, and we describe the implementation of the prototypes.
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TABLE IV. DESCRIPTION AND FORMAL NOTATION OF MODEL COMPONENTS

Component Description Formal Notation

Data channels Parts of the network-security monitoring information, about which
information should be presented, e.g., individual packets, IDS
alerts, sensitive IP addresses on the network

The tuple CD of data channels cd

Data dimensions Types of information we can present about data channels, e.g.,
amount of activity (at network IPs, for example), protocol used (in
packet transmission), CPU usage (of network machines). These can
have continuous or discrete values

The tuple DD of data dimensions dd. The tuple of data dimensions DD is
the concatenation DDα_DDβ of the tuple DDα of continuous data
dimensions ddα, and the tuple DDβ of discrete data dimensions ddβ

Data values The values data dimensions can take. These can be continuous or
discrete, e.g. a continuous scale from low to high (for packet rate,
for example); discrete names (of protocols)

The tuple V Ddd of data values vddd of the data dimension dd

Sound channels Streams of sound which we can vary sonically, e.g., individual
note events, or separate melodic/instrumental lines

The tuple CS of sound channels cs

Sound dimensions Types of sonic variations we can make to sound channels, e.g.
varying the tempo or loudness at which they are presented, or the
harmonic structure they follow. These can have continuous or
discrete values

The tuple DS of sound dimensions ds. The tuple of sound dimensions DS
is the concatenation DSα_DSβ of the tuple DSα of continuous sound
dimensions dsα, and the tuple DSβ of discrete sound dimensions dsβ

Sound values The values sound dimensions can take. These can be continuous or
discrete, e.g. a continuous scale from slow to fast (tempo); discrete
names of instruments

The tuple V Sds of sound values vsds of the sound dimension ds

TABLE V. DESCRIPTION AND FORMAL NOTATION OF MODEL RELATIONS

Relation Description Formal Notation

Channel relation Data channels are mapped to sound channels Channel relation Relc: CD↔CS is a total relation between the tuple of
data channels and the tuple of sound channels

Dimension relation Data dimensions are mapped to sound dimensions (which can be
discrete or continuous)

• Continuous dimension relation, in which continuous
data dimensions are mapped to continuous sound
dimensions

• Discrete dimension relation, in which discrete data
dimensions are mapped to continuous or discrete sound
dimensions

Dimension relation Reld : DD↔ DS is a total relation between the tuple of
data dimensions and the tuple of sound dimensions

• Continuous dimension relation Reldα: DDα↔ DSα is a total
relation between the tuple of continuous data dimensions and
the tuple of continuous sound dimensions

• Discrete dimension relation Reldβ: DDβ↔ DSβ is a total
relation between the tuple of discrete data dimensions and the
tuple of discrete sound dimensions

Value relation Values of data dimensions are mapped to values of sound
dimensions

For each data dimension dd, mapped to sound dimension ds, value
relation Relvdd : V Ddd ↔V Sds is a total relation between the tuple of data
values of dd and the tuple of sound values of ds

Finally, we show how the model can be used to capture prior-
art approaches to the sonification of network data.

A. Use-Cases
In Section II we highlighted potential advantages of using

sonification for network monitoring. Here, we extend that
discussion to create two different use-cases for sonification
for network monitoring in SOCs. The first case focuses on
enabling anomaly detection by security analysts deliberately
listening to low-level network data, while the second case
focuses on enabling peripheral monitoring of network-security
information by security analysts as a non-primary task.

The two use-cases have different design requirements, since
they target different modes of monitoring. Vickers differenti-
ates between modes of auditory monitoring [56]. We associate
Use-Case 1 (as described below) with Vickers’ description of
the direct monitoring mode, in which the user deliberately
listens to an audio interface as their main focus of attention,
aiming to extract information or identify salient characteristics.
Use-Case 2 is associated with Vickers’ peripheral monitoring
mode, in which the user focuses attention on another primary
task, while indirectly monitoring required information relating
to another non-primary task, which is presented through a
peripheral auditory display.

Use-Case 1: high-granularity sonification of network data
to enable attack detection through pattern recognition by
human security analysts: Humans have used sound in the past
to detect anomalies with very high levels of resolution; an
example is human sonar operators, who classify underwater
sources by listening to the sound they make [63,64]. Further-
more, sonification systems have been successfully designed
for pattern recognition [58], and anomaly detection [59], for
example, in prior work involving complex datasets.

The motivation for this use-case is that, as described in Sec-
tion II, automated systems such as IDSs do not always detect
attacks effectively or accurately, producing false-positives and
false-negatives [2,3]. Presentation of data to humans in a visual
form, using security visualisations, can enable detection of
malicious network activity that is undetected by automated sys-
tems. Given the human ability for pattern recognition through
listening, it should not be assumed that vision is the most
effective medium for this in all cases without first comparing
performances using vision and hearing experimentally [65].

To enable anomaly detection by humans, we aim to rep-
resent low-level network data with the highest granularity and
resolution of information possible, such that patterns in the
data may emerge naturally.

Use-Case 2: high-level sonification of network data for
monitoring aspects of the network-security state as a non-
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primary task: Analysts are required to carry out multiple
tasks while monitoring the network for security breaches,
maintaining an awareness of the security of the network [37].
This may mean, for example, continuing to monitor real-time
network or IDS logs, while exploring or handling a potential
security incident [66]. The aim of sonification in this use-
case is to represent sonically the information that analysts
need to maintain an appropriate awareness of the network-
security state, in such a way that the information can be
effectively monitored as a non-primary task. To produce a
sonification suitable for use in peripheral monitoring tasks,
we aim to present a higher level of information than in Use-
Case 1: summaries of the data to enable comprehension of
network-security state, rather than perception of anomalies and
deviations from the normal.

Vickers argues that visual monitoring methods are not
well suited to situations in which users are required to focus
attention on a primary task, while monitoring other informa-
tion directly, because of the demands this places on visual
attention [56]. He summarises why sonification is well suited
to monitoring peripheral information: “...the human auditory
system does not need a directional fix on a sound source
in order to perceive its presence”. Experimental work has
shown that sonification is an effective method of presenting
information for monitoring as a secondary task. Hildebrandt
et al. compared participants’ performances in monitoring a
simulated production process as a secondary task in three
conditions – visual only, visual with auditory alerts, and visual
with continuous sonification – while solving simple arithmetic
problems as a primary task [67]. The results showed that
participants performed significantly better in the secondary
monitoring task using the continuous sonification than in the
visual, or auditory alert, conditions. Furthermore, secondary
monitoring using the continuous sonification had no significant
effect on participants’ performances in the primary task.

B. Data Requirements: Network Attack Characterisation
Despite the differences in the levels of information required

for the two prototypes, the underlying data requirements are
the same: for both cases, we require network data to be
represented such that attacks are signalled by the sonification.
We therefore used the same attack characterisation as the
basis for both prototypes, enabling us to identify the network
data that should be monitored to indicate the attacks within a
defined network and monitoring information sources scope. We
varied the treatment of the resulting data requirements in the
application of the formalised model, taking into consideration
the purpose of the prototype, and the required resolution of
data presentation. In particular, for Prototype 1, we aimed to
represent all attack indicators derived, while in Prototype 2 we
focused on representing one particular attack indicator derived
– the traffic rate at destination IP addresses on the monitored
network, such that the amount of traffic received at each of
these IPs may be monitored as a non-primary task.

We characterised the data requirements for representing
indicators of attacks that can be detected within a network-
monitoring scope; the scope was defined as follows:

1) The network is a local area network (LAN).
2) The network data monitored is packet header information,

excluding packet contents.
3) Network data is monitored in real-time only (we, there-

fore, excluded aspects such as supply chain attacks on

hardware components during manufacture and transporta-
tion).

With this scope in mind, we considered attacks in the
Mitre Common Attack Pattern Enumeration and Classification
(CAPEC) list (https://capec.mitre.org). This is a comprehensive
listing and classification of computer attacks for use by,
amongst others, security analysts. From this list, we selected
attacks that fell within the defined scope. Excluding packet
contents especially enabled us to narrow the scope of attacks
considered initially to a list of around twenty types of attack,
including reconnaissance such as port scanning, and threat
realisation such as service flooding. This is because many
of the attacks listed in CAPEC could not be detected by
monitoring only packet header information without packet
contents.

We characterised the attacks in terms of the way they
are indicated through the network data monitored, i.e. packet
header information. After completing this work, we were able
to produce a summary of the data features needed to capture
indicators of the attacks within the network monitoring scope.
The data features we selected are defined as follows.

• Packets: the flow of packets into, out of or within the
network.

◦ Rate: the amount of traffic.
◦ Direction: The direction in which network

traffic is moving (entering network, leaving
network, moving within network).

◦ Size: the byte count of a packet.
◦ Protocol: the protocol with which traffic is

associated.

Rate: the amount of traffic transmitted
using a particular protocol.

◦ Source IP: the IP from which packets are sent,
within or outside the network.

Rate: the amount of traffic associated with
a source IP address.
Range: the number of source IP addresses
as which traffic is observed.

◦ Destination IP/port: the IP and port to which
packets are sent, within or outside the network.

Rate: the amount of traffic associated with
a destination IP address or port.
Range: the number of destination IP ad-
dresses or ports at which traffic is ob-
served.

The derived data features are shown in Table VI. In the
table, the leftmost three columns display the data features,
while the rightmost three columns show the characterisation
of three examples of attacks (TCP SYN scan, data exfiltration
and DDoS) in terms of these features. The data features entered
in each column are characteristics of those in the preceding
column. For example, rate (third column) is a characteristic
of source IP, (second column), which is itself a characteristic
of packet (first column). The attack characterisation columns
show how we used the data features to characterise three
different network attacks. For example, given a data exfiltration
attack, the data features listed in the second attack characteri-
sation column of Table VI are required.
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TABLE VI. NETWORK ATTACK CHARACTERISATION EXAMPLES AND DERIVED DATA PRESENTATION REQUIREMENTS

Required Data Attack characterisation

Features Features
(Characteris-
tics of First
Column)

Features
(Characteris-
tics of Second
Column)

Attack type: TCP SYN scan Data exfiltration DDoS

Attack
description:

TCP protocol, SYN packets
sent to a range of destination
ports on a host

Data exfiltrated from network
to external
address

Network is flooded by a high
wide of
traffic sent from
multiple hosts

Packet

Rate High

Direction Inbound Outbound Inbound

Size

Protocol FTP

Rate High

Source IP Single IP outside
network

Single IP inside
network

Multiple IPs outside network

Rate High High High

Range Wide

Destination IP Single IP inside
network

Single IP outside
network

One or more IPs inside
network

Rate High High High

Range

Destination
port

Ports on single host IP inside
network

Rate

Range Wide (all ports targeted –
scan)

C. Prototype 1: Low-Level Network Data Sonification for
Anomaly Detection by Humans

The aim of Prototype 1 is to sonically represent network
data through which an attack might be signalled with as
high a resolution as possible, in order to enable anomaly
detection through emerging sound patterns. We show how
we applied the model in the design of the sonification by
considering appropriate data channels, dimensions and values.
We develop a prototype design, and highlight challenges in the
implementation.

Here we seek to present prototype designs. The purpose
is not to develop final system designs, but to illustrate the
use of the sonification model for designing sonifications for
particular use-cases within network-security monitoring, and
to demonstrate how the application of the model can be varied
depending on the use for which the sonification is intended.

1) Applying the Sonification Model: We derived the data
channels, data dimensions and data values for the prototype
using the data requirements presented in Table IV. In this
case, in order to achieve the highest possible resolution in the
sonification of these data requirements, we aimed to present, as
closely as possible, each packet captured, and to represent as
much information about each packet as possible as dimensions
of the packet channel. We therefore let the entries in the first
column (a single entry: packets) of Table VI be the tuple of
data channels, and all entries in the second column be the
tuple of data dimensions. The entries in the third column are
then conveyed naturally, through the mapping of the selected
data channels and dimensions (for example, range of source
IPs – third column – does not have a defined mapping, but
is presented through the cumulation of the presentation of the

source IP dimension for each individual packet).
For this prototype, the sonification is described by the tuple
〈CDR,DDR,V DR,Relc,Reldα,Reldβ,Relv〉:
• CDR = 〈cdR1〉= 〈packets〉
• DDR = DDα_

R DDβR = 〈ddαR1,ddαR2,ddαR3,
ddαR4,ddαR5〉_〈dβdR1,dβdR2〉= 〈Source IP,
Destination IP, Destination Port, Rate,
Size〉_〈Direction, Protocol〉

• V DdR=〈vddR1,vddR2,vddR3,vddR4,vddR5,vddR6,
vddR7〉= 〈{1, ...,232},{1, ...,232},{1, ...,216},
{low,normal,high},{small,normal,large},
{incoming,outgoing,internal},(the protocols present
in the dataset)〉

• Relc is described by the function ψψψi : R1→ Rm,
csi = ψψψi(cd1)

• Reld and Relv are described by the function
ΓΓΓ : Rm+1→ Rq, ΓΓΓi=〈γγγαi1, ...,γγγαix,γγγβi1, ...,γγγβiy〉
∀i ∈ {1, ...,m}

We assume that the IP version is IPV4 in the above descrip-
tion of source and destination IP values. Although source and
destination ports and IPs are not technically continuous they
have such a high number of possible values (232 for IPV4)
that we treat them as such. In describing some data values,
we used a notion of “normal”. This is left as an abstraction
in the model, and describes some expectation for the observed
behaviour of the data dimensions. We discuss how this normal
abstraction might be implemented in sonification designs in
Section VI.E.

To simplify the design process, we describe data values
for rate and size as discrete points of interest (for example,
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low, high, narrow, wide). This description does not exclude the
possibility of mapping continuously in the representation, but
allows indication of the polarity required in dimension map-
ping. In sonification, polarity is the direction of the mapping
from data to sound. For example, positive mapping polarity
from the data dimension rate to the sound dimension amplitude
would be described:
• rate: high → amplitude: loud;
• rate: low → amplitude: soft.
In Figure 5, we present the sonification mapping space

introduced in Figure 4, applied to Prototype 1. This shows
the data channels, continuous data dimensions and discrete
data dimensions with all possible mappings to sound channels
and sound dimensions.

Figure 5. Data Sound Mappings Space: Prototype 1

To determine the mappings from data to sound for the
prototype, we selected sound channels, continuous sound di-
mensions and discrete sound dimensions from the sets CS, DSα

and DSβ respectively. We have not yet carried out testing of
appropriate mappings for the data dimensions, as described
in Section IV; this is left to future work. Instead, we made
predictions about appropriate mappings at this stage, drawing
on a survey of mappings used in the sonification of physical
quantities in prior sonification work [57]. In that paper, prior
work in which physical quantities are sonified is surveyed, and
it is noted whether data-sound mappings were: assessed as
good; assessed as poor; implemented but not assessed; or not
implemented but mentioned as future work. We applied those
assessed as good for quantities we considered representative
of our data dimensions (for example, for the data dimension
rate, we considered the physical quantities velocity, activity
and event rate from [57]). From this, we derived the following
information, which was then incorporated into the prototype
design.
• Rate. Good mappings described for velocity: pitch,

brightness, tempo, rhythmic duration. Good mappings
described for activity: tempo, rhythmic duration [57].

• Size. Bad mappings described for size: pitch, tempo
[57].

Applied to our sound mappings space, this generated the
following rules.
• rate → pitch, tempo, rhythmic duration

• size NOT → pitch, tempo.
We thus arrived at the following set of relations for the

prototype design.
• Data channels:

◦ Packet → individual tone (cs1 = ψψψ1(cd1, t))
• Data dimensions (continuous):

◦ Rate → tempo (positive polarity)
(ds11 = γγγα1(dd11, t))

◦ Destination IP → spatialisation (pan from left
to right headphone) (dsα12 = γγγα2(ddα12, t))

◦ Source IP → pitch (dsα13 = γγγα3(ddα13, t))
◦ Destination port → articulation

(dsα14 = γγγα4(ddα14, t))
◦ Size → amplitude (positive polarity)

(dsα15 = γγγα5(ddα15, t))
• Data dimensions (discrete):

◦ Protocol → instrument
(dsβ11 = γγγβ1(ddβ11, t))

◦ Direction → register (dsβ12 = γγγβ2(ddβ12, t))
Figure 6 shows the prototype design developed from these

relations. In this sonification, each packet observed triggers
an individual note event; these events shown as musical notes
in Figure 6. The above dimension mappings are represented:
the sonification maps data dimensions to the sound dimensions
(including instrument, for example) of each note. The sound
is panned on a continuous scale between left and right,
corresponding to the continuous destination IP dimension. The
rate of traffic at each destination IP is represented by the
tempo of the notes played at that pan location; source IPs
map continuously to frequency such that source IP range is
represented by the range of frequencies played. As shown in
Figure 6, destination ports map to articulation on a continuous
scale. The instrument by which each note is played represents
the protocol in which the packet is transmitted, and the
direction of traffic is conveyed by differentiating between low,
medium and high registers of music.

D. Prototype 2: High-Level Network-Data Sonification for
Monitoring Network-Security Information as a Non-Primary
Task

The aim of Prototype 2 is to enable security analysts to
monitor network data for indicators of attacks as a non-primary
task. The sonification must represent aspects of the network
data that might signal an attack, in a way that is unobtrusive
usually, but draws analysts’ attention to aspects of the data
when required (when a potential attack indicator arises). The
use-case is different to an alert system: the goal here is to
be informative about which data has changed, and how it has
changed.

Our design approach for this use-case is to sonify a subset
of the data through which attacks are indicated – the traffic
rate at the destination IP addresses on the network. The
rationale for this approach is that to be suitable for periph-
eral monitoring, the sonification should be uncomplicated to
understand. We therefore elect not to sonify all indicators
derived in our network-attack characterisation, as in Prototype
1, but to produce a simpler representation of a subset of these
indicators. Our network-attack characterisation showed that
high traffic rates at particular destination IP addresses on the
network were frequently indicators of attacks (see Table VI).
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Figure 6. Prototype Diagram: Prototype 1

Monitoring the amount of activity at sensitive machines on the
network such as those on which databases containing sensitive
information are stored is important, and we selected this as
the aim of this peripheral-monitoring sonification prototype.
In the remainder of this section we show how this difference
in approach influences the application of the model and leads
to differing prototype designs.

1) Applying the Sonification Model: We derived the data
channels, data dimensions and data values for the prototype
by considering the data requirement: present the traffic rate at
destination IP addresses on the network. Given the purpose
of the sonification is to be suitable for use in peripheral
monitoring, we aim to present sonified information such that
data changes judged significant (in this case, large increases in
traffic rate at any destination IP represented) draw attention,
and the sonification is otherwise unobtrusive. We let 10 indi-
vidual destination IP addresses be the data channels, and the
packet rate be the data dimension.
For this prototype, the sonification is described by the tuple
〈CDR,DDR,V DR,Relc,Reldα,Reldβ,Relv〉:
• CDR = 〈cdR1〉= 〈Destination IP addresses〉
• DDR = DDα_

R DDβR = 〈ddαR1,ddαR2,
ddαR3〉_〈dβdR1〉= 〈Rate〉

• V DdR = 〈vddR1〉= 〈{low,normal,high}〉
• Relc is described by the functions ψψψi : R10→ Rm,

csi = 〈ψψψi(cd j)| j ∈ {1, ...,n}〉, where n is the number
of network destination IP addresses represented

• Reld and Relv are described by the function
ΓΓΓ : Rm+1→ Rq, ΓΓΓi=〈γγγαi1, ...,γγγαix,γγγβi1, ...,γγγβiy〉
∀i ∈ {1, ...,m}

The notes on the prescription of a “normal” value, and
representations of polarity, following the presentation of the

sonification for Prototype 1, hold for this case also: the
“normal” packet rate for each IP could be prescribed by a
human, set as an average calculated statistically, or calculated
using Machine Learning.

In Figure 7, we present the sonification mapping space
introduced in Figure 4, applied to Prototype 2. This shows
the data channels and continuous data dimensions (there are
no discrete data dimensions in this case) with all possible
mappings to sound channels and sound dimensions.

Figure 7. Data Sound Mappings Space: Prototype 2

As described for Prototype 1, we drew on prior work [57]
to select from the set of sound channels and continuous sound
dimensions. The relations we arrived at are as follows.
• Data channels

◦ 10 destination IP addresses → 10
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instrumental lines
(csi = ψψψi(cdi, t)∀i ∈ {1, ...,10})

• Data dimensions (continuous):
◦ Rate → tempo (positive polarity)

(dsαi1 = γγγα1(ddαi1, t)∀i ∈ {1, ...,10})

Destination IP 1 →
instrumental line 1

Destination IP 10 →
instrumental line 10

Packet rate at IP → tempo of instrumental line

Figure 8. Prototype Diagram: Prototype 2

Figure 8 shows the prototype design developed from these
relations. In this sonification, the individual instrumental lines
that form the musical piece each present information about an
individual destination IP address on the network (in the figure,
we present an example in which 10 destination IP addresses are
monitored). The lines each follow the base tempo of the musi-
cal piece when the packet rate at the destination IP addresses
they represent is at its “normal” value. When the packet rate at
an individual destination IP address exceeds its “normal” value,
note repetition is introduced in the corresponding instrumental
line, and the speed of note repetition is scaled to convey the
size of the increase in packet rate. As such, a destination IP
with a high traffic rate is represented in the sonification as an
instrumental line with fast note repetition.

E. Implementation of Prototypes
We implemented both prototypes and used them to sonify

the Centre for Applied Internet Data Analysis (CAIDA)
“DDoS Attack 2007” dataset [68]. We describe our processes
for, and the challenges that arose during, implementation of
this dataset. The dataset contains a DDoS attack in which a
large flood of incoming traffic is observed, sent from a wide
range of source IP addresses to destination IP addresses on
the network. We reflect on the sounds produced by the two
sonifications of this dataset; in particular, the sounds produced
at the time when the flooding begins compared with the sounds
prior to the flooding.

We implemented the prototypes by reading the dataset in
Python, and parsing the data values according to the mapping
functions presented in Tables VII and VIII. These parsed
values were then rendered as sound using Supercollider (http:
//supercollider.github.io/), a platform for audio programming
and synthesis frequently used in prior sonification work. The
sound rendering was controlled by Open Sound Control (OSC)
messages sent from Python to Supercollider.

Although we have not yet conducted user testing for these
prototypes, our initial assessment from listening to the sonifica-
tions ourselves is that there is a significant change in sound in
both prototypes at the time that the dataset shows flooding from
multiple source IPs. We invite the reader to listen to audio clips
of each of the two network-security monitoring prototypes run-
ning on this dataset (https://soundcloud.com/user-71482294).

We encountered some challenges during the implementa-
tion phase; in the following, we reflect on possible solutions to

these challenges, and hence identify directions for future devel-
opment. The most significant challenge in the implementation
of Prototype 1 arose as a result of the sheer number of packets
logged in the dataset, and the small times between their arrival.
Because of this, it was challenging to implement the channel
relation ψψψ1 – to render each packet observed as individual
notes without overloading the sound engine, or creating sounds
too complicated to be of use to human listeners.

We sampled randomly every 1 in 10 packets in the
dataset to address this challenge; however, as future work it
is important to investigate the most appropriate methods of
aggregation, sampling and scaling. For example, a solution
might be to aggregate the packets sent in each individual
connection (between the same two IP addresses and ports,
and using the same service) over time intervals (for example,
every 0.1 seconds), and represent the aggregation over this time
interval with a single note, whose amplitude varies depending
on the number of packets aggregated in this time. This would
be a potential way of addressing the problem of packet rates
too fast to sonify, without losing the granularity of information
provided by the representation of each individual packet.
Grond and Berger write that sonification mapping functions
may sometimes be linear, but other forms may be more suitable
depending on the data [56]. Scaling exponentially, or using
methods such as step-change analysis or Fourier Transforms,
are examples of avenues worth exploring. Establishing the
resolution with which we can represent each of the listed
data channels and data dimensions will be a key part of the
development and testing process.

The destination IP representation approach of Prototype 2
may become challenging on large networks. The aim of the
prototype is to represent monitoring information in a relatively
simple fashion suitable for peripheral monitoring. However, the
number of instrumental lines required to represent the many
destination IP addresses on a large organisational network
would likely introduce complexity to the sonification and make
extracting information about individual IP addresses difficult
for the user. It is important to investigate experimentally
how much information we can represent – in this case, how
many destination IP addresses we can represent information
about simultaneously in a way that is useful, and whether
this can match the monitoring requirements of SOCs in large
organisations.

F. Addressing Prior-Art Approaches Using the Sonification
Model

We describe the use of our formalised sonification model in
representing previously-published sonification system designs.
In particular, we verify that our model can address all previous
systems (those in which the sonification design is specified
completely) that use a musical parameter-mapping sonification
method to represent raw network data (these aspects of the sys-
tems are presented in Table II) [29, 33, 43–45]. Other relevant
systems which use a musical parameter-mapping approach to
represent raw network data are presented in [30, 31, 42], but
the sonification designs for these works are not specified in
enough detail to include.

In Table IX we present the relevant pre-existing soni-
fication systems in terms of the data channels and data
dimensions, and the sound channels and sound dimensions
of our model. In Table X we present the channel relations
and dimension relations for each prior sonification approach
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TABLE VII. IMPLEMENTATION OF PROTOTYPE 1

Relation Addressed Description of Implementation Mapping Function

Channel relation: cs1 = ψψψ1(cd1, t) Individual packets observed are mapped to individual tones The function ψψψ1 can be described: for the pth packet cd1p
observed at time t, play a single tone cs1p at time t

Dimension relation:
dsα12 = γγγα2(ddα12, t)

Destination IP is mapped to spatialisation (pan from left to right headphone).
Here, the possible destination IP addresses take values in the range [0,232], we
converted destination IP addresses to values in this range using a function such
that IP address 0.0.0.0 → 0, and 0.0.0.1 → 1. The pan value varies
continuously in the range [−1,1]

The function γγγα2 can be described: for a note cs1p played
at time t, and IP conversion function IPVal, the pan value
is dsα12p =

IPVal(ddα12p)×2

232 −1

Dimension relation:
dsα13 = γγγα3(ddα13, t)

Source IP is mapped to pitch. Here, the possible source IP addresses take
values in the range [0,232] and the frequencies vary in the chosen range
[261.63,2093]. Frequency 261.63Hz corresponds to C4 – middle C – while
frequency 2093Hz corresponds to C7, three octaves higher. We also use a
hotlisting method: the top 50 source IPs we expect to observe are mapped to
harmonic tones (the notes of a C major 7th chord), while source IPs outside
this hotlist are mapped on a continuous scale to frequencies in the selected
range

For a source IP hotlist tuple Hs, and tuple Mn of musical
notes 〈C,E,G,B〉, the function γγγα3 can be described: for
note cs1p at time t, and IP conversion function IPVal, the
pitch value is ddα13p ∈ Hs =⇒ dsα13p ∈Mn, ddα13p 6∈
Hs =⇒ dsα13p =

IPVal(ddα13p)×(2093−261.63)

232 +261.63

Dimension relation:
dsα14 = γγγα4(ddα14, t)

Destination port is mapped to articulation. Here, the possible destination ports
take values in the range [0,216], and the articulation takes values in the range
[0.1,1]. Many packets observed in this dataset did not have destination port
values; in these cases we set the sound articulation value to be 0.5 in
Supercollider.

The function γγγα4 can be described: for a note cs1p played
at time t, the articulation value is dsα14p =

ddα14p×0.9

216 +0.1

Dimension relation:
dsα15 = γγγα5(ddα15, t)

Size is mapped to amplitude (positive polarity). Here, for the dataset we
implemented the average packet size was 60 bytes, while occasional packet
sizes were very large. We mapped the size values of the packets to the
amplitude values of the sound using a logarithmic function, in which the
average packet size, 60, mapped to an amplitude value we judged
“comfortable” – the amplitude value 1 in Supercollider.

The function γγγα5 can be described: for a note cs1p played
at time t, the amplitude value is
dsα15p =

1
2 (log10(

ddα15p
60 ×100))

Dimension relation:
dsβ11 = γγγβ1(ddβ11, t)

Protocol is mapped to instrument. Here, a hotlisting method is used again. The
two protocols most frequently seen in this dataset are mapped onto two
different instruments; the remaining protocols are mapped to another
instrument. For this dataset, the tuple of hotlisted protocols is: Hp = 〈ICMP,
TCP〉, and the tuple of instruments selected was: Mi = 〈strings, saxophone,
piano〉

The function γγγβ1 can be described: for a note cs1p played
at time t, the instrument value is
ddβ11p ∈ Hp =⇒ dsβ ∈ 〈Mi1,Mi2〉,
ddβ11p 6∈ Hp =⇒ dsβ = Mi3

TABLE VIII. IMPLEMENTATION OF PROTOTYPE 2

Relation Addressed Description of Implementation Mapping Function

Channel relation:
csi = ψψψi(cdi, t)∀i ∈ {1, ...,10}

Destination IP addresses within a hotlist of 10 addresses Hd = 〈dst1, ...,dst10〉
are mapped to 10 musical lines in the tuple M = 〈m1, ...,m10〉

The function ψψψi can be described: at any time t, play all
musical lines mi ∈M

Dimension relation: dsα11 =
γγγα1(ddαi1, t)∀i ∈ {1, ...,10}

Rate is mapped to tempo (positive polarity), scaled such that the average rate
for a particular destination IP is mapped to the base tempo of the music. The
rate is measured by aggregating the number of packets observed at each IP per
second, and comparing this with the average number to derive the tempo for
the corresponding second of music

The function γγγα1 can be described: for a musical
instrumental line mi ∈M played at time t, where the
average rate for the corresponding destination IP address
dsti is avratei and the base tempo of the music is
avtempo, the tempo value is dsαi1 =

ddαi1
avratei

×avtempo

TABLE IX. APPLYING THE FORMALISATION TO CAPTURE PREVIOUS MUSICAL PARAMETER-MAPPING SYSTEMS FOR THE SONIFICATION
OF RAW NETWORK DATA: COMPONENTS

Author Data Channels Data Dimensions Sound Channels Sound Dimensions

Qi [43]
Mapping 1:

Traffic queue 16 (cd1) Continuous: byte rate (ddα11); packet rate
(ddα12)

Piano notes (cs1) Continuous: frequency (dsα11); amplitude
(dsα12)

Qi [43]
Mapping 2:

Traffic queues 1–16
(cd1, ...,cd16)

Continuous: byte rate (ddα11); packet rate
(ddα12)

16 groups of piano notes
(cs1, ...,cs16)

Continuous: frequency (dsα11); amplitude
(dsα12)

Brown [44] Network traffic (cd1) Continuous: packet rate (ddα11; number of
TCP handshakes (ddα12); number of HTTP
error messages (ddα13)

Existing musical piece (cs1) Continuous: number of sharp notes
(dsα11); pitch (dsα12); rhythm (dsα13)

Ballora [33] Socket exchanges (cd1);
requests to unusual ports
(cd2); traffic in 5 different
monitoring locations (within
2 subnets; between subnets;
external traffic going to each
subnet) (cd3)

Continuous: source IP (ddα11); destination
IP(ddα12); frequency of packets in ongoing
socket connections (ddα13); traffic rate
(ddα34)
Discrete: port number (ddβ21)

An individual strike of a
gong (cs1); humming sound
(cs2); 5 distinct whooshing
sounds (cs3)

Continuous: rumble’s timbre (dsα11);
sizzle’s timbre (dsα12); stereo pan position
(dsα13); force of strike (dsα14); timbre (of
humming sound) (dsα25); amplitude (of
whooshing sound) (dsα36)

Giot [29] Packets (cd1); useless packets
(e.g. ACK packets) (cd2)

Continuous: packet size (ddα11);
time-to-live (TTL) (ddα12); rate/bandpass
(ddα13); number of useless packets (ddα21)
Discrete: Protocol (ddβ11)

Individual note events
(MIDI) (cs1); noise (cs2)

Continuous: frequency (dsα11); note
duration (dsα12); bandpass of resonant filter
(dsα13); amount of noise (dsα24)
Discrete: sound synthesiser (dsβ11);

Mancuso [45] Individual packets (cd1) Continuous: source IP (ddα11); destination
IP (ddα12)
Discrete: packet size (ddβ11)

String note (cs1); wind note
(cs2)

Continuous: pitch (dsα11, dsα21);
amplitude (dsα12,dsα22)
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TABLE X. APPLYING THE FORMALISATION TO CAPTURE PREVIOUS MUSICAL PARAMETER-MAPPING SYSTEMS FOR THE SONIFICATION
OF RAW NETWORK DATA: RELATIONS

Author Channel Relations Dimension Relations

Qi [43]
Mapping 1:

Single traffic queue → all piano notes
(cs1 = ψ(cd1))

Byte rate → frequency (dsα11 = γα1(ddα11, t)); packet rate → amplitude (dsα12 = γα2(ddα12, t))

Qi [43]
Mapping 2:

Traffic queue i → piano notes group i
(csi = ψ(cdi)∀i ∈ {1, ...,16})

Byte rate → frequency (dsαi1 = γα1(ddαi1, t)∀i ∈ {1, ...,16}); packet rate → amplitude
(dsαi2 = γα2(ddαi2, t)∀i ∈ {1, ...,16})

Brown [44] Network traffic → existing musical piece
(cs1 = ψ(cd1))

Traffic rate → number of sharp notes (dsα11 = γα1(ddα11, t)); number of TCP handshakes → pitch
(dsα12 = γα2(ddα12, t)); number of HTTP error messages → rhythm (dsα13 = γα2(ddα13, t))

Ballora [33] Socket exchange → individual strike of gong
(cs1 = ψ(cd1)); request to unusual port →
humming sound; traffic in five different
monitoring locations → five distinct whooshing
sounds

Source IP → gong rumble’s timbre (dsα11 = γα1(ddα11, t)); destination IP → gong sizzle’s timbre
(dsα12 = γα2(ddα12, t)); source IP, destination IP → stereo pan position (dsα13 = γα3(ddα11,ddα12, t));
frequency of packets → force of strike (dsα14 = γα4(ddα13)); port number → timbre of humming sound
(dsα25 = γβ1(ddβ21)); traffic rate → amplitude of whooshing sound (dsα36 = γα4(ddα34))

Giot [29] Packets → individual note events (cs1 = ψ(cd1));
useless packets → noise (cs2 = ψ(cd2))

Packet size → frequency (dsα11 = γα1(ddα11, t); TTL → note duration (dsα12 = γα2(ddα12)); rate →
bandpass of resonant filter (dsα13 = γα3(ddα13)); protocol → sound synthesiser (dsβ11 = γβ1(ddβ11));
number of useless packets → amount of noise (dsα24 = γα4(ddα21))

Mancuso [45] Individual packets → string note, wind note
(cs1 = ψ(cd1), cs2 = ψ(cd1))

Source IP → pitch of string note (dsα11 = γα1(ddα11, t)); destination IP → pitch of wind note
(dsα21 = γα2(ddα12, t)); packet size → amplitude (of string note and wind note) (dsα12 = γβ1(ddβ11)),
(dsα22 = γβ1(ddβ11))

addressed. This shows that the systems addressed can all be
represented in our model, which allows for comparative testing
of newly-developed sonification systems against pre-existing
approaches.

VII. CONCLUSION AND FUTURE WORK
We conclude that there is a growing requirement for the

validation of sonification as a means of improving certain
monitoring capabilities in SOCs. The current state of the art
provides evidence of the potential of sonification in advancing
network-security monitoring capabilities. Systems proposed
and in use have been shown to be as effective as, or more
effective than, other network monitoring techniques insofar as
a limited amount of testing has been performed [19].

As future work, we intend to perform proof-of-concept
experiments for the sonification prototypes. For Prototype 1,
we will sonify a number of network packet capture datasets
containing instances of network attacks using the prototype,
and assess whether “patterns” appear, or deviations from the
“normal” sound of the sonification are heard, at the time of
the attacks. For Prototype 2, we will assess experimentally
whether the sonification conveys the packet rate at individual
destination IP addresses on the network, in a way suitable for
monitoring as a non-primary task.

As described in Section IV, a key stage in the sonifica-
tion development is experimental identification of appropriate
aesthetics: intuitive mappings from data to sound, for exam-
ple. We have applied mappings in both presented prototypes
based on our own intuition, and relevant aspects of prior
work [57]. A direction for future work is conducting design
experiments to determine the optimal mapping aesthetics, and
incorporating these mappings into the formalised sonification
model to generate final system designs. To assess the effec-
tiveness of our sonification model and aesthetic approach, we
need to contrast our approach with pre-existing approaches
to parameter-mapping sonification for network-security moni-
toring [28, 33, 36, 43, 45], by comparing their performance in
highlighting network attacks.

During the presentation of prototypes, we highlighted our
use of a “normal” in describing the values of certain data di-

mensions. A challenge in the implementation of the prototypes
lies in determining appropriate meanings of this “normal”,
which is left as an abstraction in the model. The normal might
in practice be defined, or calculated using Statistics or Machine
Learning for a particular network. The normal could also be
defined not by the system itself, but discerned by the humans
using the system, based on what they expect to be, or have
become accustomed to, hearing. The former approach is likely
to be more appropriate for enabling the peripheral monitoring
capability targeted in Use-Case 2, while the latter (in which
humans learn to “hear” some normal) may apply to Use-Case
1, given the aim to enable humans to detect anomalies.

Alternative methods of extracting the data requirements for
network-attack detection should be explored. The attack char-
acterisation approach taken here could be extended, and vali-
dated, through security analysts’ input on their real network-
data monitoring requirements. This should explore both how
analysts detect anomalies indicating attacks through network
data, and which aspects of network data they may realistically
be required to monitor as a non-primary task (for addressing
Use-Case 2 in particular).

Also left to future work is the exploration of the potential
interactions between sonification and visualisation, and of
how multimodal system designs can be leveraged for the
context. In Prototype 1, for example, we envisage that, while
sonification is used here for the perception of anomalous events
on the network – the recognition by humans that “something
is wrong” – visualisation could complement the system by
enabling comprehension of the nature of the events perceived,
directed by the sonification. Similarly, Prototype 2 could be
complemented by a visualisation that conveys exactly which
destination IP address has experienced an increase in packet
rate, following the event that the listening analyst’s attention
is drawn to some change in the sonification.

Further work should be carried out, as highlighted in
Section IV, in user testing of the system, in order to assess
whether users (in particular, the intended users: security an-
alysts) can hear the patterns generated in the sonification at
the time of the attacks. We intend to research the potential
for sonification to match, or improve on, the performance of
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existing monitoring systems in the SOC environment such as
security visualisations and IDSs. At this stage, usability aspects
such as integration of sonification into the SOC environment
should also be addressed.
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Abstract — The human factor is a decisive risk factor in 
information security and is now on its way to be fully 
integrated into information security programs and risk 
management approaches. Due to this remaining lack of 
integration, we have designed a study on user attitudes 
towards information security issues in Austrian companies. 
This study included a comprehensive survey that was based on 
extensive desk research on risk, behavior and trust models. 
The second key part of the study reflects the results of two 
moderated focus groups that discussed information security 
issues derived from the analyzed literature. The third main 
component of our study is based on personal interviews with 
891 respondents structured by the prepared survey. The 
analysis of the results from the focus groups and the personal 
interviews allowed the identification and confirmation of user 
perceptions and trustworthiness factors. Building upon the 
survey results, we propose a set of significant indicators that 
can help to identify ICT-related misuse and fraudulent 
behavior as a situation awareness instrument. 

Keywords— information security; user perceptions; attitude; 
human risk factor; work satisfaction; compliance. 

I. INTRODUCTION 
The trust employees have in their organization’s 

information and communication technology (ICT) systems 
plays a crucial role when considering the organization’s 
overall security situation. This has been emphasized by a 
comprehensive empirical study on ICT security in the 
corporate landscape in Austria carried out by the authors in 
2015 and firstly presented at SECURWARE 2017 in [1], and 
is also amply discussed in the literature from various 
perspectives [2] [3]. Further, the attitude of employees as an 
indicator of emerging problems has also been described in 
recent publications [4] [5]. The key issue here is that the 
human behavior represents a major risk factor and is hard to 
control from an organization’s perspective. Neither can these 

non-technical vulnerabilities be measured nor is there a real-
time early warning system covering this aspect in a 
sufficiently reliable way. Repetitive awareness measures 
help to strengthen an organization’s culture, but their 
effectiveness is hard to assess and those measures take a long 
time and many iterations. So far, there is no satisfying and 
reliable method that can be applied with reasonable effort to 
assess the human risk factor in an organization’s 
environment [6] [7]. 

The afore mentioned empirical study was part of the 
project MetaRisk [8], which was supported and partially 
financed by the Austrian National Security Research 
Program KIRAS. The survey was conducted among 
employees with and without management functions. Based 
on the results of this survey, we investigated the situation 
regarding information security in Austrian companies in 
2015. The key questions covered by this survey were the 
following:  

1. How do individual staff members apply the 
safeguards that have been set up by their 
organization?  

2. How do employees handle security-relevant incidents 
and, especially, which activities do they undertake to 
avoid or circumvent those incidents including 
activities that cause harm to the organization?  

3. What is the general relationship between employer 
and employees?  

By analyzing the employees’ attitudes, tendency of 
activities and behavior patterns, we have identified possible 
indicators which can even point to insider fraud in extreme 
cases.  

In the context of information security, the human aspects 
assume a decisive role as either an early warning of decaying 
information security awareness or as a careless attitude 
towards the issue. The continuously growing number of 
phishing, spear phishing and identity fraud attacks against 
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normal and unexperienced users shows that these types of 
attacks have recently become even more attractive [9]. With 
more sophisticated forms of attacks, for example advanced 
persistent threats (APT) where perimeter controls 
substantially lose their protective effectiveness [10], the 
problem becomes more critical. These forms of attacks are 
trying to obtain an organization’s most confidential business 
information, causing financial damage and in stealing trade 
secrets. On the other hand, economic pressure is growing in 
general and both employees and employers are trying to 
reduce cost, aim for leaner processes and at minimizing 
efforts, thus making the work environment less comfortable. 
This is one reason why the potential for misuse, business and 
cybercrime is rising [2] [7]. A small but significant set of 
indicators reflects the attitude of the employee towards the 
information security situation in an individual organization. 
Consequently, if we look at this set of indicators all together 
we can identify the principal vulnerabilities of an 
organization related to the human risk factor. If we link these 
indicators to particular types of attacks, e.g., social 
engineering, we can decide whether an organization is more 
vulnerable than another. 

The present paper is structured into five sections. In 
Section II, we first present the scientific basis from the 
relevant literature and our motivation for the study. Section 
III describes the applied methodological approach of the 
survey performed for the study. In Section IV, we discuss the 
main results of the study compared to retrospectively 
documented attack stories from real life. Section V proposes 
aspects for further research and we present concrete 
indicators that can serve as basis for forming a radar chart 
and as input for a scorecard. This leads to a general overview 
of the influence of human risk on information security. 

II. MOTIVATION AND BACKGROUND 
As amply described in a large number of recent 

publications including textbooks, information security is an 
issue of continuously growing importance for organizations 
of all sizes. Recent trends in Austria [11, p. 8] [12] [13] and 
Germany [14] [15, p. 7] (the German situation is closely 
comparable to the Austrian one) have been a shift in attacks 
towards social engineering and fraud. An analysis of attack 
types performed in 2014 [16], shows which types of attacks 
were most successful in affected enterprises (Figure 1).  
 

 
Figure 1. Successful attack types in affected  

respondent’s enterprises in 2014, n=704 respondents [16, p. 6], edited 

In this context, “phishing” attacks had the highest success 
rate, followed by the classic attack types “malware” and 
“hacking attempts” and by “social engineering”. When 
looking at the latest, updated results of this study from 2015 
[17], we can see that “social engineering” has surpassed the 
hacking attempts, now taking the third rank after “phishing” 
and “malware” in the list of the most successful attack types 
(Figure 2).  

 

 
Figure 2. Successful attack types in affected  

respondent’s enterprises in 2015, n=461 respondents [17] 
 

The Austrian internet security report 2015 [12, p. 45] also 
explicitly states that social engineering methods are growing 
significantly in number and sophistication. This sort of attack 
can be seen as the currently most dangerous attack type. 
Therefore, the human factor has turned into the weakest link 
in the cyber defense chain of an organization.  

As these attacks have a significant financial impact on 
affected companies [16], it is important to know the human 
vulnerabilities towards social engineering attacks and 
financial fraud that use information technology as a vehicle 
to commit crime. In one extreme case, such a financial fraud 
attack on an Austrian aerospace manufacturer recently 
caused an estimated damage of 50 million EUR [18]. Figure 
3 illustrates this financial risk by pointing out that in 2014 
almost half of US companies suffered financial damage from 
attacks at least annually [19, p. 28], while in 2016 the 
number of companies in the US which suffered damage of 
more than one million USD due to cybercrime doubled (i.e., 
from 7% in 2014 to 15% in 2016) [20]. At the same time, 
employees and managers are more and more ignorant of the 
impacts of cybercrime with just slightly more than half of the 
US companies having a cyber incident response plan that is 
“fully in operation” [20].  
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Figure 3. Relative financial impact  

of cybercrime on organizations [19, p. 28], edited 

Figure 4 clearly shows that insiders – no matter whether 
they have malicious or non-malicious intents – contributed 
significantly to the damage that enterprises suffered in 2014 
[16].  

 

 

 
Figure 4. Threat actors 2014 [16, p. 5], edited 

The risked posed by insiders has been confirmed in the 
2015 report in [17] (Figure 5). This means that insiders will 
very likely continue to pose a high risk of security incidents 
also in the future. 

 

 
Figure 5. Threat actors 2015, n=461 respondents [16] 

The list of threat actors consequently raises the question 
of how to ensure expected behavior of involved persons in 
an organization. The term compliance can be defined as the 
sum of all reasonable measures that address lawful and rule-
consistent behavior of a company, its members and 
employees with regard to legal commands or prohibitions. 
The business integrity should also be consistent with social 
guidelines, moral concepts and ethical behavior [21]. In 
contrast, non-compliance entails all forms of non-observance 
of guidelines. It can be measured in terms of the seriousness 
of the infringement and can be categorized into violations 
that damage the company itself or employees. Three 
underlying motivational factors for divergent or non-ethical 
behavior of or within companies have been discussed in the 
literature: first, non-compliance can be justified by the 
personal benefit that employees gain by violating 
regulations. Second, the company as a whole can derive 
benefits from delinquent behavior. Third, non-compliance 
can be used to deliberately harm the company or external 
stakeholders [22, p. 225f]. Various factors might increase the 
likelihood of non-compliance: difficult working conditions; 
competitive pressures; unrealistic objectives and focus on 
simplistic success parameters; too much or too little control 
within a company’s control system; management style; and 
corporate culture [22, p. 233ff].  

In general, working conditions can be divided into three 
categories; macro, meso and micro level [23]. Raml [24, p. 
87ff] allocates economic and social conditions, such as 
career perspective, economic situation, social status, 
balancing of family and working life to the macro and meso 
level. Similarly, work structures and resources (work 
organization, time models, work atmosphere, career 
opportunities, bonus payments, information related to work) 
belong to the macro and meso level [24]. On the other hand, 
resources and stress are located at the interface between 
employees and their own work, and are therefore assigned to 
the micro level [24]. This entails the scope of action, work 
contents, professional qualification, disturbances and 
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interruptions in daily routine, too many regulations and 
restrictive surrounding conditions. 

It is widely accepted that insiders pose a special form of 
threat to businesses, institutions and organizations [25] [26] 
[27]. Insiders are persons who have a legitimate access to 
components of the ICT infrastructure. In contrast to external 
hackers, they have always at least one access point to ICT 
systems, and thus they do not require time consuming efforts 
to obtain additional privileges. The predefined trust that 
insiders must be granted requires more sophisticated security 
measures. The insider threat is related to the level of their 
sophistication and depends on the users’ breadth and depth 
of knowledge, as well as their finesse [27].  

Insiders can trigger either an accidental or malicious 
threat, i.e., they can intentionally try to cause harm. 
Information security measures – e.g., encryption, access 
control, or least privileges principle – must be implemented 
regarding to human factors, e.g., with personnel checks or 
focused risk assessments regarding motivation, opportunity 
and capability [28]. While these insider threats cannot be 
eliminated, they can be assessed and managed. Users must 
understand the reasons for security controls in order to 
ensure their effectiveness. Hence, they may find ways to 
circumvent technical restrictions they are faced with [25].  

A variety of models addresses the insider issue, either 
concentrating on certain aspects (e.g., end user sophistication 
[27]) or more holistic in nature [26] [29]. The latter approach 
incorporates characteristics of the organization, the actor 
including behavior and attitudes, and the attack itself; overall 
representing the interdependencies of the different 
influencing factors [26] [29]. 

Prior national and international studies on insider security 
threats [29] [30] [31] have been conducted in the last decade 
and show the increasing importance of this issue up till now. 
Despite a good coverage of security policies and measures, 
the users may obviously work around the controls fulfilling 
their job objectives in a timely manner. Key issues identified 
by these studies are data loss prevention, remote information 
access and the threat against the whole information life 
cycle. They identified awareness trainings and intensive 
monitoring measures as effective countermeasures [29] [30] 
[31]. 

Working conditions in Austria are regularly measured by 
the „Work Climate Index“, which was first conducted in 
1997 by the Institute for Empirical Social Studies in 
cooperation with the Upper Austrian Chamber of Labor. It 
has evolved into a longitudinal study since then and aims at 
capturing the perception of employees concerning their 
working conditions, and reveals long-term changes in the 
structure of employment (e.g., increases in precarious 
employment), evaluates the subjective situation of Austrian 
employees, and analyses specific subgroups of employees 
(e.g., women or older employees). Since 2008, the “Work 
Climate Index” is complemented with the “Austrian 
Occupational Health Monitor” focusing on questions of 
subjective work-related health. Both studies are based on 
4.000 interviews conducted annually [32] [33] [34] [35]. Key 
finding of both studies is the relationship between time 
related stress and working conditions [32, p. 14]. The stress 

increasing factors are regulations exceeding the common 
working time hours Monday to Friday from 7 am to 5 pm 
(especially working on Saturdays or Sundays or at night) or 
working over-time regularly. Other factors are contributing 
to time-stress as well, for example permanent contact to 
customers, high responsibility, permanent surveillance or a 
lack of support from colleagues [36]. 

As a further step, our study follows a well-founded 
approach, combining qualitative question technique for 
discussion rounds and additionally contrasted by the results 
of a structured and rather restrictive predefined survey with a 
significant amount of participants. Despite the fact that 
human behavior can never be modeled accurately through 
surveys and the results may not be generalized as conclusive 
evidence for tactical changes in established organizations, 
the approach reflects a strongly required combination of 
work satisfaction with information security principles. Due 
to the extensive survey and the great random sample of 
respondents, this work might positively influences a proper 
methodology analyzing the human risk factor in 
organizations in future, e.g., heuristics, indicators, 
conditional relationships etc. 

Based on attack types documented in recent publications 
[12] [14] [16], we have identified a series of major risk 
factors that contribute to the success of attacks and have 
consequently derived a targeted list of questions. Some of the 
most interesting questions that were asked in the study 
described in this paper are: 

• What is the role of ICT security in your company? 
• How are security and user guidelines handled? 
• What is the current state of awareness among 

employees? 
• Which measures are taken to increase the awareness 

for ICT security? 
• Up to which extent is the private use of company 

equipment allowed? 
• Are there currently any privacy or data loss 

problems? 
• How does the company handle personal data? 
• How does the company handle information security? 
• Who is responsible for information security in the 

company?  
 
It is expected that by analyzing the answers to these 

questions and linking them to attack types, a good 
assessment of an organization’s preparedness for handling 
attacks can be performed based on organizational 
vulnerabilities and involving social engineering.  

III. STUDY DESIGN AND SETTING 
The design of the empirical study is based on a well-

proven approach that was developed by the Institute for 
Empirical Social Studies. We decided to use a mixed-
method-approach developed by the Institute for Empirical 
Social Studies. We decided to use a mixed-method-approach 
[37] and combine quantitative and qualitative aspects of 
social research, starting with desk research and following up 
with two focus groups and personal interviews.  
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A. Desk Research 
In the course of the desk research, we analyzed current 

studies on business crime [19] [38] [39], especially 
concerning (non-)compliance, fraud and personnel risk. 
Incidents of business cybercrime have generally been on the 
rise over the last years. Researchers assume that a large 
number of unreported incidents exist. Quite often, the 
perpetrators are among the organization’s employees. 
Nevertheless, these incidents are due to employees’ 
negligence and lack of awareness and not due to intentional 
or malicious acts. Our study showed that there are some 
conditions that influence non-compliant behavior: personal 
traits and moral awareness of an employee, the private 
situation of an employee; the working conditions, 
competitive pressure, excessive objective management, lack 
of internal control, leadership, and organizational culture. 
Based on these conditions, we derived the security level of 
the organization and the indicators which determine it. On 
this basis, we were able to develop suitable interview 
guidelines as well as questions and answers for the survey. 
These questions reflect the key aspects for non-compliance 
as identified in the desk research and based on the answers to 
these questions conclusions can be made how likely and 
organization will be affected by non-compliance.  

B. Focus Groups 
The second part of our study consisted of two focus 

groups, which took place on 23 and 29 April 2015. In 
general, a focus group is a moderated discourse method in 
which a small group of people is stimulated by information 
input to discuss a specific topic [40, p. 9ff].[41]. This input 
to get the group discussion started can be provided in form of 
a short presentation, an image or a website. The goal of a 
focus group is not to find consensus between the participants 
but to identify the different aspects of a specific topic.  

Focus groups are often used for analyzing different 
opinions in the group and how participants accept other 
opinions and evaluate certain measures. A core goal of focus 
groups is to make use of group dynamics, e.g., to motivate 
the participants to provide information (the participants’ 
contributions are used as reciprocal stimuli), to take 
advantage of the collective knowledge (which exceeds the 
individual intelligence of each participant) and to minimize 
interviewer or moderator effects by discussing with several 
participants in a focus group at the same time [42]. 

In general, and also in the course of our study, a 
facilitator structures the discussion among the participants of 
the focus group using an interview guideline. Such a 
guideline shall ensure that all aspects that are relevant to a 
topic are addressed during the discussions of the focus group. 
Additionally, the guideline also increases the comparability 
of the results of several focus groups that discuss a specific 
topic. The task of the facilitator is to ensure that all aspects of 
the interview guideline are covered, all participants are 
equally involved into the discussion, more quiet and reserved 
persons are encouraged to participate and not to animate 
dominant participants that use most of the air time [40, p. 15] 
[42]. 

There are no uniform ways to evaluate a focus group [40, 
p. 17]. In principle, the evaluation may focus either on the 
process of opinion formation (in this case, sequence and 
content analyses of the transcripts are used [43]), or on the 
group output on the content level (in this case, the central 
topics of the discussion are identified and a description and 
explanation of the different opinions is collected). For our 
study, we decided to focus on the content level and thus 
refrained from producing a verbatim transcription of the 
discussions, which initially were recorded on tape. Rather, 
we compiled minutes, which captured the participants’ 
statements but partly already shortened them and in this way 
introduced our interpretation of these statements. The 
minutes were evaluated using deductive categories, which 
were also used to prepare the interview guideline, while 
remaining open towards any new categories that might result 
from the discussions [43, p. 91] [44, p. 258]. These 
categories also form the starting point for the presentation of 
the results given below. 

The participants for the focus groups were selected 
through theoretical sampling based on the characteristics of 
individual members [44, p. 258] [45]. In this context, 
theoretical sampling means that the selection did not happen 
at random but in relation to characteristics which we 
considered to be significant in the respective framework 
[45]. The participants were recruited using the Computer 
Assisted Telephone Interview (CATI) system owned by the 
Institute for Empirical Social Studies. The scattering of the 
participants was improved using so-called "screeners", i.e., 
short questionnaires which record the characteristics that are 
relevant for the theoretical sampling. Before the start of the 
focus group, the participants completed a so-called "re-
screener", which once again captured the main 
characteristics of all participants. 

We invited both ordinary employees and persons with 
management functions to our focus groups. Since the 
selection was based on a theoretical sampling with 
characteristics like age, sex, and consumer behavior the aim 
was to form optimal focus groups with uniformly distributed 
characteristics. Accordingly, six ordinary employees (three 
men, three women) aged between 31 to 62 years took part in 
the first group. The second focus group consisted of eight 
persons in a management position (six men, two women) 
aged between 42 and 61 years. The group discussions were 
based on qualitative questioning techniques and facilitated 
by a trained person who used a structured interview 
guideline to guide the discussions, which allowed for an 
open exchange of opinions. The focus of the group 
discussions was on security measures, recent critical 
incidents in the area of information security, and on the 
relationship between employer and employees. All members 
described information and communication activities as a 
main part of their ordinary working routine. The participants 
received an incentive of 40 Euro to compensate for their 
expenses and motivate them. 

C. Personal Interviews 
In parallel to the focus groups, we conducted personal 

interviews with 891 employees of Austrian companies (53% 
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men, 47% women) including persons with management 
function in the period from January to March 2015. These 
face-to-face interviews were structured by a prepared survey 
consisting of 48 questions having either several predefined 
answer possibilities or offering a five-tier rating. The 
interviewer leads through the questionnaire, explains, 
discusses and finally documents the participant’s answers. 
Participants were chosen by a multistage random sampling, 
where Austrian municipalities were grouped by the total 
number of inhabitants for each federal state and political 
district. Then, municipalities from each predetermined group 
were picked randomly. Within these municipalities, eligible 
households were picked randomly and were then used as 
samples for finding further addresses. Target persons were 
exclusively chosen based on their home addresses. Within 
each target household, members were assigned by random 
numbers, and only those were interviewed, whose number 
matched the one provided by the Kish selection grid [46]. 
Thus, each stage in the selection process of participants was 
guided by randomization.  

The survey covered central issues of job satisfaction, 
general health situation, satisfaction with corporate 
management, security measures within the organization as 
well as ICT security in general. Twenty-five percent of the 
respondents were aged below 29 years, 34% between 30 and 
44 years, and 41% older than 45 years. Each interview with 
workers (30%), employees (55%) and members of public 
administration affiliates (15%) took 25 minutes on average 
and was performed at the respondent’s personal domicile. 
Most of the respondents had completed compulsory 
education (9%) or with apprenticeship as craftsmen (42%). 
16% of respondents had gone to college and passed their 
school leaving examination, 16% went to college but did not 
finish it, and 17% had graduated from university. More than 
three fourths (76%) of respondents are employed full time, 
the rest worked less than 36 hours per week (24%). The 
results are shown separately between persons with a leading 
function (11%) and those without (89%). 39% of the 
respondents earn less than 1.500 EUR per month, 39% more 
than 1.500 EUR per month and 22% refused to indicate their 
salary. 

The study design described above was geared both 
towards obtaining a better understanding of how information 
security works in companies and towards determining key 
indicators of non-compliance by indirectly gathering 
information of employees of Austrian companies. This 
benchmark approach aimed at obtaining an accurate and 
undistorted view of employees older than 16 years within 
Austria across various organizational sizes and business 
sectors. The research community could now start follow-up 
projects with the same or a similar study design, which 
would enable more detailed analysis of one business sector 
or company size. 

IV. MAJOR RESULTS 

A. Focus Group Discussions 
The members of the focus groups reported on relevant 

information security incidents in their organizations, e.g., 

data loss of emails during archiving, loss of business data 
due to collapse of servers, stealing of material, sensitive 
information, and electronic equipment, physical damage by 
fire, perimeter control vulnerabilities, accounting errors due 
to account number conversion, and phishing. In general, the 
members of the focus groups point out the need for a balance 
between scope for development and restrictive measures. 
Both too much surveillance and the lack of it were 
considered as problematic. In the following paragraphs, we 
will discuss the results for the main five topics in further 
detail. 

1) Topic 1: Infrastructure  
Guidance for an employee’s individual behavior is often 

replaced by external restrictions that are implemented 
through technical solutions, e.g., blocking of social media 
networks, automated logouts, frequently forced password 
changes, access and/or time cards. Such technical restriction 
might lead to a regulatory overkill and the employees will 
find ways to boycott or circumvent these restrictive systems. 
The majority of the focus group members took a liberal 
position on surfing the internet for private purposes during 
working hours. Due to the constantly increasing pressure on 
employees to fulfill their working objectives, the employer 
often leaves it up to the employees to decide how much of 
their time and breaks they spend on surfing the web. Page 
blocking mechanisms are seen as little effective, since 
employees can use their smartphones instead of a company 
desktop computer. Some respondents experience a total 
“computerization” of the daily work routines as a really 
threatening scenario. When people are only seen as 
‘operators’ of computers (in the literal sense), this carries 
social risks. Generally, the members of the focus groups 
expressed a concern that artificial intelligence might soon 
dominate human intelligence and human labor might become 
obsolete. 

2) Topic 2: Time Management 
Work life balance is the most important prerequisite for 

healthy, hard-working and rule-abiding employees. 
Organizations increasingly perform health promotion 
measures and offer incentives to support work-life balance. 
Even though such measures make sense, there is also some 
skepticism towards them. Managers criticize these incentives 
if they are merely used as a ready-made argument in a (neo-) 
capitalistic system. The argument is that such incentives do 
not prevent job losses but disguise a “do more with less”- 
policy in the organizations. In this context, the technical 
progress in modern communication technologies can also 
have negative effects on employees’ work life balance. The 
use of corporate smartphones and notebooks increases the 
availability of employees for work-related tasks and causes 
an “always online” feeling among employees, which 
removes the spatial and systematic barriers between work 
and personal life. 

3) Topic 3: Awareness 
Employees are often not familiar with the details of the 

ICT security policies and code of conduct in their company 
despite the fact that these form part of their contract. The 
companies do not offer any dedicated trainings but the ICT 
regulations are brought to the attention of the employees 

53

International Journal on Advances in Security, vol 10 no 1 & 2, year 2017, http://www.iariajournals.org/security/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



when they start their job. However, the published content is 
not any more up-to-date and thus the employees are not 
aware of the current regulations. 

Data protection is seen in a broader and external context. 
The more benefits the rules and regulations bring for the 
employees or the society, they more likely will they follow 
them. A team operating with information, for example, might 
adhere to the protection of personal data because it wants 
that its own personal data is protected in the same way. 

4) Topic 4: Surveillance 
An excess of surveillance and regulations have a negative 

impact on the working atmosphere and productivity and 
creates a defiant attitude among employees. As in a self-
fulfilling prophecy, employees provoke exactly those acts 
that they actually want to prevent. The focus group members 
agreed that regulations are necessary in sensitive areas and 
regarding sensitive processes, e.g., data of patients, clients, 
customers and handling of products or money. Employees 
and employers share the view that delivery on time is more 
important than the “objectively” monitored working speed, 
although employees often have the perception of being too 
much checked upon. 

The loyalty of employees suffers when managers enforce 
strict time recordings or cancel home office agreements. It is 
demoralizing for employees if extra hours worked cannot be 
recorded in the time registration system due to system 
restrictions. Employees see break recording and break 
logging by computers as a form of “modern slavery”. 

5) Topic 5: Personal Interaction 
Reactive behavior to handle security incidents is not an 

appropriate strategy. Punishing employees collectively for 
the misbehavior of single employees deteriorates morale of 
all staff. Concerning loyalty, there are synergies: employees 
trust others if others also trust and appreciate them. Hence, 
when managers foster team work, actively take over 
responsibility and select the right personnel, the sense of 
responsibility among employees grow. Happy employees are 
good employees. Favorable working conditions are an 
important precondition for motivated and loyal employees. 
Good relationships between employees and between 
employees and their managers, transparent information and 
communication structures, clear working organization and 
participation in decision making processes are needed to 
enhance employees’ work and life satisfaction and to 
minimize psychological problems. It is important for the 
prevention of non-compliance to avoid unfavorable working 
conditions, e.g., unfair payment, unfair employment 
conditions, lack of appreciation by managers, lack of support 
or mobbing in teams or by managers, and lack of available 
resources. Against this background, it is important that 
organizations create a good working condition and a good 
working environment. 

One of the most important tasks of human resource 
management for the future is to select the “right” employees 
for the “right” tasks in the organization. Consequently, 
managers focus on a professional personnel selection 
process. The integrity of the employees is of key importance 
and considered to be more important than the integrity of the 
technical systems, which will never function completely 

error-free. Selecting the right persons is especially important 
for management positions, because managers have influence 
on a company’s success and working atmosphere. Bad 
managers can be a threat to the balance of an organization 
and thus managers should be selected and assessed carefully. 
Finally, the focus group discussed on whether more 
regulations and surveillance have the expected effect.  

B. Interviews with prepared survey 
The 48 answers of the questions discussed in the 891 

personal interviews which were conducted by trained 
interviewers following a predefined survey can be contrasted 
to the outcome of the focus groups presented in the section 
before. Hence, the results are structured along the same five 
main topics.  

1) Topic 1: Infrastructure  
15% of the respondents answer to the question how many 

percent of the employees in the company do the major share 
of their work on a computer that the percentage is 100% – all 
employees predominantly use a computer for their work – 
whereas 12% answer that no one in the company uses a 
computer for the major share of their work. However, one 
quarter of the respondents cannot provide further details on 
this. On average, 56% of the employees predominantly use a 
computer for their work. There are significant differences 
between branches, size of the organization and number of 
sites that an organization has. Smartphone usage shows a 
similar pattern: 37% of the employees use a smartphone as 
business phone. In general, using smartphones for work is 
common in all branches. However, around one quarter of the 
respondents cannot answer the question and one third say 
that no smartphones were used as business phones in their 
company. Similar to the results for computer usage, the share 
of companies without smartphones is highest in companies 
with less than 10 employees (49%) and with only one site 
(39%). 

30% of the employees (and 46% of the managers) 
indicate that the technical equipment provided by the 
employer may be used for private purposes. It is less 
common to use private devices for work. However, every 
fifth respondent indicates that this is allowed in his/her 
company. The use of private equipment, in particular, has 
negative implications both for the employees (the line 
between work and private life gets blurred) and for the 
companies (“bring your own disaster”). Overall, it can be 
concluded that, as expected, computers and smartphones 
form part of the basic equipment of any larger company and 
that employees (have to) work with them every day. This has 
led to the situation in the last decade that companies have to 
deal with the security implications of using these devices. 
Nowadays, this issue has to be addressed not only by large 
companies, but increasingly also by small and medium 
enterprises. 

2) Topic 2: Time Management 
As shown in Figure 6, one third of the employees answer 

company emails outside of working hours. Especially 
managers often can be reached outside of normal working 
hours: two thirds of them sometimes and 44% several times 
a week, whereas only 12% of normal employees work 
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outside of normal working hours. The more the work 
depends on ICT services, the more the respondents 
communicate about work after working hours. Around 15% 
of employees are allowed to work at home. This proportion 
increases with the level of education: university graduates 
telework up to 35% of their working hours. The larger the 
company and the higher the employee’s position in the 
hierarchy, the more likely is the employee to be allowed to 
work at home. 

 

 
Figure 6. Employees’ email communication outside of working hours 

(values in %; n=891) 

35% of the respondents state that their jobs can be 
reconciled very well with their private interests and family 
commitments, and 46% think that they can reconcile these 
things rather well. On the other hand, only 3% of the 
respondents have the feeling that it is difficult to reconcile 
their private with their working life. Another 15% of the 
respondents are indifferent, but this shows that there is room 
for improvement for the concerned respondents. The group 
of persons aged 30 to 44 is less satisfied with their work-life 
balance. This is probably due to the fact that this group 
typically takes care of small children beside their work. 
Regarding the effects on human health, the survey shows 
that time pressure is the major stressor at the work place. 
Every fifth respondent feels very stressed by it, a quarter of 
the respondents states that they are moderately stressed by it. 
7% feel very stressed and another 13% moderately stressed 
because work cuts into their leisure time. Both stressors 
affect managers slightly more than other respondents. The 
technological developments of the last years contribute to the 
fact that the line between work and personal life gets more 
and more blurred. Although these technologies also bring 
advantages e.g., flexible working arrangements and time 
management, they also carry risks for employees, e.g., for 
their health. For the key personnel of an organization these 
risks tend to be higher.  

3) Topic 3: Awareness 
More than half of the respondents and three fourths of the 

interviewed managers consider information security to be an 
important topic. The survey results indicate that the 
importance attached to information security grows in line 
with the size of the organization and has special relevance 
when the company has offices abroad. Almost 75% of the 
persons working in large-scale companies (more than 100 
employees) assess information security’s importance to be 
very high or high, as shown in Table I. The first row in Table 
I entitled with “Total” compares the corresponding 

percentage value without distinction of the organization sizes 
as reflected by row two to six. The survey also showed that 
the sensitivity regarding information security is low among 
employees of very small organizations and of organizations 
with a low ICT usage. 

Table I. Importance of information security  
divided into company size (n=891) 

 
 

Information security was found to have an exceptional 
standing in companies in the finance and insurance sector 
(90%), in public administration (77%), and in the health and 
welfare sector (66%), presumably due to the awareness for 
processing sensitive data. Nevertheless, one third of the 
respondents indicate that they have no information security 
guideline for ICT usage. It is remarkable that especially 
employees with a lower level of education do not know 
about any regulations. The information security awareness is 
comparatively higher in the finance and insurance sector 
(93%) and in public administration (81%).  

A similar picture appears when analyzing the existence 
of information security awareness measures. Only 28% of 
respondents report of (semi-)annual measures, 15% indicate 
that those measures are rarely performed, one third indicate 
that no such measures are performed, and one fourth of the 
respondents do not know whether such measures exist. These 
results indicate that for almost half of the respondent’s 
organizations no awareness activities are in place. This is 
emphasized by the results about employee’s awareness 
attitude in Figure 7; almost 60% of the respondents see 
information security awareness attitudes of their colleagues, 
but on the other hand 40% do not. The main topics addressed 
by these awareness measures concern the handling of 
passwords, behavior during information security incidents 
and using the internet, awareness concerning the sensitivity 
of the processed data, risks of mobile ICT devices and data 
storages, contracts with external personnel, and social 
engineering strategies.  

 
 

 
Figure 7. Employees’ awareness assessment (values in %; n=891) 
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Total 28,39 24,55 11,43 5,20 6,90 23,53
Below 10 employees 20,41 17,96 13,87 7,35 13,06 27,35
10 to 19 employees 24,42 26,27 12,44 5,53 5,53 25,81
20 to 49 employees 28,37 27,40 11,54 5,77 6,25 20,67
50 to 99 employees 34,07 30,77 7,69 3,30 3,30 20,87
100 or more employees 47,15 25,20 7,33 0,81 0,81 18,70
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Furthermore, the employees are asked how specifically 
they handle sensitive information and security policies in 
their organizations. 8% say that employees talk (very) often 
about sensitive information, also outside the company; 
whereas 56% indicate that this basically never happens. 7% 
state that violations of security policies happen frequently, 
and 6% of the respondents indicate that they do not comply 
with ICT regulations. On the other hand, 63% and 59%, 
respectively, state that violations of security policies and 
violations of the ICT regulations virtually never happen. 
Figure 8 provides a summarizing sample of explicitly 
information security related questions and reflects the 
answers given in the 891 personal interviews. It shows not 
only the technical implementation of information security 
measures in the organizations, but in fact the degree of 
successfully enforcing them because the employees have 
obviously recognized the information security measures.  
 

 
Figure 8. How employees handle information security  

(values in %; n=891) 

4) Topic 4: Surveillance 
Almost half of the respondents answer that internet and 

ICT services cannot be used for private purposes, whereas 
the rest of the respondents are not sure about it. Only 17% of 
the respondents report that they have an explicit permission 
to privately use the internet and ICT services provided by 
their organization. The smaller the organization, the more 
likely it is that the organization enforces no rules concerning 
this private use. Companies with offices abroad are more 

likely to have some rules concerning the private usage of 
ICT services. Almost three fourths of respondents indicate 
that there have been no data loss and data protection 
incidents in their organizations, whereas the rest cannot 
answer the questions. 86% of the respondents trust their 
employers concerning the processing of their sensitive data, 
only 8% do not. The proportion of those who do not trust 
their employers in this regard is higher in public 
administration: 18% have doubts whether their organization 
protects data appropriately. 46% of the respondents know 
which data his or her employer stores, whereas 45% do not 
know.  

The main proportion of the employees uses working time 
recording systems, either manual recordings (33%) or an 
electronic badge (41%). In particular, large-scale enterprises 
use working time recording and access systems, have special 
visitor regulations, accounting systems for services or 
telephone cost monitoring. Video surveillance is more 
common in the finance and insurance sector, whereas Global 
Positioning System (GPS) locating is more common in 
transport services. As illustrated by Figure 9, around 68% of 
the respondents have no impression that their work place is 
monitored electronically – this is especially evident for 
employees from large-scale enterprises. On the other hand, 
27% think that they are under surveillance at work.  

In companies in Austria, a whistleblower hotline is rather 
unusual: 72% of respondents report that their organizations 
have no anonymous hotline, whereas 20% of respondents 
indicate that they do not know whether such a hotline exists. 
To conclude, performing a detailed evaluation of a 
company’s information security is rather difficult, since 
employees are often not allowed to openly speak about 
security incidents, which results in a considerable number of 
unrecorded incidents.  

 

 
Figure 9. Impression about work surveillance (values in %; n=891) 
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1) Topic 5: Personal Interaction 
The personal interviews with employees generally show 

that the respondents are most satisfied with the collaboration 
with their colleagues, the company`s image, the content of 
their work and the appreciation of their work by colleagues. 
More than 78% of the respondents and 63% of respondents 
with only compulsory education as highest education level 
stated their satisfactions with these aspects. This group 
indicated comparatively lower satisfaction levels in all 
categories than the rest of the respondents. Therefore, the 
satisfaction level of this specific group is explicitly indicated 
as a second percentage in the following results. Respondents 
indicated medium satisfaction with their line managers, their 
individual autonomy to take decisions on their working 
processes, their working time, and the social policies of the 
company (more than 66% and 45%, respectively). The 
respondents were least satisfied with training options, 
workload, employee participation and potential career 
possibilities (more than 48% and 33%, respectively).  

As depicted in Figure 10, loyalty of employees to their 
organization is relatively high. If they were to choose again, 
72% of the respondents would like to have a job in the same 
organization. On the other side, 9% would not strive for this. 
It has to be noted that women show a stronger tendency of 
choosing the same company again (75%) than men (69%). 
The results clearly show that with rising age the share of 
those employees who would strive for a job in the same 
company decreases. The share of managers that would 
choose a job in this organization again was above the 
average share (80%). Two thirds (66%) of the respondents 
would recommend a job in the organization for which they 
work. Among mangers the share is 78%. This share of 66% 
of respondents who would recommend their organization to 
relatives or friends is relatively high. On the other hand, only 
almost one out of ten employees would not recommend their 
organization. The most skeptical groups concerning these 
questions are persons with compulsory education (14%), 
persons with a net income less than 1.050 Euro (14%), and 
employees in companies with offices abroad in other EU 
countries (13%) and outside the European Union (19%). 

 
Figure 10. Loyalty of employees to their organization (values in %; n=891) 

Furthermore, the interviews showed that seven to eight 
out of ten employees comply with ICT policies, do not cheat 
the organization, do not take home data or steal anything, do 
not harm the enterprise intentionally or unintentionally, do 

not print private documents and do not talk about sensitive 
information outside of the work. In contrast, up to 7% have 
committed at least one of those actions. 14% of employees 
and 19% of managers go to work when they are ill due to 
their sense of duty, workload and a lack of deputies. In 
general, one quarter of the employees states that they went to 
work at least one day in the past half year although they were 
having health problems. In contrast, 9% of the respondents 
indicated that they had stayed at home at least once in the 
past although they had not been ill. 

Respondents considered ICT services to be a key issue in 
organizations, regardless of the business sector. Almost half 
of the respondents indicated that company smartphones are 
an important topic. The proportion of ICT and smartphone 
usage is considerably higher in organizations with less than 
ten employees and only one location. 30% of the employees 
and 46% of the managers are allowed to use the devices 
privately. Bring your own device (BYOD) is permitted only 
for one fifth of employees.  

The overall handling of information security differs 
strongly between managers and employees. The knowledge 
on information security is substantially lower among 
employees. The probability, that an organization enforces 
regulations on information security, increases with the size 
of the organization or if the organization has offices abroad. 
Again, the finance and insurance sector, public 
administration and the health and welfare sector are those 
business sectors in which information security represents an 
integral part of organizational culture. 

It is remarkable to note that only 15% of the respondents 
indicated that their organization has clearly defined who is 
responsible for information security, risk and compliance. 
On the contrary, 54% reported that their organization has not 
defined this responsibility and 31% did not know. In 
different organizations, the responsibility is defined in 
different ways and may lie with the ICT department, a 
dedicated person who is responsible for information security, 
an external company, an audit department or the top 
management. The likelihood, that appropriate responsibilities 
are established and enforced, increases with the size of the 
organization and whether the company has offices abroad. 

V. CONCLUSIONS 
Based on the findings described in Section IV above, we 

can draw the following top-5-conclusions:  
• High cyber security awareness.  

The awareness concerning the importance of cyber 
security is exceptional in the highly sensitive areas, 
i.e., the Austrian financial and insurance sector (about 
90%) and the public administration (about 77%).  

• Poor flow of information.  
Although security awareness is high among 
employees, often the responsibilities are not clear. In 
more than eight out of ten companies it is indistinct 
who is responsible for information security. Further, 
one out of three companies does not have a security 
guideline employees are aware of and in almost 60% 
of the cases, security awareness measures are either 
non-existing or not visible for the employees. 
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• Strong connection between employees and company. 
Employee’s loyalty to their company is rather high: 
roughly, less than one out of ten employees would 
strive for a job in another company and roughly two 
out of three managers would recommend a career in 
their companies to their relatives. 

• Loyal employees are honest employees.   
Eight out of ten employees do not cheat the 
organization, take home important data or steal 
anything.  

• Sufficient work-life balance is crucial.  
Less than one out of 20 employees think that their 
work-life balance is bad, but already one out of five 
feels heavily strained due to time pressure, identifying 
it as a health burden. Technological developments 
like mobile devices blur the line between work and 
personal life. 
 

Considered in more detail, our findings show that non-
compliance is more likely in an environment that is 
characterized by poor working conditions These include, 
among others, inadequate salary, job insecurity, insufficient 
appreciation of work, lacking support from team members or 
supervisors, mobbing, and lack of the resources that are 
necessary to get the work done. Further, competitive 
pressures, a focus on simplistic success parameters, problems 
in a company’s control system, management style and 
corporate culture also panders to non-compliant behavior. 
Favorable working conditions are therefore important in 
order to enhance the motivation and loyalty of employees 
[47]. Thus, it is crucial for companies to ensure good 
working conditions. External regulations and technical 
solutions, e.g., automated logouts, frequent password 
changes, access and time badges, are replacing the individual 
behavioral orientation. Overregulation leads to employees 
boycotting or bypassing the control system. Excessive 
control and regulation has a negative impact on the work 
environment and hampers productivity. Employees often 
spend working hours with defiant attitudes.  

Managers have great influence on the work environment 
of their employees [48]. Therefore, it is crucial that the 
managers are selected carefully because they contribute 
essentially to the company's success and working 
atmosphere. Good relationships between employees and 
managers, transparent information and communication 
structures, transparent work organization and participation in 
decision-making are necessary to enhance work-life 
satisfaction and reduce the occurrence of mental disorders. 
Work life balance in general is considered a requirement for 
healthy, hard-working, compliant behavior. At the same 
time, smartphones and laptops enable an integration of work 
and private life. Nevertheless, the result is that the line 
between work and leisure is becoming more and more 
blurred. 

While Austrian companies, especially larger ones and 
also innovative small and medium-enterprises are generally 
well-prepared concerning information security, the average 
of small and medium-enterprises still needs substantial 
support due to a lack of available funding for cyber security 

measures in order to catch up. Besides the size of the 
organization, the business sector is decisive for whether 
information security measures are implemented or not. In 
sectors where employees are used to handle a lot of sensitive 
data, such as in the finance and insurance sector, the health 
sector or the public administration sector, advanced 
information security measures can be found. Our findings 
indicate that stronger regulations, monitoring and 
surveillance measures might not lead to the expected effects 
in all cases. Consequently, one of the main tasks for human 
resource management is the selection of loyal employees and 
the successful integration of employees into the organization.  

Hence, the level of information security awareness in 
Austrian organizations is higher than reflected in the general 
studies we analyzed [16, p. 5] [17]. Employees are 
extensively honest. Future research might focus on a 
comparison of several countries in different cultural areas 
and within Europe because we expect differences [49]. 
Another approach we want to follow is to feed an 
appropriate risk management model with the data presented 
here. This more systematic research could lead to 
quantifiable key risk parameters and development of distinct 
thresholds for the human risk factor of information security. 
Due to the characteristics of behavior, attitude and 
perception a heuristic approach could generate input for a 
scorecard or radar chart with the suggested small set of most 
interesting questions. 
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Abstract—Critical infrastructures (CI) as backbone of the 

society and economy are increasingly the target of cyber 

attacks. These infrastructures have been isolated in the past, 

but are connected more and more also with CI-external 

systems to allow for new and combined services. This 

immediately requires the protection of the communication 

connections to CI-external sites but also internally. Legislation 

and operation have taken this into account and provide the 

necessary framework for posing specific communication 

security requirements. From the technical side, different 

security counter measures exist to cope with the given 

requirements, but it has to be ensured that these technical 

means are not only provided, but in fact applied in operation. 

This paper describes a new approach to ensure that during the 

setup of a secure communication connection the appropriate 

security is effectively negotiated with respect to permissible 

cipher suites for authentication, message integrity, and 

confidentiality. The application within a Digital Grid is used as 

example application domain.   

Keywords–security; critical infrastructure; smart energy 

grid; industrial automation; Internet of Things; Digital Grid 

secure communication; security policy; security protocol; 

Transport Layer Security 

I. INTRODUCTION 

Critical Infrastructures (CI) and specifically cyber 
security in critical infrastructures have gained more 
momentum over the last years. The term “critical 
infrastructure” in the context of this paper is used to describe 
technical installations, which are essential for the functioning 
of the society and economy of a country, but also globally. 
Typical critical infrastructures in this context are the digital 
energy grid (including central or distributed energy 
generation, transmission, and distribution), water supply, 
healthcare, transportation, telecommunication services, just 
to state a few. The increased threat level becomes visible, 
e.g., through reported attacks on critical infrastructure, but 
also through legislation, which meanwhile explicitly requires 
the protection of critical infrastructures and reporting about 
serious attacks.  

 Information Technology (IT) security in the past was 
addressed mostly in common enterprise IT environments, but 
there is a clear trend to provide more connectivity to 
operational sites, which are quite often part of the critical 
infrastructure. Examples for operational sites are industrial 
automation or energy automation. This increased 

connectivity leads to a tighter integration of IT and 
Operational Technology (OT). IT security in this context 
evolves to cyber security to underline the mutual relation 
between the IT security and physical effects to the system or 
environment.  

The digital energy grid consists of several interworking 
parts depending on data exchange in a secure and reliable 
way. These parts are given through the classical power 
system elements like a centralized power generation, power 
transmission (typically high voltage and wide area 
connections), power distribution (low and medium voltage) 
and the consumer at the end of the supply chain. In the last 
years, the usage of renewable energy, e.g., through solar cells 
or wind power, became increasingly important to generate 
environmentally sustainable energy and thus to reduce 
greenhouse gases leading to global warming. Utilizing 
renewable energy in the power grid can be achieved in 
basically two ways: replacing classical power plants with 
renewable power plants likewise connected to the 
transmission grid. Alternatively, Decentralized Energy 
Resources (DER) are connected to the distribution network. 
In both cases, the energy generation through a grid of 
renewables needs to be monitored and controlled to a similar 
level as in today’s centralized energy generation by power 
plants, while utilizing widely distributed communication 
networks. DER may also be aggregated virtually on a higher 
level to build a virtual power plant (VPP). A VPP may be 
viewed from the outside in a similar way as a common 
power plant with respect to energy generation. But due to its 
decentralized nature, the demands on communication 
necessary to control the VPP are much more challenging.  

This paper bases on the contribution to IARIA ENERGY 
2016 [1] and enhances the base version with more 
background and technical details. It continues to focus on the 
digital energy grid as example for a critical infrastructure. 
The target architecture is depicted on abstract level in Figure 
1 below. The paper investigates into cyber security 
requirements from different sources (like legislation, 
standardization and guidelines) providing specifics for secure 
communication and utilized technical security measures. 
Based on the analysis of security requirements, technical 
means are proposed to ensure the desired strength of security 
mechanisms (given through a security policy) specifically 
targeting the communication in the operation environment. 
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Figure 1. Overview Smart Energy Grid as Example for Critical Infrastructures  

The remainder of the paper is structured as follows. 
Section II investigates in cyber security requirements given 
through regulation, standards and guidelines. Section III 
investigates into Transport Layer Security (TLS) [2] and IP 
Security (IPSec) as two common security protocols utilized 
in power systems. Section IV concentrates on the assurance 
that this security protocol is used with settings according to a 
given security policy. The technical proposal to achieve 
compliance to a given security policy for the communication 
between different entities of critical infrastructures using 
passive monitoring is the main contribution of this paper. 
Note that this concept has not been implemented, yet. 
Section V provides a short overview about existing 
techniques, concentrating on TLS inspection. The conclusion 
in section VI discusses applicability to further security 
protocols and the necessity for an evaluation to determine the 
impact of the proposed solution to the overall system. 

II. SMART ENERGY GRID SECURITY REQUIREMENTS 

As stated in the introduction, the operational environment 
of critical infrastructures, as in this paper the smart energy 
grid, differs from office environments or telecommunication 
environments in significant aspects. This leads to a different 
weight of general security requirements, like shown in the 
following Figure 2.  

 

 

Figure 2. Comparison CI and Office environment 

As visible, integrity and availability have a much higher 
impact in the critical infrastructure. Moreover, the immediate 
impact of information security to safety is also more 
prevalent as in Office IT. 

The comparison of general requirements in Figure 2 is 
used here to underline that solutions, which are typically 
used in Office IT networks, may not be directly applicable in 
CI networks. Differences can be explained through the 
different operating environments and operating conditions. 
These general security requirements are addressed in a 
variety of regulation, standards, guidelines and further 
customer specific or operator requirements. Figure 3 depicts 
example sources for such security requirements. 

 

Figure 3. Sources for Security Requirements 

As this paper focuses on communication security, the 

following subsections investigate into specific requirements 
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targeting secure communication in the example requirement 

documents of different sources as stated in Figure 3. The 

overview about these activities is used to underline the 

ongoing definition of specific security requirements, which 

will result in specific technical solutions. To ensure the final 

technical solution copes with given security requirements, a 

technical solution for security policy verification is proposed 

in section IV, focusing on communication security. 

Specifically, passively monitoring is used here to not 

interfere with the original control communication.  

A. Regulative requirements 

The regulative requirements taken here as example, focus 

on the operation of critical infrastructures from a process 

point of view. To support the security processes technical 

security controls need to be supported by either the system 

or the deployment environment. Hence, procedural and 

technical security requirements cannot be seen independent. 

- The North American Electric Reliability Council 
(NERC) has established the Critical Infrastructure 
Protection (CIP) Cyber Security Standards CIP–002 
through CIP–011 [3], which are designed as foundation 
of sound security practices across bulk power systems. 
They provide a consistent framework for security control 
perimeters and access management with incident 
reporting and recovery for critical cyber assets and cover 
functional, as well as non-functional requirements. 
NERC CIP applies to asset owners and power system 
operators and consists of a mixture of organizational, 
process, and technical requirements. NERC-CIP version 
3 is formally controlled and enforced in the U.S. and in 
Canada. The first version originated in 2006 and has 
been continuously enhanced.  Meanwhile work is 

ongoing on version 6. 
 

 

Figure 4. NERC-CIP Example Security Requirements 

- A further example can be given by the legislation in 
Germany. Here, the IT security act has been finalized in 
2015 requiring appropriate protection and monitoring, as 
well as reporting about security breaches for the operator 
of CI [4]. A specific regulation is the German Energy 
Act [5], which regulates in §21 the application of smart 
meters in facilities depending on the energy 
consumption/generation rate. The German “Bundesamt 

für Sicherheit in der Informationstechnik” (BSI) 
provides the technical guideline TR 03109 [6] to fulfill 
the requirements from the Energy Act and explicitly, 
how to ensure secure communication utilizing TLS to 
protect the communication. This targets specifically the 
data exchange of smart meters, either for control or for 
billing purposes. The protection means for secure 
communication are specifically defined and comprise the 
algorithms to be used for authentication, integrity 

protection, and confidentiality for TLS.  

- In France, the “Agence nationale de la sécurité des 
systèmes d'information” (ANSSI) regulates cyber 
security. Specifically, for secure communication a 
technical note has been published providing appropriate 
protection [7]. This guideline provides recommendations 
of specific sets of algorithms (cipher suites) to be used 
for TLS as well as operational modes and extensions of 

the protocol to address discovered weaknesses. 

The common approach of these regulations is that they 

cover organizational requirements, process requirements 

and also technical requirements. The examples show that the 

security of communication is one part of the requirements 

for which specific technical means are stated. 

B. Standards 

Besides legislation, there exists a variety of standards, 

formulating security requirements or provide specific 

solutions to secure communication in an interoperable way. 

Standards specify solutions like specific features or 

protocols in an interoperable way to support the 

interworking of different vendor’s products. The motivation 

for this investigation is to show that specific security 

requirements and security counter measures can be directly 

derived from standards. These security countermeasures in 

turn can be evaluated in the deployments of critical 

infrastructures like the digital grid. This motivates the 

solution, later on described in section IV.  

The following bullet list builds on the standards stated in 

Figure 3 and gives a more detailed overview about the 

content of the different standards. 

- IEC 62443, especially IEC 62443-3-3 [8] 

IEC 62443 is a security requirements framework defined 
in the IEC (International Electrotechnical Commission) 
and can be applied to different automation domains, 
including energy automation, process automation, 
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building automation, and others. In the set of 
corresponding documents security requirements are 
defined, which target the solution operator and the 

integrator but also the product vendor.  

As shown in Figure 5, different parts of the standard are 

grouped into four clusters covering  

– common definitions and metrics 

– requirements on setup of a security organization 
(ISMS related), as well as solution supplier and 
service provider processes 

– technical requirements and methodology for 
security on system-wide level and  

– requirements to the secure development lifecycle 
of system components, and security requirements 

to such components at a technical level.  
 

 

Figure 5. IEC 62443 Overview and Status 

According to the methodology described in IEC 62443-
3-2, a complex automation system is structured into 
zones that are connected by and communicate through 
so-called “conduits” that map for example to the logical 

network protocol communication between two zones. 
Moreover, this document defines Security Levels (SL) 
that correlate with the strength of a potential adversary 

as shown in Figure 6 below. To reach a dedicated SL, 

dedicated requirements have to be met.  

 

Figure 6. IEC 62443 defined Security Level 

For each security level, IEC 62443 part 3-3 defines a set 
of requirements. Seven foundational requirements group 
specific requirements of a certain category: 

– FR 1 Identification and authentication control 

– FR 2 Use control 

– FR 3 System integrity  

– FR 4 Data confidentiality  

– FR 5 Restricted data flow 

– FR 6 Timely response to events  

– FR 7 Resource availability 

For each of the foundational requirements there exist 
several concrete technical security requirements (SR) to 
address a specific security level. In the context of 
communication security, these security levels are 
specifically interesting for the conduits connecting 
different zones. The following examples are taken from 
IEC 62443-3-3 [8] to illustrate some of the foundational 

requirements: 

– FR3, SR3.1 Communication integrity: “The control 

system shall provide the capability to protect the 

integrity of transmitted information”. 

– FR4, SR4.1 Communication confidentiality: “The 
control system shall provide the capability to 
protect the confidentiality of information at rest 
and remote access sessions traversing an untrusted 

network.”  

– FR5, SR 5.2 Zone boundary protection: “The 
control system shall provide the capability to 
monitor and control communications at zone 
boundaries to enforce the compartmentalization 
defined in the risk -based zones and conduits 

model.”  

These requirements are used here as an example that 
IEC 62443 requires the support of certain functionality. 
Also, as seen especially by the last example in the list, 

the monitoring of the connections is required.  
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Figure 7. IEC 62351 Overview [9] 

- IEC 62351, especially IEC 62351-3 [9] 

IEC 62351, which is also defined in the IEC, targets 
security mechanisms applicable to the power systems 
domain specifically. As IEC 62443, the standard is split 
into different parts addressing specific security topics, as 

shown in Figure 7.  

Different to IEC 62443, IEC 62351 describes security 
controls on a very detailed level to achieve 
interoperability in the utilized security means. Hence, it 
can be seen as a set of security controls to address some 
of the security requirements posed by IEC 62443. 
Specifically, IEC 62351-3 targets to secure TCP based 
communication by profiling the use of TLS and is 
referenced from other IEC 62351 parts. Profiling of TLS 
relates to narrowing available options in TLS like the 
requirement to utilize mutual authentication reducing the 
number of allowed algorithms or the disallowance of 
utilizing certain cipher suites, not providing sufficient 
protection. Moreover, this part also provides guidelines 
for utilizing options, which depend on the embedding 
environment. An example is the relation of using session 
renegotiation and session resumption in conjunction 
with the update interval of the certificate revocation 
information. As stated, IEC 62351-3 is always used in 
conjunction with other parts of IEC 62351 like part 4, 
addressing substation automation communication from a 
control center or communication between control center 
or part 5 for telecontrol.  

- IEEE 1686 [10] specifies the expected security 
capabilities for Intelligent Electronic Devices (IED) 
regarding the access, operation, configuration, firmware 
revision and data retrieval from an IED. Also addressed 
is the encryption of communications with the IED. It 

serves as a procurement specification for new IEDs or 
analysis of existing IEDs.  

Beyond others, there are specific requirements for 

communication security. These address for instance: 

– File transfer is only allowed using Secure File 
Transfer Protocol  

– Network management shall be provided with 
SNMPv3.  

– Secure tunneling using cryptographic VPNs.  

Specific cryptographic algorithms are not required, but 

the support of the stated functionality. 

C. Guidelines 

Besides regulations and standards, there also exist 

guidelines on how to address secure communication in 

specific application environments.  

- The “Bundesverband für Energie- und 
Wasserwirtschaft” (BDEW) introduced a white paper 
defining basic security measures and requirements for 
IT-based control, automation and telecommunication 
systems for energy and water systems, taking into 
account general technical and operational conditions 
[10]. It can be seen as a further national approach 
targeting similar goals as NERC-CIP, but at a less 
detailed level. The white paper addresses requirements 
for vendors and manufacturers of power system 
management systems by directly relating to ISO 27002 
[11]. Section 2.3 of this white paper focuses on 
communication and formulates specific requirements for 

integrity and confidentiality of connections.   

- NISTIR 7628 [12] originates from the Smart Grid 
Interoperability Panel (Cyber Security WG) of the 
National Institute for Standards and Technology (NIST). 
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It targets the development of a comprehensive set of 
cyber security requirements. The document consists of 
three subdocuments targeting strategy, security 
architecture, and requirements, and supportive analyses 
and references. It specifically formulates requirements 
for smart grid information system and communication 

protection. 

- SGIS Report: The security subgroup of the European 
Smart Grid Coordination Group (SG-CG) targeted the 
European Commission mandate M/490 [13] and 
addressed cyber security in the (European) smart grid. 
Smart Grid services shall be enabled through a Smart 
Grid information and communication system that is 
inherently secure by design within the critical 
infrastructure of transmission and distribution networks, 
down to connected properties. The report describes an 
analysis framework applied to different use cases and 
mapped to standards work to address identified security 
requirements. The investigation into security was closely 
connected to Smart Grid Architectural Model (SGAM) 
developed by a different working group. The final report 
of the security subgroup (see [14]) provides 
recommendations of security means, to be applied in the 
different zones and domains of SGAM. Secure 
communication has been specifically referenced through 
the IEC 62351 series and general security protocols like 

TLS, which will be investigated in the next subsection.  

III. SECURE COMMUNICATION PROTOCOLS 

As shown in the previous section, there are numerous 

examples of requirements to secure communication, which 

leads to the necessity to be able to verify that the appropriate 

communication security is applied in fact in operational use. 

This section investigates example protocols to ensure secure 

communication by taking TLS and IPSec as example, as 

they are widely used, also in substation automation. The 

goal is to analyze the protocol session establishment phase 

and specifically into options to monitor the negotiation of 

security parameters to ensure the compliance to a given 

security policy. This information shall be used afterwards to 

discuss options to monitor the session establishment 

passively. As it will be shown in the following subsections, 

only in case of TLS passive monitoring of the security 

parameter establishment can be performed. Therefore, for 

the discussion of a technical solution, TLS is used further on 

as example. 

A. TLS to Secure TCP Communication 

TLS is widely used in power automation systems (see IEC 

62351 in section II.B), to protect the communication for 

automation control and monitoring, but also for remote 

management. 

TLS in its current version 1.2 defines protection means for 

TCP-based communication and is defined by the Internet 

Engineering Task Force (IETF) in RFC 5246 [2]. Protection 

here relates to different security services like unilateral or 

mutual authentication, message integrity, or message 

confidentiality, which can be negotiated during the initial 

handshake. Note, that the standard has a long history and is 

constantly being evolved to cope with new advances in 

cryptography and communication security. Currently there is 

work ongoing on version TLS 1.3, which will provide more 

radical changes compared to the enhancements in the 

previous version iteration. TLS supports a variety of 

authentication options for the communicating peers and 

allows the negotiation of the protection of the preceding 

communication in terms of integrity and confidentiality and 

also key management related options like key updates, etc. 

The combination of cryptographic algorithms for 

authentication, integrity, and confidentiality protection is 

called cipher suite.  

 

Figure 8. TLS Protocol Structure  

TLS is built upon several sub protocols that encapsulate 

the protocol operation in the different phases as shown in 

Figure 8. For the discussion in this paper the most interesting 

phase is the TLS v1.2 handshake, as it is performed in clear 

and allows the monitoring of the negotiated security options 

for the following communication session. Figure 9 shows the 

message exchange during the TLS v1.2 handshake. 

Especially, the first phase of the handshake is in focus 

here, as it conveys the information for the cipher suite 

negotiation and the authentication of the communicating 

peers. In the ClientHello message, the client passes a list of 

cipher suites to the server containing the combinations of 

cryptographic algorithms supported in order of the client's   

preference. The server will then select a cipher suite and 

respond with a ServerHello message if a matching proposal 

was found. If no matching proposal was found, the server 

will issue a failure alert. Assumed that the server will 

authenticate towards the client, it will send its certificate as 

part other response. This allows the client to identify the 

server, validate the server certificate, as well as to utilize the 
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server certificate during the further session key 

establishment. If the server additionally requires a client 

authentication as part of the TLS handshake, it will send a 

CertificateRequest message. 

The second phase of the handshake targets the client 

identification (if requested) and the session key 

establishment and the authentication of both sides. In this 

step, the client will provide its certificate if requested in the 

Certificate message. The Finished message from the server 

to the client concludes the handshake and is the first message 

encrypted using the negotiated session key. It also contains a 

hash over the previously exchanged handshake messages to 

have a delayed verification of the integrity of the performed 

handshake.  

 

Figure 9. TLSv1.2 Handshake for TLS Session Setup 

Based on the provided TLS overview the handshake phase 

can be used to monitor the establishment of a secure 

communication, which can be audited by an independent 

component. This can be used additionally to the server 

security policy configuration to ensure that the negotiated 

security settings for a communication channel provide a 

strength required by the security policy. The independent 

audit option will reveal failures in the configuration of the 

client or server side or both.  

Besides TLS protection of TCP based communication 

there exists also a derivation of TLS for UDP based 

communication. This security protocol is called Datagram 

Transport Layer Security – DTLS and is defined in RFC 

6347 [15]. The handshake is similar to TLS, but is enhanced 

with a cookie mechanism to cope with the missing reliability 

of TLS. Hence, the message context during the handshake of 

DTLS can be analyzed in the same way as for TLS. 

Besides the initial handshake, TLS supports further 

session management operations to support session key 

renegotiation or the resumption of previously closed 

sessions. Session renegotiation is essentially the performance 

of a complete handshake during an ongoing TLS session. It 

is performed to establish a new session key and also to verify 

the credentials used for authentication. Especially the latter is 

becoming necessary for long lasting connections between 

devices. This is due to the fact, that the certificates used 

during the handshake have a limited validity period. 

Additionally, they may be revoked if the corresponding 

private key has been compromised. To ensure that this is 

detected, the certificates used for authentication are re-

evaluated during session renegotiation. Session resumption is 

different as it reuses the already established pre-master secret 

from a previous session to either negotiate a new session key 

during the still ongoing session or to resume the previous 

session, if it was closed before. This enables a much faster 

session startup as the asymmetric operation is omitted. Note 

that session resumption is at maximum allowed 24 hours 

after the original session has been closed. Session 

renegotiation and session resumption during a still running 

session are both performed over the already existing TLS 

session. This makes a passive monitoring of the handshake 

impossible, if encrypting cipher suites have been negotiated 

during the initial handshake. Session resumption of a session 

that has been closed before will perform the TLS handshake 

on a “fresh” TCP connection. In this case, the handshake is 

performed in clear text, as the TLS connection needs to be 

reestablished. Hence, the resumption can be passively 

monitored for security policy compliance.    

As stated before, TLS is a protocol that is under constant 

development. Over the years it has become more versatile 

also due to its extensibility. This extensibility has been used 

to enhance the feature set but also to address discovered 

weaknesses. Currently TLS v1.3 is under development with 

the goal to redesign the handshake to offload some of its 

complexity and also to be able to have a more performant 

session setup. This version is currently in draft status [16] but 

expected to be released as RFC during 2017. 

In contrast to TLS v1.2 the new handshake can be 

performed in one message less, resulting in a 1.5 roundtrip 

handshake as shown in Figure 10. Also new is the option to 

already encrypt part of the information in the TLS server 

response message. The Client.Hello and the Server.Hello 

messages are till sent in clear text, allowing the inspection 

regarding compliance to a given security policy regarding the 

utilized cipher suites. Also, the server certificate is visible. A 

different approach has been taken for the client side 

authentication. In TLS v1.3, the Certificate.Request message 

from the server and the Certificate message from the client 

are sent encrypted. This hinders the inspection of the 

certificate by simply monitoring the TLS handshake. On the 

other hand, it increases the privacy of the client side, as 

eavesdropping by an adversary on path may not expose the 

client identity. 
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Figure 10. TLSv1.3 Handshake for TLS Session Setup 

Based on the session establishment analysis, the initial 

handshakes of a TLS connection can be passively monitored 

to verify the adherence to a given security policy. 

 

B. IPSec and IKE to to support secure tunneling 

IPSec is a protocol typically being used to build secure 

communication tunnel, so-called Virtual Private Networks 

(VPN). The advantage of an IPSec based VPN is the option 

to tunnel different protocols either TCP-based or UDP-based. 

Therefore, this approach is often used to connect two distinct 

zones or sites. An example is the application to connect a 

substation and a control center, for which the IPSec VPN is 

used to protect IEC 61850 control communication or IEC 

60870-5-104 telecontrol communication and additionally 

voice-over-IP (VoIP) communication to enable a direct 

interaction from the control center with a service technician 

located in the substation.  

In contrast to TLS, IPSec describes the protocol protecting 

the bulk communication without an integrated key 

management. The key management for IPSec can be done 

manually or automated. For an automated key management 

the Internet Key Exchange (IKE) is available in version 1 

and version 2. In both versions, IKE distinguishes two 

phases: 

– In phase one, a secure key management channel between 

the involved IKE peers is established. 

– In phase two, Security Associations for security 

protocols (e.g. IPSec) are established on request via the 

secure key management channel. 

While IKEv1 supports a variety of authentication modes 

and also different modes for the phase one key exchange, 

IKEv2 has been specified to reduce this complexity. IKEv2 

is defined by the IETF in RFC 4306 [17]. Figure 11 below 

shows the message exchanges for both phases including the 

different parameter contained in these messages. It becomes 

immediately visible, that within phase 1, after the first 

roundtrip the remaining communication is encrypted. 

Therefore, only the first handshake of the phase 1 key 

exchange can be passively monitored.  

 

Figure 11. IKEv2 Phase 1 and Phase 2 Key Exchange 

These messages negotiate cryptographic algorithms 

(contained in the security association payload SA), exchange 

nonces (N), and perform a   Diffie-Hellman key agreement 

(DH) for the second phase of IKE. The security association 

parameters for the actual IPSec session are negotiated in IKE 

phase 2, which is encrypted using the negotiated parameter 

from IKE phase 1. As shown, this key management cannot 

be monitored passively to verify the negotiation of IPSec 

parameter according to a security policy. Here, an 

investigation at either side of the VPN tunnel would be 

necessary, e.g., by verifying the negotiation of the security 

association based on the settings and the system security log. 

IV. ENSURING SECURE TCP COMMUNICATION 

As depicted in the previous section by taking TLS as 

example, it is possible to monitor the security negotiation of 

secure communication protocols in a passive way, without 
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interfering with the protocol and by a component not 

involved in the actual communication. To utilize this 

property, an additional component – a crypto option filter – 

in a network is defined. This crypto filter may be realized as 

separate component or may be part of an already existing 

component of the message exchange (not the actual data 

processing), e.g., a switch. This allows for inpath and also for 

offpath monitoring. Offpath monitoring specifically enables 

monitoring options without an influence to the control 

communication in terms of delay. The task of the crypto 

filter is essentially the monitoring of clear text session 

establishment phases of cryptographic protocols to evaluate 

the adherence of a given security policy. The crypto filter is 

defined as part of this paper; an evaluation of the approach 

has not been done, yet.  

 
Figure 12. Substation to Control Center Communication 

Figure 12 shows the underlying use case targeting the 

communication between a substation and a control center 

connected over a public network using a dedicated protocol 

(here: IEC 60870-5-104) for telecontrol, which is secured by 

TLS. Both sides are required to authenticate within TLS on 

the base of X.509 certificates and to provide support for one 

of the following cipher suites: 

- TLS_RSA_WITH_AES_128_CBC_SHA 

- TLS_DH_ DSS_WITH_AES_128_SHA  

- TLS_DH_DSS_WITH_AES_256_SHA  

- TLS_ECDHE_ECDSA_WITH_ AES_128_SHA 

The following cipher suites are explicitly forbidden, as 

they do not provide confidentiality of the data exchange or 

not even integrity protection (first bullet) 

- TLS_RSA_WITH_NULL_NULL 

- TLS_RSA_WITH_NULL_SHA256 

- TLS_ECDHE_ECDSA_WITH_NULL_SHA 

This data is typically contained in a policy configuration 

data base together with connection specific information to 

identify the associated security policy.  

In the following, two approaches for the realization of a 

crypto option filter from a network design perspective are 

described. This also comprises a functionality to utilize the 

information for ensuring a match to a given security policy, 

which may then lead to the interruption of communication 

establishment, if the security policy is not met.  

Figure 13 shows a variant, in which the crypto option filter 

is placed directly into the communication path. This 

realization may be based on existing network components in 

the communication path.  The data analysis component 

monitors the connection establishment and the TLS 

handshake without interrupting the communication channel 

establishment. The handshake messages ClientHello and 

ServerHello carry the specific information about the cipher 

suite negotiation, which is monitored and compared with the 

data from security policy database. Additionally the 

exchange of the server and client side certificate is 

monitored. As an additional service, the crypto filter may 

validate the exchanged certificates to ensure that they are not 

outdated or revoked. Depending on the match of the security 

negotiation parameter with the security policy, the 

communication establishment may be terminated through the 

policy enforcement component.  
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DataPolicy
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Error

Data
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Policy

Database
Configuration

Data

 
Figure 13. In-path Crypto Option Filter 

In contrast to the in-path crypto option filter, Figure 14 

shows an off-path filter. The general evaluation is similar to 

the in-path filter, with the exception of the data access. As 

the filter is not directly placed in the communication path, a 

probe on the network duplicates the traffic and forwards it to 

the off-path crypto option filter. This probe may be a 

separate component or a monitoring port on the existing 

infrastructure component as shown in Figure 14. If it is a 

separate component, the probe may already preprocess the 

handshake and extract the information, which can then be 

provided to the crypto option filter. If the functionality is 

included in an existing infrastructure component, the 

complete TLS handshake may be forwarded to the crypto 
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option filter for inspection. Alternatively, the policy 

enforcement component may integrate the traffic duplication.  
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Figure 14. Off-path Crypto Option Filter 

The off-path variant has the clear advantage that the policy 

checking component can be centralized, independent from 

the actual communication path to be checked. 

Note that the description for the crypto option filter 

focused on the TLS 1.2 version as discussed in Section III.A. 

TLS 1.3 will result in simplifications of the current more 

complex handshake and will reduce the available options and 

also shorten the handshake phase to three messages. Most 

importantly, TLS 1.3 will utilize the established key already 

in the handshake phase to protect messages. The monitoring 

approach as described is not completely possible. While the 

negotiation of cipher suites can still be followed as it 

proceeds in clear, the client certificate exchange is encrypted. 

Hence, the certificate may not be checked anymore.  

V. EXAMPLES FOR EXISITING SOLUTIONS 

Monitoring of communication protocols for specific 

content can be done on-path (as part of the immediate 

communication path) or off-path as also stated in the 

previous section. Off-path techniques may involve for 

instance the monitoring port of switches, which allow direct 

access to the routed data and thus to analyze these data. This 

is only possible for communication protocols, which perform 

the data exchange in clear, without applying encryption. If 

encryption is applied, access to the utilized session key 

would be necessary. On-Path techniques insert a new 

component (middlebox) into the communication path, which 

terminates the communication connection to both sides and 

allows for the inspection of the data exchange. Examples are 

deep packet inspection modules, which can be operated on 

Firewalls to inspect the data for viruses, malware or also 

malformed protocol messages. Utilizing these components to 

ensure adherence to a session security policy are not know. 

The described solution in section IV for TLS can be seen as 

enhancement to packet inspection. In the specific case, the 

clear text handshake of TLS is leveraged to allow for the 

application of both techniques, on-path and off-path.  

Alternatively to the described solution for TLS, there is 

ongoing research on changing the handshake of TLS to allow 

middleboxes to inspect traffic on-path as described in [18] 

without breaking end-to-end security called mcTLS (Multi 

Context-TLS). The basic principle here is to perform an 

enhanced handshake involving middleboxes into the 

handshake phase of TLS. Specifically, the middleboxes are 

authenticated during the handshake and thus know to both 

communicating ends. Moreover, each side is involved in the 

generation of the session key, which is also provided to the 

middlebox. There is also additional keying performed for the 

exchange of pure end-to-end keys, allowing the application 

of key material known to the middlebox to encrypt the traffic 

and for integrity protection, while the end-to-end based keys 

are used to provide an end-to-end integrity. The latter 

approach ensures that the middlebox can read and analyze 

the content of the communication in the TLS record layer, 

but any change done by the middlebox is detected by a 

violation of the end-to-end integrity check value. This 

approach has the advantage that it provides an option to 

check the associated security policy during the session setup 

and at the same time monitor traffic as an authorized 

component. The drawback is that the solution focuses solely 

on TLS and cannot be applied to other protocols without 

changes. Also, it is always included as an in-path component, 

which may result in unwanted performance influences. This 

shows another approach, which requires also requires more 

effort for the realization as it requires changing the utilized 

security protocol.   

 

VI. CONCLUSIONS AND OUTLOOK 

This paper described a solution to ensure that 

communication between different components of a system is 

in fact protected according to a dedicated security strength as 

defined by a given security policy. It ensures that the 

required level of security is indeed utilized during operation. 

As shown, requirements for secure communication exist 

through different guidelines, standards, and also legislation. 

The proposed solution was shown in the context of 

substation to control center communication, to ensure mutual 

authentication and an appropriate protection of the 

communicated information. As the smart energy grid does 

increasingly integrate DER systems, the chance of 

communicating privacy related data increases. And so do the 

requirements for protected communication.  

The example shown related to the protocol TLS, which is 

used in power system automation to secure the 

communication. Besides that, it has been shown, that the 

approach has its limits on the example of IPSec as here, the 

main information about the bulk data exchange protection are 

already negotiated in an encrypted manner and therefore not 

visible to a passive monitoring component. 

In the investigated case of TLS, the proposed crypto filter 

verifies the establishment of secure communication channels 

according to a given security policy, it can also be used to 

offload further validation tasks from the communication 

peers, like the validation of the peer certificates utilized 
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during connection establishment. Also shown have been 

limitations for TLS, in the context of renegotiations of the 

session parameter. As in the case of IPSec, the renegotiation 

of session parameter is performed over an encrypted 

connection and can therefore not be monitored passively. If 

there is a requirement to also monitor these exchanges, 

classical proxy solutions terminating the secure channel can 

be used, with the influence on session setup and potential 

additional components.  

As stated in the beginning, this paper describes the 

concept for ensuring the establishment of secure 

communication channels in a nonintrusive manner. The 

consequent next step is the integration of the proposed 

approach in a prototype, to validate the effectiveness.  
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Abstract—This research seeks to understand user-based 

modifications to information quality due to data privacy and 

trust related concerns within online social networks. It 

explores the interrelationships and trade-offs between data 

privacy, trust, and information quality. To this end, we present 

an extensive literature review to frame our research. The 

greatest implications of this research come through 

development of integrated research matrix frameworks, a 

privacy/trust/information quality modeling syntax, and 

forthcoming structural equation scoring measures that will be 

applicable to future research efforts.  In application, the 

relationship matrices can be applied to the conceptual 

modeling syntax. Further, the results of the structural equation 

model will show the strength and directionality of the effects of 

related matrix aspects on one another. The research will 

enhance methods of modeling and measuring data privacy, 

trust, and information quality within online social networks. 

Regarding online social networks, it lends itself to a better 

understanding of the quality of shared information in given 

data privacy and trust scenarios. It provides future researchers 

with a formal framework for relating privacy, trust, and 

information quality as well as a formal way to understand 

information quality modification. 

Keywords-information quality; privacy; trust; online social 

networks. 

I. INTRODUCTION 

This work is an extended version of a paper [1] 
previously presented at the Sixth International Conference on 
Social Media Technologies, Communication, and 
Informatics (SOTICS) in Rome, Italy on August 25, 2016. 

 
Social media as communication media have surged in 

popularity over the past decade. Social networking websites 
such Facebook, MySpace, and Twitter have been the 
champions of this social phenomenon [2]. As the use of 
social media networks increases there are growing concerns 
about data privacy. Borcea-Pfitzmann, Pfitzmann, and Berg 
[3] noted in 2011 that as information technology evolves it 
greatly influences perceptions and demands regarding 
privacy. Because of this, developments in social computing 
are driving a new wave of privacy discussions. Government 
and corporate database privacy issues are often discussed and 
remain highly important, but per Zittrain [4] these are 
“dwarfed by threats to privacy that do not fit the standard 

analytical template for addressing privacy issues”. He used 
the term Privacy 2.0 to refer to this non-standard view. 
Zittrain argued that governments or corporations are not 
always the ones managing surveillance and that control of 
the transfer of personal information can be eliminated by 
peer-to-peer technologies. 

Frederick Lane, when discussing privacy in a webbed 
world as part of American Privacy, declared that 
“information wants to be free” [5]. He continued that social 
network sites succeed because individuals crave community 
and will share personal information to build it. “Online social 
networks,” he stated, “thrive because they enable us to share 
personal information more quickly and easily than ever 
before, creating the impression that we are all newsworthy 
now”. Lane further noted that individuals make seemingly 
rational decisions to post information online to receive 
perceived benefits, but fully rational decisions require 
complete information and most individuals do not 
understand what little control they hold over information 
posted on social networking sites or personal websites. In a 
similar vein, Zittrain stated that “people might make rational 
decisions about sharing their personal information in the 
short term, but underestimate what might happen to 
information as it is indexed, reused, and repurposed by 
strangers” [4]. 

A. Research Focus 

In research related to the general concepts of privacy, 
trust, and information quality (IQ) each is often addressed in 
a multi-faceted manner focusing on dimensions, aspects, and 
properties. To further this, trust, privacy, and information 
quality as areas of study are interrelated and overlapping in 
relation to online information disclosure, but how they 
interact with each other is not fully defined. This is 
especially true in relation to online social networks (OSNs). 
Previous research, such as Bertini [6], has noted that there is 
a direct relationship between privacy, trust, and an 
individual’s willingness to share information of increasing 
quantity and quality. This creates an opportunity for 
research. From a practitioners’ perspective, there is a need to 
model, measure, and understand social network information 
exchanges regarding privacy, trust, and information quality 
trade-offs and modifications. From a users’ perspective, 
there is a need to understand both the trust aspects and the 
visibility of information shared online more fully as well as 
implications from future use of that data. The goal of this 
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research therefore is to apply an information quality 
perspective to the modeling of data privacy within social 
media networks to enable the exploration of the 
interrelationships and tradeoffs between data privacy, trust, 
and information quality. 

This research will address two problem areas. First, a 
standard way to frame, model, and measure the relationship 
of the sub-aspects of data privacy, trust, and information 
quality to facilitate understanding does not exist. This limits 
research in relation to a comprehensive understanding and 
restricts cross-discipline communication. Second, a specific 
understanding of how information quality modification is 
used by members of online social networks as a reaction to 
privacy and trust related concerns has not been fully 
addressed by the information quality research field. This 
limits the understanding of outcomes based on existing 
research models regarding both antecedent influence and 
behavioral intentions vs. actual behavior within online social 
networks from an information quality perspective. A greater 
understanding of these factors can facilitate online social 
network organization changes to encourage greater sharing 
while simultaneously giving a deeper insight into how 
information is shared from an information quality point of 
view. 

B. Research Implications 

The greatest implications of this research will come 
through development of integrated matrix frameworks, a 
privacy/trust/information quality modeling syntax, and 
structural equation scoring measures that will be applicable 
to future research efforts. Through these efforts, we hope to 
provide statistical models for advancing the understanding of 
privacy, trust, and information quality. The research can 
enhance methods of modeling and measuring data privacy at 
both the data element and entity levels. In application to 
online social networks, it may lend itself to raised awareness 
of data visibility in social media as well as a better 
understanding of the quality of shared information in given 
data privacy and trust scenarios. 

C. Structure 

The remainder of this paper is organized as follows. 
Section II describes background literature regarding privacy, 
trust, information quality, and online social networks. 
Section III presents a further review of literature as it bears 
on the interrelated aspects of this research. Section IV 
presents research methodologies and discusses initial results 
of the research. Section V summaries research, discusses 
challenges, and looks at future research opportunities. 

II. BACKGROUND 

For better understanding, this section will highlight 

background literature regarding privacy, trust, information 

quality, and online social networks. 

A. Privacy 

According to Daniel Solove in Understanding Privacy 
[7], nearly 120 years after “The Right to Privacy” by Warren 
and Brandeis was first published in the Harvard Law 

Review, current views in the field of privacy form a 
“sweeping concept” that includes “freedom of thought, 
control over one’s body, solitude in one’s home, control over 
personal information, freedom from surveillance, protection 
of one’s reputation, and protection from searches and 
interrogations”. He highlighted others who describe privacy 
as “exasperatingly vague”, “infected with pernicious 
ambiguities”, and “entangled in competing and contradictory 
dimensions”. Helen Nissenbaum [8] noted that privacy is 
commonly characterized in literature as either a constraint on 
access or a form of control. As theorists conceptualize 
privacy, they are typically searching for a core common 
denominator that forms the essence of privacy, but Solove 
argued that privacy is not easily conceptualized in this 
manner. He stated that a common denominator approach 
broad enough to include the varied aspects of privacy is 
likely to be vague and overly inclusive, while narrower 
approaches risk being too exclusive and restrictive. Privacy 
conceptualizations in existing literature can therefore be 
grouped into targeted common core definitions and broader 
privacy frameworks. 
 

1) Privacy Common Core Conceptualizations 
The six major common core conceptualizations reviewed 

by Solove [7] can be found in Table I and are presented in 
the following section.  Privacy as the right to be let alone is 
closely tied to Warren and Brandeis as detailed above. 
Another common view is privacy as limited access to the 
self. According to Solove, this view is highlighted by 
Godkin, Bok, Gross, Van Den Haag, O’Brien, and Allan.  As 
noted above, Godkin believed in privacy as the right to 
decide how much knowledge of personal thoughts and 
private doings the public at large should be allowed. Bok 
formulated privacy as protection from unwanted access by 
others. Van Den Haag, in turn, argued for exclusive access to 
a realm of one’s own. A third common core 
conceptualization is privacy as secrecy.  Posner presented 
privacy as the right to conceal information or facts about 
oneself. Similarly, Jourard defined privacy as an outcome of 
withholding certain knowledge from others.  This sets up a 
dichotomy in which information is either hidden (private) or 
known (public) and once it is known it can no longer be 
considered private. Solove noted that this “fails to recognize 
that individuals may want to keep things private from some 
people but not others” [7], which is a truth highly relevant to 
information disclosure in online social network. The fourth 
conceptualization is privacy as control over personal 
information.  Westin argued that privacy involves 
determining for oneself when, how, and to what extent 
information is shared.  Miller viewed privacy as control of 
the circulation of information about oneself. Fried defined 
privacy not as the absence of information about us, but 
through the control of that information. This 
conceptualization is often the focus of privacy systems 
within online social media networks. Personhood and the 
right of individuality is the fifth conceptualization. Freund 
noted that certain attributes that are “irreductible” from self-
identity.  Protection of individuality and personal dignity is 
the core of privacy according to Bloustein. Likewise, Benn 
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framed privacy as respect for individuals as choosers. A final 
common core conceptualization is privacy as intimacy. 
Gerstein argued that privacy is essential for the formation of 
intimate relationships. Privacy is extended beyond simple 
rational autonomy according to Farber. Finally, according to 
Inness, privacy deals with intimate information, access, and 
decisions. 

TABLE I.  PRIVACY COMMON CORE CONCEPTUALIZATIONS [7] 

Common Core Conceptualizations 

Who What Details 

Warren and 

Brandeis 

The Right to be 

Let Alone 
 

 

• The right of each individual to 

determine to what extent 

thoughts, sentiments, and 

emotions can be communicated 

to others. A general immunity 

of the person and the right to 

one’s personality. 

Godkin, 
Bok, Gross, 

Van Den 

Haag, 
O’Brien, 

Allan 

Limited Access 
to the Self 

 

 

• Right to decide how much 

knowledge of personal 

thoughts and private doings the 
public at large should be 

allowed (Godkin). 

• Protection from unwanted 

access by others (Bok).  

• Exclusive access to a realm of 

one’s own (Van Den Haag). 

Posner, 

Jourard 

Secrecy 

 
• The right to conceal 

information or facts about 
oneself (Posner). 

• Privacy as an outcome of 

withholding certain knowledge 

from others (Jourard). 

Westin, 
Miller, Fried 

Control over 
Personal 

Information 

 
 

• Determining for oneself when, 

how, and to what extent 

information is shared (Westin). 

• Control of the circulation of 

information about oneself 

(Miller). 

• Not the absence of information 

about ourselves, but the control 
of that information (Fried). 

Freund, 

Bloustein, 

Reiman, 
Benn 

Personhood 

 

 

• Attributes that are irreductible 

from oneself (Freund). 

• Protection of individuality and 

personal dignity (Bloustein). 

• Respect for individuals as 

choosers (Benn). 

Farber, 
Gerstein, 

Inness 

Intimacy 
 

• Privacy as essential for 

intimate relationships 

(Gerstein). 

• Extends privacy beyond simple 

rational autonomy (Farber). 

• Privacy deals with intimate 

information, access, and 

decisions (Inness). 

 
 
 

2) Privacy Framework Conceptualizations 
Major privacy frameworks have been offered by Solove 

[7], Nissenbaum [8][9], Holtzman [10], and Rössler [11] (see 
Table II). From a research perspective, these broader privacy 
frameworks have a strong structural relationship to the 
predominant multi-dimensional framework of information 
quality. Commonalities can be found across most of these 
privacy frameworks. The sub-components of the Solove and 
Rössler frameworks have a strong relationship to each other. 
Generally, sub-components of these frameworks, as 
Nissenbaum contended, focus around the twin concepts of 
access and control. In addition, varied determinations and 
combinations of these framework sub-components will form 
key aspects of the contextual norms on which Nissenbaum’s 
contextual integrity framework is based. 

TABLE II.  PRIVACY FRAMEWORK CONCEPTUALIZATIONS 

Privacy Frameworks Conceptualizations 

Daniel Solove 

[7] 

 
Multi-

Dimensional 

Taxonomy of 
Privacy 

• Privacy as “a cluster of many distinct yet related 

things.” 

• Information Collection: Surveillance and 

Interrogation 

• Information Processing: Aggregation, 

Identification, Insecurity, Secondary Use, and 

Exclusion 

• Information Dissemination: Breach of 

confidentiality, Disclosure, Exposure, Increased 

accessibility, Blackmail, Appropriation, and 
Distortion 

• Invasions: Intrusion and Decisional interference 

David Holtzman 

[10] 

 
The Seven Sins 

Against Privacy 

• Basic Privacy Meanings: Seclusion (right to be 

hidden), Solitude (right to be left alone), self-

determination (right to control information about 
oneself) 

• Seven Privacy Sins: intrusion, latency, deception, 

profiling, identity theft, outing, and loss of dignity 

• Privacy Torts: Appropriation, Intrusion, Private 

Facts, False Light 

Helen 

Nissenbaum 

[8][9] 
 

Contextual 

Integrity 
 

 

• “Contextual integrity ties adequate protection for 

privacy to norms of specific contexts, demanding 
that information gathering and dissemination be 

appropriate to that context and obey the governing 

norms of distribution within it.” 

• “A right to live in a world in which our 

expectations about the flow of personal 
information are, for the most part, met; 

expectations that are shaped not only by force of 

habit and convention, but a general confidence in 

the mutual support these flows accord to key 

organizing principles of social life, including 

moral and political ones.” 

Beate Rössler 
[11] 

 

Characterization 
of Different 

Types of Privacy 

 

• Informational Privacy: Limited access to 

information, confidentiality, secrecy, anonymity, 

and data protection 

• Physical Privacy: Limited access to persons, 

possessions, and personal property 

• Decisional Privacy: Decision-making about sex, 

families, religion, and health-care 

• Proprietary Privacy: Control over the attributes of 

personal identity 
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Daniel Solove is recognized as a global privacy expert 
with an extensive body of work on the subject. Solove [7] 
presented privacy as “a cluster of many distinct yet related 
things”. His privacy framework conceptualization presented 
in Understanding Privacy organizes privacy into four areas 
containing related sub-aspects in which privacy concerns 
have been be historically raised. These privacy areas include 
information collection, information processing, information 
dissemination, and invasions. Information collection 
encompasses surveillance and interrogation issues. 
Information processing encompasses aggregation, 
identification, insecurity, secondary use, and exclusion 
issues. Information dissemination encompasses breach of 
confidentiality, disclosure, exposure, increased accessibility, 
blackmail, appropriation, and distortion issues. Finally, 
Invasions encompasses intrusion and decisional interference 
issues. Further definition details for Solove’s privacy sub-
areas can be found in Table III. 

His framework has a strong focus on the collection, 
processing, and dissemination of information. This aligns 
well with online social networks and standard information 
product flows. Solove’s framework also aligns well with 
common multi-dimensional information quality concepts. 
Because of this, as well as his recognition as a privacy 
expert, Solove’s privacy conceptualization is used as a basis 
for the privacy aspects of this research. 

TABLE III.  A TAXONOMY OF PRIVACY [7] 

A Taxonomy of Privacy 

Information Collection 

Surveillance 
The watching, listening to, or recording of an 
individual’s activities 

Interrogation 
Various forms of questioning or probing for 

information 

Information Processing 

Aggregation 
The combination of various pieces of data about and 

individual 

Identification The linking of information to a particular individual 

Insecurity 
Carelessness in protecting stored information from 

leaks and improper access 

Secondary Use 

The use of collected information for a purpose 

different from the use for which it was collected 

without the data subject’s consent 

Exclusion 

The failure to allow data subjects to know about the 

data that others have about them and participate in its 

handling and use 

Information Dissemination 

Breach of 

confidentiality 

Breaking a promise to keep a person’s information 

confidential 

Disclosure 
The revelation of truthful information about a person 

that affects the way others judge his or her reputation 

Exposure Revealing another's nudity, grief, or bodily functions 

Increased 

accessibility 
Amplifying the accessibility of information 

A Taxonomy of Privacy 

Blackmail The threat to disclose personal information 

Appropriation 
The use of the data subject's identity to serve 

another's aims and interests 

Distortion 
Disseminating false or misleading information about 
individuals 

Invasions 

Intrusion Invasive acts that disturb one's tranquility or solitude 

Decisional 

interference 

Incursions into the data subject's decisions regarding 

her private affairs 

 

B. Social Media Networks 

Social media is media designed to be disseminated 

through social interactions created using highly accessible 

and scalable publishing techniques. It uses internet and web-

based technologies to transform broadcast media 

monologues (one to many) into social media dialogues 

(many to many). It supports the democratization of 

knowledge and information, transforming people from 

content consumers to content producers [12]. Social media 

networks have been growing in popularity in part due to the 

increased affordability and proliferation of internet-enabled 

devices that bring social connectivity through personal 

computers, mobile devices, and internet tablets [13]. In 

general, social media networks can be grouped into 

categories based on the nature of their social interactions 

(See Table IV). Examples of popular social network sites 

include Facebook, LinkedIn, Twitter, YouTube, Flickr, 

Instagram, and Pinterest. Apps, such as WhatsApp, could 

also fall under social signaling. With Facebook acquiring 

WhatsApp, it becomes quite non-trivial for users to 

understand the privacy aspects of the data sharing policies 

between WhatsApp and Facebook. More broadly speaking, 

the constant emergence of new social media apps and their 

acquisitions or mergers create a highly complex environment 

for users' awareness of the privacy policies that govern data 

capturing and sharing. 
Boyd and Ellison [14] describe online social networks as 

services that enable individuals to “construct a public or 
semi-public profile within a bounded system”, to “articulate 
a list of other users with whom they share a connection”, and 
to “view and traverse their list of connections and those 
made by others within the system”. Aggarwal [13] states that 
social networks can be generalized as “information 
networks, in which the nodes could compromise either actors 
or entities, and the edges denote the relationship between 
them”. Online social networks are rich in data and provide 
unprecedented opportunities for knowledge discovery and 
data mining. From this perspective, there are two primary 
social network data types. The first type is linkage-based 
structural data and the second is content-based data. In 
relation to privacy, Aggarwal highlights three types of 
disclosure: 
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[S]ocial networks contain tremendous information about 
the individual in terms of their interests, demographic 
information, friendship link information, and other 
attributes. This can lead to disclosure of different kinds of 
information in the social network, such as identity 
disclosure, attribute  disclosure, and linkage 
information disclosure. [13] 

 

This research focuses primarily on attribute disclosure, but it 

may be possible in future research to extend it to the other 

two areas as well. 

Several other classifications of social media data have 

also been published. Jeremiah Owyang [37] highlights 

seven types of social media data from a customer marketing 

perspective. These include demographic, product, 

psychographic, behavioral, referrals, location, and intention 

data. From a more structural perspective, Bruce Schneier 

[15] proposed that social network data can be divided into 

six categories (see Table IV). Hart and Johnson [16] noted 

that Schneier’s taxonomy highlights three primary sources 

through which information can be disseminated: through the 

users themselves, through other individuals, or through 

inference. Regarding privacy, all three of these sources can 

lead to privacy compromises. Facebook [17] also shares a 

similarly structured view of data in its published data use 

policy. 

TABLE IV.  TYPES OF SOCIAL NETWORK DATA [15] 

Types of Social Network Data 

Service Data 
Data users give to a social networking site in 

order to use it 

Disclosed Data What users post on their own pages 

Entrusted Data What users post on other people's pages 

Incidental Data What other people post about a user 

Behavioral Data 
Data the site collects about user habits by 

recording what users do and who users do it with 

Derived Data 
Information about users that is derived from all 

the other data 

 

Because of the benefit of its structural divisions, 

Schneier’s framework is used in this research as the 

foundation for social media network data classification.  In 

addition, from a social media classification perspective, this 

research will focus on the friendship network aspects of the 

Social Signaling as illustrated in Table V. To further define 

the research scope, the modeling aspects of this research 

will focus on information shared by online social media 

users via disclosed data, entrusted data, and incidental data 

per Schneier’s framework. 

 

 

 

 

 

 

TABLE V.  SOCIAL MEDIA CATEGORIES [12] 

Social Media Categories 

Social Signaling 

Blogs (Wordpress, Blogger), Microblogs 

(Twitter), Friendship networks (Facebook, 
MySpace, LinkedIn, Orkut), Snapchat 

Social Bookmarking Del.icio.us, StumbleUpon, Pocket 

Media Sharing 
Instagram, Flickr, Pinterest, Photobucket, 
YouTube, Megavideo, Justin.tv, Ustream 

Social News Digg, Reddit 

Social Health PatientsLikeMe, DailyStrength, CureTogether 

Social Collaboration 
Wikipedia, Wikiversity, Scholarpedia, 

AskDrWiki 

Social Games 
Pokémon Go, Foursquare, FarmVille, Second 

Life, EverQuest (Virtual Worlds) 

Q & A Quora, Yahoo! Answers 

 

C. Information Quality 

Information quality (also known as data quality) is a 
multidisciplinary field with research spanning a wide range 
of topics, but existing researchers are primarily operating in 
the disciplines of Management Information Systems and 
Computer Science [18]. Within quality literature, the concept 
of “fitness for use” has been widely adopted as a definition 
for data quality [6][18]-[21]. But to be applicable, this 
definition of fitness for use must be contextualized [6]. In 
this regard, previous writings and research have presented 
data quality as a multi-dimensional concept [18]-[22]. 

In 1996, Wang and Strong published an empirical 
framework to capture the multi-dimensional aspects of 
information quality that are most important to data 
consumers [20]. This research was presented in application 
by Strong, Lee and Wang in “Data Quality in Context” the 
following year [21]. Since that time, their framework has 
been widely cited in information quality literature. The 
Wang Strong Quality Framework [20] contains four 
categories of data quality: Intrinsic DQ, Contextual DQ, 
Representational DQ, and Accessibility DQ. These four 
categories contain fifteen data quality dimensions (see Table 
VI). 

TABLE VI.  WANG STRONG QUALITY FRAMEWORK [20] 

DQ Category DQ Dimensions 

Intrinsic DQ 
Accuracy, Objectivity, Believability, 
Reputation 

Accessibility DQ Accessibility, Access Security 

Contextual DQ 
Relevancy, Value-Added, Timeliness, 

Completeness, Amount of Data 

Representational DQ 

Interpretability, Ease of Understanding, 

Concise Representation, Consistent 
Representation 
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Intrinsic data quality includes the dimensions of 
Accuracy, Believability, Objectivity, and Reputation. 
Intrinsic dimensions “have quality in their own right” [20].  
Fisher, Lauria, Chengalur-Smith, and Wang [19] describe 
these as non-contextual self-contained quality aspects. 

Contextual data quality includes the dimensions of 
Value-Added, Relevancy, Timeliness, Completeness, and 
Amount of Data.  Contextual dimensions “must be 
considered within the context of the task at hand” [20] and 
are “specifically tied to the particular use or user in order to 
determine quality” [19]. 

Representational data quality includes the dimensions of 
Interpretability, Ease of Understanding, Representational 
Consistency, Conciseness of Representation, and 
Manipulability. Representational dimensions relate to the 
format and meaning of the data [20] and focus on the 
importance of the presentation and usability of data [19]. 

Finally, Accessibility data quality includes the 
dimensions of Access and Security [20] and deal with the 
availability and protection of data [19].  Definitions of these 
data quality dimensions from Pipino, Lee, and Wang [22] 
can be found in Table VII. 

TABLE VII.  DATA QUALITY DIMENSIONS [22] 

 
 

More recent research by Dan Myers [54][55] reviewed 
the major IQ dimension frameworks found in current 
literature and worked to conform them into a unified 
standard. This conformed standard is shown in Table VIII. 
Myers’ efforts are beneficial and as his conformed standard 
is further validated and accepted, our proposed framework 

matrices will likely be updated in future research to align 
with this standard. Initially, however, the Wang Strong 
Quality Framework will continue to be the information 
quality basis for our research framework.  

TABLE VIII.  CONFORMED DIMENSIONS OF DATA QUALITY [54] 

Conformed Dimension Underlying Concepts

Non Standard Terminology 

for Dimension

Completeness

Record Population, Attribute 

Population, Truncation, 

Comprehensiveness, Existence

Fill Rate, Coverage, 

Usability, Scope

Accuracy
Agree with Real-world, Match 

to Agreed Source
Consistency

Consistency

Equivalence of Redundant or 

Distributed Data, Consistency 

in Representation

Integrity, Concurrence, 

Coherence

Validity

Values in Specified Range, 

Values Conform to Business 

Rule, Domain of Predefined 

Values, Values Conform to 

Data Type, Values Conform to 

Format

Accuracy, Integrity, 

Reasonableness

Timeliness

Time Expectation for 

Availability, Concurrence of 

Distributed Data

Currency, Lag Time, 

Latency, Information Float

Currency Current with World it Models Timeliness

Integrity
Referential Integrity, Unique 

Identifier of Entity, Cardinality
Validity, Duplication

Accessibility

Ease of Obtaining Data, 

Access Control, Retention, 

Fact Captured as Data

Availability

Precision
Precision of Data Value, 

Granularity
Coverage

Lineage

Source Documentation, 

Segment Documentation, 

Target Documentation,

End-to-End Graphical 

Documentation

Representation

Easy to Read & Interpret, 

Presentation Language,

Media Appropriate,

Metadata Availability

Presentation

List of Conformed Dimensions of Data Quality

 
 

D. Trust 

Trust, like privacy and quality, is a widely-studied 
concept across multiple disciplines. This has led to the 
development of a broad array of definitions and 
understandings of trust over time [23]-[27]. Marsh [23] 
highlighted that trust values have no units, but can still be 
measured by such notions as ‘worthwhileness’ and ‘intrinsic 
value’. At the same time, trust is an absolute medium in 
which one either trusts or does not trust. This implies that 
trust in application is based on threshold values above which 
or below which an entity is either trusted or not trusted as 
seen in Fig. 1. These thresholds will also vary with different 
entities and in different circumstances. In a similar manner, 
Kosa [28] noted that “[t]rust can be examined as a 
continuous measure, as in evaluation or reliability 
assessments, or a binary decision point when referring to a 
decision”. 
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Figure 1. Positive and Negative Thresholds for Trust [23] 

 
Gefen [27], citing Mayer, Davis, and Schoorman [29] 

defined trust as “a willingness to be vulnerable to the actions 
of another person or people”.  Continuing his review of trust 
literature, Gefen noted that trust is “an important component 
of many social and business relationships, determining the 
nature of the interactions and people’s expectations of it”.  
Highly relevant to the research being proposed is the role 
that trust plays in both online social and e-commerce 
interactions. In specific regard to trust in an online or data 
driven environment, Bertini [6], defined trust as “the 
willingness to assume the risks of disclosing data when 
benefits overcome concerns on the assumption that 
commitments undertaken by another part will be fulfilled”. 

Prior research has attempted to unify the disparate 
definitions and views of trust into various frameworks or 
models that show the multi-dimensionality of trust. Among 
these, McKnight and Chervany [25] defined four constructs 
of trust as well as ten measurable sub-constructs in an 
interdisciplinary conceptual typology of trust.  Their four 
constructs include: Disposition to Trust meaning “the extent 
to which one displays a consistent tendency to be willing to 
depend on general others across a broad spectrum of 
situations and persons”; Institution Based Trust meaning 
“one believes the needed conditions are in place to enable 
one to anticipate a successful outcome in an endeavor or 
aspect of one’s life”; Trusting Beliefs meaning “one believes 
(and feels confident in believing) that the other person has 
one or more traits desirable to one in a situation in which 
negative consequences are possible”; and Trusting Intention 
meaning “one is willing to depend on, or intends to depend 
on, the other person in a given task or situation with a feeling 
of relative security, even though negative consequences are 
possible.” 

Carsten D. Schultz [24] in his research presented a 
situational trust model. He related his work to the trust 
constructs of McKnight and Chervany [25] and built upon a 
communication model by Shannon and Weaver published in 
1949.  Schultz’s situational trust model allows for trust to be 
stated as: “Specific trust is trust placed by a trustor in a 
trustee concerning a trust object in a trust environment” [24]. 
Subsequently, Schultz detailed the concept of trust 
transactions that show the progression cycle from initial trust 
to resulting trust as it passes through trustworthiness 
regarding intended behavior, trust in expectation of behavior, 
and evaluation of actual behavior. Finally, Schultz presents a 
trust equation that can supplement a given instance of his 

situational trust model with a reference to previous trust 
experiences. 

Mayer, Davis, and Schoorman [29] strove to differentiate 
trust from other related constructs. They presented an 
integrative model of organizational trust. Within this 
research, they expanded upon the characteristics of a trustee 
and presented a concept of perceived trustworthiness. The 
identified characteristics, or primary factors, of perceived 
trustworthiness they presented are Ability, Benevolence, and 
Integrity. In this, Ability relates to the skills, characteristics, 
and competencies that enable someone to have influence 
with a specific domain. Benevolence is related to the level of 
goodwill a trustee is believed to have toward a trustor. 
Integrity relates to how a trustee is perceived to adhere to an 
acceptable set of principles. The authors proposed that “trust 
for a trustee will be a function of the trustee's perceived 
ability, benevolence, and integrity and of the trustor's 
propensity to trust”. They further noted that, while related, 
these three attributes are separable and may vary 
independently of one another.  

Gefen [27] drew on concept of trustworthiness presented 
by Mayer, Davis, and Schoorman to develop a validated 
scale specifically related to online consumer trust. The 
results of his research showed that each of the aspects of 
trustworthiness as tested against online behavioral intentions 
is different. This may suggest that each of the three aspects 
of trustworthiness “affect different behavioral intentions 
because different beliefs affect different types of 
vulnerability” [27]. Gefen’s research also illustrated the 
measurability of aspects such as trust regarding interactions 
in an online domain. This is important to the research at 
hand. 

In specific regard to social networks, Adali et al. [30] 
highlighted that trust also has a major role in the formation 
of social network communities, in assessing information 
quality and credibility, and in following how information 
moves within a network. They further noted the social 
mechanisms of trust formation in online communities are a 
new research area and there are many unknowns. In their 
research, they referenced the concept of embeddedness and 
highlighted that trust may grow out of increased interactions 
between individuals.  In this regard, they focused on 
behavioral trust, which they defined as “observed 
communication behavior in social networks”.  They further 
divide behavioral trust into the measurable components of 
conversational trust based on the communication between 
two nodes and propagation trust based on the sharing of 
received information. Other research by Zuo, Hu, & O-Keefe 
[36] focused on the transferability of trust in social networks 
through evaluation first of recommendation trust, which is a 
topical trust based on honest recommendations and second of 
attribute trust, which is an absolute trust based on general 
trustworthiness without regard to a specific topic. 

E. Interdependencies 

Prior research presented by Bertini [6] begins to 

highlight the interdependencies between data privacy, trust, 

and information quality. If quality is defined as fitness for 

use and accuracy, reliability, and trustworthiness are key 

78

International Journal on Advances in Security, vol 10 no 1 & 2, year 2017, http://www.iariajournals.org/security/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



aspects of high quality data, then “high quality data require 

data subjects to disclose personal information raising some 

threat to their own privacy”. Bertini, citing Rose [51], 

Hoffman, Novak, and Peralta [31], Neus [52], and Hui, Tan, 

and Goh [53], noted that “studies reveal that data subjects 

often provide incorrect information or withdraw from 

interaction when they consider the risks of disclosing 

personal data higher than the reward they can get from it”. 

As stated previously, control is a key aspect in several 

conceptualizations and definitions of privacy. Bertini 

emphasized that lack of control leads to increased concern 

over “unauthorized secondary use, excessive collection of 

data, improper access and processing or storing errors”. 

Citing research by Gefen [27], Paine et al. [60], and 

Hoffman, Novak, and Peralta [31], Bertini built on the 

concept that “[d]ata subjects’ level of trust determine both 

the quantity and the quality of information they disclose” [6] 

by presenting the relationship between privacy and data 

quality as a trust mediated process. Bertini noted that the 

concept of benevolence as presented by Mayer, Davis, and 

Schoorman is a central trust factor in that both trustee and 

trustors should believe that the other is sincere, otherwise 

data sharing processes breakdown or become cumbersome. 

He believed that giving users control and allowing them to 

interact with their data, especially dynamic data, will both 

increase trust and spontaneously improve data quality. 

Conversely, when privacy or control is threatened, it causes 

a loss of trust, which leads to an immediate decrease in the 

quality of data being disclosed. 

Kosa [28] stated that “research on privacy and trust as 

linked phenomena remains scarce”. She noted that the 

formalization of trust is much more mature than the 

formalization of privacy and proposed that because of their 

conceptual similarities formalization concepts developed in 

relation to trust could be utilized in the formalization of 

privacy. Kosa highlights that both trust and privacy are 

highly information type and sensitivity specific, relationship 

dependent, purpose driven, and measured on a continuous 

scale. In example of the application of trust formalizations 

to privacy, she diagramed, as seen in Fig. 2, proposed 

thresholds for privacy based on the trust threshold detailed 

by Marsh [23]. 

 

 
Figure 2. Proposed Thresholds for Privacy [28] 

 

Further, Kosa presented trust as positively correlated to 

privacy, but privacy as negatively related to trust. She stated 

that “Perceptions of trustworthiness may increase the 

tendency of people to share information willingly, thus 

giving up their privacy” but the “exercise of privacy may 

impede trust; if [one chooses] to withhold information, 

about for example, [his] identity the second party is less 

likely to trust [him] in the given exchange”. This seems 

counter to the privacy/trust view presented by Bertini [6] 

above, but it is really a reflection on the relationship of 

different dimensions between trust and privacy. 
For this research, the interdependency between trust, 

privacy, and information quality as well as the multi-
dimensional nature of these concepts highlighted in this 
section are key foundations. These concepts will be extended 
in specific relation to online social network sites with a focus 
on modeling data privacy and measuring the corresponding 
trade-offs in information quality and/or trust. 

III. LITERATURE REVIEW 

Literature has previously been highlighted in background 
overview of the four components related to this research: 
privacy, information quality, online social networks, and 
trust.  This section will focus on the review of literature as it 
bears on the interrelated aspects of this research. Prior 
research focusing on online social media as it relates to 
privacy, trust, and quality can be grouped by topic area to 
include: analysis of user behaviors; privacy related 
application development; privacy scoring and privacy 
leakage; and privacy awareness, user control, and privacy 
visualization.  

A. Analysis of User Behaviors 

In many cases, prior research involved surveys of online 
social network users.  Typically, these surveys focused on 
attitudes toward privacy, awareness of privacy issues, use of 
privacy controls, and disconnects between stated beliefs and 
actual online. Fogel and Nehmad [38] surveyed risking 
taking, trust, and privacy concerns in a small set of college 
students. Gross and Acquisti [39] analyzed patterns of 
information revelation and related privacy implications in a 
survey of more than 4,000 Carnegie Mellon University 
students.  In further research, Acquisti and Gross [40] 
analyzed the impact of privacy concerns on behavior, 
compared stated and actual behavior, and documented 
behavior changes following exposure to privacy-related 
information.  Hoadley, Xu, Lee, and Rosson [41] surveyed 
Facebook users soon after the introduction of Facebook’s 
News Feed.  This allowed them to explore how easier access 
to information and “illusory” loss of control can trigger 
privacy concerns in users. Madejski, Johnson, and Bellovin 
[42] presented an empirical evaluation based on a small 
subset of participants measuring privacy attitudes and 
intentions against actual privacy setting on Facebook. 
Dwyer, Hiltz, and Passerini [43] surveyed users of both 
Facebook and MySpace regarding perceptions of trust and 
privacy concerns as well as willingness to share information 
and develop new relationships. Andrew Boyd [44] presented 
a two-year longitudinal study of social media users to 
examine privacy attitudes and self-reported behaviors over 
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time.  He extended the Internet Users‘ Information Privacy 
Concern model (IUIPC) model for applicability within 
Social Networking sites to investigate influences on online 
attitudes and behaviors regarding privacy.  Boyd found that 
with time privacy concerns and distrust increased while 
willingness to disclose personal information decreased.  
Another longitudinal study conducted by Dey, Jelveh, and 
Ross [45], used web crawling rather than user surveys to 
explore privacy trends for personal attributes available on 
public Facebook profile pages.  They found that users had 
become dramatically more private between March 2010 and 
June 2011. They cited media attention and Facebook’s 
redesigned privacy page as key factors in this trend. 
Wisniewski, Knijnenburg, and Lipford [59] analyzed online 
social network users against 36 privacy behaviors and 20 
feature awareness items to categorize users into six distinct 
privacy management strategies. Aspects of these strategies 
parallel our research well. This prior research generally 
focused on how privacy awareness affected the use of 
privacy controls and the overall disclosure of information.  
These aspects will be incorporated in the conceptual and 
structural models for this research, but this research will also 
expand on this by looking more fully at modification to the 
quality of information in the face of privacy awareness. 

B. Privacy Related Application Development 

Several types of privacy related applications are also 
presents in current literature.  These include user interface 
concepts, APIs for controlling and/or visualizing privacy 
settings, and stand-alone privacy driven social network 
concepts. Concepts from this research may be extended into 
application development in the future, but it is beyond the 
scope of this current proposal.  

C. Privacy Awareness, User Control, and Visualization 

Current literature shows a strong focus on increasing 
awareness and understanding of privacy issues through 
visualization and user controls. Kolter and Pernul [46] 
presented a method for generating privacy preferences.  They 
focused their research on awareness of what information 
websites and online services are seeking and the 
corresponding ability of users to minimize the amount of 
data they release as well as control and restrict how their 
disclosed data is used by the collecting service or passed on 
to third-party services.  Krishnamurthy and Willis [47] 
highlighted the need for bit or data element level privacy 
controls noting that “[l]imiting access to just friends or those 
in a network is not fine-grained enough”.  They proposed 
that each set of interactions in an online social network 
should indicate the bare minimum of private information 
required.  This would allow users to set automated 
interaction thresholds based on their personal privacy 
thresholds as well as directly control access when additional 
information is requested.  Acquisti and Gross [40] 
summarized that “the majority of [Facebook] members claim 
to know about ways to control visibility and searchability of 
their profiles, but a significant minority of members are 
unaware of those tools and options”. Hart and Johnson [16] 
noted that while users often disclose data directly, personal 

information can also be revealed accidently through 
aggregation of information, shared by service providers, or 
published by others.  They further noted that users are often 
unaware of the impacts of their information disclosure or 
even when understood they do not want to expend the effort 
needed to utilize access control systems. Hart and Johnson 
proposed that a well-designed privacy preference system 
must achieve multiple goals: a) Allow users to specify 
viewers, b) Allow succinct polices to apply to large content 
collections, c) Utilize flexible access control policies, and d) 
Infer restricted privacy policies on new content.  Offenhuber 
and Donath [48] developed ways to represent the 
individuality of nodes and links that comprise social 
networks.  They focused on representing the actual activity 
and message exchanges between nodes to give context to 
generic high-level connections within a social network. 
Borcea-Pfitzmann, Pfitzmann, and Berg [3] proposed that 
privacy could only be preserved or regained through a 
combination of data minimization, user control, and 
contextual integrity. Finally, in more recent literature, 
Mármol, Pérez, and Pérez [56] discussed the user awareness 
and control aspect of reporting offensive content in social 
networks. They presented a reputation-based assessment 
approach to the flagging of content by users. 

In extension of this prior research, the development of 
relationship matrices for data privacy, online social network 
data, trust, and information quality in this research will allow 
for more targeted awareness of privacy issues and specific 
focus areas for privacy controls. The development of syntax 
for conceptual modeling in turn lends itself, as 
Krishnamurthy and Willis highlighted, to better 
understanding a data element level view of information 
disclosure. Understanding gained through the development 
of a structured equation model will lend itself to measuring 
aspects of data minimization and user control in application 
within online social networks. 

D. Privacy Scoring and Privacy Leakage 

Becker and Chen [49] state that the prevention of 
information from going beyond its intended privacy 
boundaries is basic principle in computer science and that 
information escaping these boundaries is known as 
information leakage. Their research sought to measure and 
limit privacy risk attributed to friend connections within an 
online social network.  The concept of risk attributed to 
online social network connections will be addressed in this 
research through the components of users’ privacy and trust 
in the conceptual model syntax. Irani, Webb, Pu, and Li [50] 
focused on the aggregation of information leakage across 
multiple networks, which they defined as the social footprint 
of an online identity. Through this, they developed measures 
of attribute leakage. In this research, information leakage 
through aggregation will be noted as a privacy concern in the 
overall relationship matrices, but it will lie outside the scope 
on the final stages of the research.  Lui and Terzi [33] 
proposed a framework for computing user privacy scores 
that indicate the potential privacy risk due to social network 
participation.  Their research utilizes concepts from Item 
Response Theory and their methodology incorporates both 
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the sensitivity and visibility of individual data elements into 
the calculation of an aggregated privacy score. The concepts 
of Liu and Terzi strongly influenced the development of the 
conceptual syntax for this proposed research. Ros, Canelles, 
Pérez, Mármol, and Pérez [57] presented a method for 
optimized, delay-based posting in online social networks as a 
privacy protection against observed activity that may reveal 
time-sensitive details. Their paper can be related to this 
current research in that delay-based posted is a modification 
to the timeliness dimension of information quality as a 
method of privacy protection. Finally, Parra-Arnau, Rebollo-
Monedero, and Forné [58] addressed privacy risks and 
proposed quantitative privacy measures of users’ profiles. 

IV. METHODOLOGY AND RESULTS 

The research will contain three interconnected 
components. The first is the development and validation of 
select relationship matrices for data privacy, online social 
network data, trust, and information quality as a research 
framework. The second is the development of a syntax and 
conceptual model as a standard way to document the trust, 
privacy, and information quality aspects within online social 
networks. Finally, a structural equation model will be 
developed to measure and validate expected information 
quality modifications as a reaction to calculated privacy risks 
based on data elements of different data types, content 
sensitivity, and data visibility. In application, the overlapping 
aspects of privacy, information quality, and trust in the 
relationship matrices can be applied to the expanded 
modeling syntax as illustrated in Fig. 6. Further, the results 
of the structural equation model will show the strength and 
directionality of the related matrix aspects’ effects on one 
another. While these components can be generalized across 
multiple online social networks, for this research, when 
analyzing online social networks, Facebook will be used as 
the primary point of reference when talking about social 
media structures because of the size and activity levels of its 
user base. 

A. Framework Matrices 

This research focuses on the general overlap of the multi-
faceted dimensions, aspects, and properties of trust, privacy, 
information quality, and online social networks. It seeks to 
identify where these areas overlap regarding both online 
social networks and each other. This phase of the research 
hypothesizes that: 

 
H1: The multi-faceted dimensions, aspects, and 
properties of trust, privacy, and information quality can 
be effectively overlaid within a series of related matrices. 
 
H2: An understanding of intersections of these sub-
aspects lends itself to a broader understanding of the 
relationship of these concepts. 
 
H3: An understanding of intersections of these sub-
aspects lends itself to specific target areas for future 
research. 
 

As a starting point for this research, a framework matrix 
has been developed to map the points of intersection between 
Solove’s [7] taxonomy of privacy, Schneier’s [15] divisions 
of social network data, Wang and Strong’s [20] multiple 
dimensions of information quality, and the trustworthiness 
characteristics of Ability, Benevolence, and Integrity as 
presented by Mayer, Davis, and Schoorman [29] and Gefen 
[27]. As noted above, the development and validation of 
select relationship matrices for data privacy, online social 
networks, information quality, and trust as a research 
framework will be the first deliverable from this research. 
This will be accomplished in part through a validation in 
current literature. Hogben [32], for example, highlighted 
specific online social network privacy threats that include 
digital dossier aggregation, secondary data collection, 
recognition and identification, data permanence, infiltration 
of networks, profile squatting and ID theft related reputation 
slander, and cyberstalking/cyberbullying. These can be 
shown to align neatly with the proposed privacy components 
within the framework matrix. In addition, a select survey of 
information quality, online social network, and privacy 
related professionals and experts will be undertaken. Their 
opinions in relation to the framework matrices will be 
gathered and reconciled. The framework matrix will be 
further validated in the proposed structured equation 
modeling phase of this research as the trade-offs between 
framework relationships are measured. 

B. Syntax and Conceptual Modeling 

Regarding modeling privacy in social networks, one 

general approach is the mapping of entity level social graph 

connections of the network. This high-level node and edge 

view is the most common social graph view. This approach 

visualizes the issue, but focuses on privacy at the level of 

overall connections. A second approach presented by Lui 

and Terzi [33] and others is the calculation of mathematical 

data element level and entity level privacy scores. This is a 

more detailed approach focused on the numeric scoring of 

data privacy. The concepts of Lui and Terzi were an early 

influence on the development of this syntax. This research 

gives the opportunity to blend previous research into an 

expanded approach. This is done by developing a method to 

model the data privacy of specific data elements that can 

then be incorporated in the future into trade-off scoring 

research. This method may also lend itself in future research 

to the creation of elemental data privacy social graphs, 

which will allow for the visualization of actual data sharing, 

not just entity level connections. 

The second key aspect of this research is to develop a 

syntax and conceptual model as a standard way to document 

the trust, privacy, and information quality aspects within 

online social networks. In support of this effort, the finalized 

syntax and conceptual model will be presented in an 

ontology language, such as OWL2, rather than in the 

simplified form presented here. This phase of the research 

hypothesizes that: 
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H4: Instances of trust, privacy, and information quality 

interactions can be expressed at the data element level in 

notation sets expressing element, users, privacy, trust, 

and quality components. 

 

H5: Instances of trust, privacy, and information quality 

interactions can be expressed at the data element level as 

a conceptual model. 

 

A further research question, if these hypotheses hold 

true, is whether this can be implemented in a way that will 

aggregate to an overall user level notation and 

conceptualization. This research will seek to validate these 

hypotheses through illustration of the conceptual model 

using synthetic and real world examples as well as 

validation by extension through structural equation 

modeling. To control for scope, this research will focus on 

the user-controlled social sharing aspects of online social 

network information such as Disclosed, Entrusted, and 

Incidental data rather than organizational (system and third 

party) aspects such as Behavioral, Derived, and Service 

data. In this regard, the following syntax structures are being 

presented as a concept to be further developed in future 

research. 

 

PJ1

J1

D1

List/Group

Friends

Friends of Friends

Network

Public/Everyone

User

 
Figure 3. Data Privacy Modeling of Disclosed Data 

 

For disclosed data elements that users post on their own 

pages, the most apparent privacy aspect is the visibility level 

of the data element set by the users’ privacy settings. 

Visibility levels are typically set by users’ overall privacy 

settings or by specific selection when posting a data 

element. One research question related to this is how trust 

and information quality are related to a user’s determination 

of visibility related privacy settings. Disclosed data syntax 

follows the form of Disclosed Data as D1(J1, PJ1) where 

D1 = Disclosed Data Element with a descriptive set of J1 = 

Posting Entity and PJ1 = User Privacy Factors. This is 

shown in Fig. 3 with possible user and group related 

visibility settings illustrated. 

For entrusted data elements that users post on other 

people’s pages, there are two main privacy considerations 

related to the visibility level of the data element. The first is 

the posting entity’s own privacy settings. The second is the 

receiving entity’s privacy settings. Generally, the posting 

entity’s privacy settings are the controlling factor in terms of 

data visibility. Entrusted data syntax follows the form of 

Entrusted Data as E1(J1, J2, PJ1, PJ2) where E1 = Entrusted 

Data Element with a descriptive set of J1 = Posting Entity, 

J2 = Receiving Entity, PJ1 = Privacy Factors of the Posting 

Entity, and PJ2 = Privacy Factors of the Receiving Entity. 

This is shown in Fig. 4 with possible user and group related 

visibility settings illustrated. 

 

PJ1

PJ2

J2

E1

List/Group

Friends

Friends of Friends

Network

Public/Everyone

User

J1

Figure 4. Data Privacy Modeling of Entrusted Data 
 
For incidental data elements that users post about others, 

there are also two main privacy considerations. As with 
entrusted data, the first consideration is the Posting Entity’s 
own privacy settings. This most typically relates to the 
visibility of the data element. The second consideration is the 
exclusion factor of the Topic Entity. A Topic Entity is the 
person, group, or thing that is the subject of a posted data 
element. Exclusion relates to the level of control and 
involvement a user has regarding information that is shared 
about or actions taken that affect him or her. Within online 
social networks, this relates to whether the incidental data 
element is directly linked, often through tagging, to the 
Topic Entity. Topic Entities can often reduce visibility of 
shared data by preventing tagging or removing tags on 
incidental data elements, but preventing tagging will increase 
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a user’s exclusion factor because the user will be less likely 
to be directly linked and therefore will not be notified when 
incidental data is posted. In addition, while a user can 
reduce visibility by blocking or removing user tags, he or 
she usually cannot prevent the comments or references 
themselves from being made by other users. Because of this 
lack of control, the trustworthiness characteristic of 
benevolence plays an important role in incidental data. 

Incidental data syntax follows the form of Incidental 
Data as I1(J1, J3, PJ1, EJ3) where I1 = Incidental Data 
Element with a descriptive set of J1 = Posting Entity, J3 = 
Topic Entity, PJ1 = Privacy Factors for the Posting Entity, 
and EJ3 = Exclusion factor of Topic Entity. This is shown in 
Fig. 5 with possible user and group related visibility settings 
illustrated.  

 

Ej3

PJ1

J1

E1

List/Group

Friends

Friends of Friends

Network

Public/Everyone

User

J3

Ej3=1 Ej3=0

Figure 5. Data Privacy Modeling of Incidental Data 

 
In expansion of this syntax, an important question to be 

addressed in this research is whether and how quality and 
trust components such as Q1 as Data Element Quality, 
TJ1J2/TJ1Jx as Relational Trust between Entities, and TS as 
System Trust can be incorporated directly into this model 
syntax. This will need to be developed to facilitate 
comparative measurement of trade-offs between data 
privacy, information quality, and trust. This expanded syntax 
could follow the form of Entrusted Data with Trust and 
Quality as E1(J1, J2, PJ1, PJ2, TS, TJ1J2, TJ1Jx, QE1) 
where E1 = Entrusted Data Element with a descriptive set of 
J1 = Posting Entity, J2 = Receiving Entity, PJ1 = Privacy 
Factors for the Posting Entity, PJ2 = Privacy Factors for the 
Receiving Entity, TS = System Trust, TJ1J2 = Relational 
Trust between Posting and Receiving Entities (subset of 
TJ1Jx), TJ1Jx = Relational Trust between Connected 
Entities, and QE1 = Set of Data Element Information Quality 
Factors. This expanded syntax is shown in Fig. 6. 

 

PJ1

QE1

PJ2

J2

E1

J1

TS

TJ1J2

TJ1Jx

SubGroups 
of Friends

All Friends

Friends of Friends

Network

Public

User

or

or

or

or

or

Visibility Levels

 
Figure 6. Data Privacy Modeling of Entrusted Data with Trust and Quality 

 

C. Structural Equation Modeling 

The goal of the comparative scoring component of this 
research is to tie the conceptual modeling syntax back to 
information quality, trust, and data privacy relationships 
identified in the framework matrices in the first research 
component. This will have a strong research impact through 
the creation of a comparative mathematical model of data 
privacy attributes, information quality dimensions, and trust 
characteristics. This research phase will develop a structural 
equation model to measure and validate expected 
information quality modifications as a reaction to calculated 
risks based on data elements of different data types, content 
sensitivity, and data visibility. Previous research has shown 
the benefit of structural equation models in the development 
and validation of the Internet Users' Information Privacy 
Concerns [34] and User Privacy Concerns and Identity in 
OSNs [35] constructs. This research will also use structural 
equation modeling to extend and build upon those concepts. 

As seen in Fig. 7, Malhotra, Kim, and Agarwal [34] 
developed the Internet Users' Information Privacy Concerns 
(IUIPC) construct based on the extension of personal 
dispositions to data collection, privacy control, and privacy 
awareness to beliefs regarding trust and risk and how those 
beliefs affected behavioral intention regarding Internet 
usage. This research will extend the IUIPC casual model to 
online social network specific contextual variables of varied 
data element type and data sensitivity. It will also incorporate 
aspects of information quality modification rather than 
utilize the direct share/not share behavioral intention utilized 
by Malhotra, Kim, and Agarwal. 
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Figure 7. Proposed Model by Malhotra, Kim, and Agarwal [34] 

 
Krasnova, Günther, Spiekermann, and Koroleva [35] 

developed a model for Privacy Concerns and Identity in 
Online Social Networks (PCIOSN). This cross-discipline 
research comes more from the social sciences and is 
developed through a social identity disclosure perspective. 
They argue that while IUIPC has been widely utilized these 
applications are lacking because “OSN members are subject 
to the specific privacy-related risks rooted in the public and 
social nature of OSNs”. They further noted that in terms of 
primary privacy concerns individuals differentiate between 
online social network users and provider or third-party 
organizations. Their high-level research model (see Fig. 8) 
has a degree of overlap with the proposed framework matrix 
found in this research. It is based on specific privacy 
concerns affecting the amount, accuracy, and control aspects 
of shared information. 

 

 
Figure 8. PCIOSN Research Model [35] 

 
This research will extend their model to directly map 

specific privacy and trust aspects from the framework matrix 
into the threat components of the PCIOSN model. The 
proposed research will also specifically map dimensions of 
individual self-disclosure [35] to specific IQ dimensions, as 
well as incorporate other relevant IQ dimensions from the 
proposed framework matrix. Of additional research interest 
is whether the IUIPC and PCIOSN models can be 

incorporated into a single view through the modeling aspects 
of this research. This research hypothesizes that: 

 
H6: Behavioral intent to share information is not a 
simple binary response. Instead it is a degree based 
response that   uses information quality modification to 
mitigate privacy and trust concerns between the 
thresholds of open disclosure and full non-disclosure (see 
Fig. 9). 
 
H7: Data element types (wall posts, photos, comments, 
shares, likes, check-ins, etc.) have measurably different 
thresholds for content sensitivity. 
 
H8: Completeness, Accuracy, Accessibility, Amount, 
Understandability, and similar quality dimensions of 
shared information are negatively related to calculated 
privacy and trust concerns as a modification control. 
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Figure 9. Initial Information Quality Modification Concept 

 
Hypothesis 6 is an extension of Marsh’s Positive and 

Negative Thresholds for Trust [23] and Kosa’s Proposed 
Thresholds for Privacy [28] as applied to information 
quality. It should also be noted that any modification of 
Accessibility IQ dimension mitigates privacy and trust 
concerns by changing the visibility of a given piece of 
information rather than changing the shared information 
itself. As with the second research component, this research 
will be confined to specific data elements within selected 
social network data types to control for scope. It will focus 
first on the user-controlled social sharing aspect of Disclosed 
data, but may easily extend to Incidental and Entrusted data 
in future research. Specific trust characteristics, information 
quality dimensions and data privacy aspects will be selected. 
For these selected attributes, measurable indicators within 
online social networks will be identified and corresponding 
variables and questions for metrics and measurement will be 
determined. Structural equation modeling (SEM) will be 
utilized as a method for measuring the balance trade-offs 
present between specific trust characteristics, information 
quality dimensions and data privacy aspects. Structural 
Equation Modeling validation typically includes 
confirmatory factor analysis, as well as assessment of the 
internal consistency, convergent validity, and discriminant 
validity of the measured constructs.  Multiple aspects of the 
research survey instrument needed to perform the SEM 
analysis will be based on results of the first two components 
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of this research. As the framework matrix is validated and 
the syntax and conceptual model are designed, the survey 
instrument for SEM analysis will be finalized. 

V. CONCLUSIONS, CHALLENGES, AND OPPORTUNITIES 

This paper presents an ongoing research effort. To this 

point, the relationship matrices for data privacy, online 

social networks, information quality, and trust as a research 

framework have been developed and a corresponding 

validation survey has been created and is being 

implemented. Furthermore, an initial syntax for conceptual 

modeling has been presented. Currently, elements of the 

proposed structural equation model and its required survey 

as a validation instrument are under development. 

TABLE IX.  FRAMEWORK MATRIX SUBSET 

 
 

The developed framework matrices are presented in full 

in Appendices A-D, but as noted in the Section III, only 

syntax for conceptual modeling of Disclosed, Entrusted, and 

Incidental data has been developed. This framework matrix 

subset is presented in Table IX. This table illustrates several 

key factors. First, intersection points of the matrix may 

highlight different or similar aspects of privacy, trust, and 

information quality. Differentiations are shown for only data 

privacy issues in this subset, but they can be seen more 

readily in the full framework matrix presented in Appendix 

A. Second, related social sharing aspects of online social 

network information, such as the user-controlled areas of 

Disclosed, Entrusted, and Incidental data, will be more 

similar to each other than to organizational (system and 

third party) aspects such as Behavioral, Derived, and 

Service data. It should also be noted that aspects as initially 

presented in the matrix intersection points are not in any 

specific rank order. Even when similar aspects are 

presented, those aspects may have different levels of 

importance based on the social networking data type being 

researched. Finally, the dotted lines found in the data 

privacy grids for Entrusted and Incidental data are there to 

indicate distinctions between data privacy violations that 

may happen to a user and data privacy violations that a user 

may cause to happen to others.  

A. Research Contributions and Implications 

To date, relationship matrices for data privacy, online 
social networks, information quality, and trust as a research 
framework has been developed and presented here. The 
framework is currently being validated via a survey of 
experts. We fully intended to include the results of our 
validation survey here, but those results have been delayed 
and will instead be presented in a forthcoming paper. An 
initial conceptual model and syntax for data privacy, trust, 
and information quality in online social networks has also 
been developed and shared. Furthermore, an Initial 
Information Quality Modification Concept has been 
presented in extension of Marsh’s Positive and Negative 
Thresholds for Trust and Kosa’s Proposed Thresholds for 
Privacy. 

The greatest implication of this research is its 
applicability to future research efforts. This research could 
enhance methods of modeling and measuring privacy, trust, 
and information quality within online social networks. It will 
lend itself to a better understanding of the quality of shared 
information in given data privacy and trust scenarios. 
Finally, it will provide future researchers with a formal 
framework for relating privacy, information quality, and trust 
in online social networks as well as a method for 
understanding information quality modification. 

B. Limitations and Challenges 

First, while a broad framework matrix can be presented, 
the scope for validation and deeper research is limited to 
social network data types that relate to user specific aspects 
of the framework matrix. The role of provider and third-party 
related online social network data types are highly 
noteworthy, but they will be addressed in only a limited 
manner, if at all, in this research. Second, to limit scope 
during the development of a syntax and conceptual model, 
not all variations of data element types and entity 
interactions will be addressed. Once again, to control 
research scope, the focus will be on select user specific 
aspects of the framework matrix as well as a targeted set of 
matrix overlays. This series of scope limitations is detailed 
more specifically within the Methodology section of this 
paper.  

Challenges for this research may include determining and 
attracting a diverse set of respondents to create a 
representative population in phase three of this study. For 
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measurements within structural equation modeling to be 
considered valid certain minimum respondent thresholds 
must be met based on the number of components within the 
model. In addition, structural equation modeling analysis 
requires the identification of alternate models. Because of the 
dynamics of social networks, identifying all alternative 
models may be difficult. 

C. Future Research Opportunities 

For the next phase of this research, a structural equation 
model for understanding the trade-offs and influences 
between data privacy, trust, and information quality in online 
social networks is being developed. A survey will be 
undertaken to validate the model. Results from these efforts 
will then be expressed in application via the presented 
conceptual model and syntax after it is formalized in an 
ontology language such as OWL2. 

Future research is likely to include expanded validation 
of different areas of overlap within framework matrices. It 
would be of interest to explore application of this research 
beyond the user-controlled aspects such as Disclosed, 
Entrusted, and Incidental data to include Service, Behavioral, 
and Derived data within online social networks. Finally, 
updating the presented research framework matrices to fit 
new research as it develops, such as the Conformed 
Dimension of Data Quality, will keep this research 
applicable. 
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Abstract—This paper investigates legal approaches towards 

protecting the data generated in medical research. One of the 

core features of the rules for the processing and sharing of data 

generated in medical research is their complexity. Thus, data 

containing personally identifiable information would qualify as 

personal data and the processing of such data would be subject 

to the law on data protection. Equally, the generation of data in 

the course of medical research may involve considerable 

investment or effort and have an economic or scientific value for 

the researcher or right holder, including through use in 

publications, and may well be considered as Intellectual 

Property (IP). Contractual approaches may also define the rules 

how the data may be used and shared.  

Keywords-IP rights; data rights;  medical data; data curation; 

personal data; data protection. 

I. INTRODUCTION 

IT developments in the field of bioinformatics have 
opened new ways of data procession. The creation of new 
data, as well as new knowledge, derived out of existing 
datasets as a result of medical research, may well be 
considered as an IP and qualify as an object of protection by 
IP rights [1]. Equally, data generated in medical research, 
which by one or another parameter may be related to an 
identifiable natural person, also have the quality of personal 
data with the resulting protection by the law on data 
protection. 

 Innovative genome sequencing techniques are able to 
process 4 PB data per year (11 TBytes per day), thus reaching 
the level of Twitter with the processing power of 12 Terabytes 
per day [2]. Mathematical and computational modeling is used 
to integrate and interpret the massive amount of data, 
uncovered in molecular and cell biology [3]. Cancer system 
biology, which studies how individual components interact to 
give rise to the function and behavior of the cancerous system 
as a whole [4], produces a number of data types: molecular 
data, epigenetic data, clinical data, imaging data, pathology 
data and other laboratory data.  

In the process, the availability of a large amount of data 
collected in the clinical trials combined with modern data 
processing techniques have allowed the discovery of new data 
correlations. For instance, the SIOP 2001/GPOH trial of 
patients with Nephroblastoma (a malignant tumor arising 
from the embryonic kidney that occurs in young children, 
especially in the age range 3–8 years [5]) revealed that 
whereas 90 % of patients respond to preoperative 
chemotherapy with tumor shrinkage, in about 10 % the tumor 

does not shrink, but increases in return, thus making the 
situation worse [6]. Such discoveries necessitate in-depth 
research and application of powerful data analytics techniques 
to identify correlations between negative tumor response and 
specific characteristics of the non-responding patients. 

Thus, advances in data-mining and analytics have made it 
possible to generate new data and derive new knowledge from 
existing datasets. This, as well as new methods of 
differentiating and capturing biological phenomena (including 
at the micro-level) has led to an exponential growth in 
available medical data. In principle, such data, recorded in 
patient or research databases can be of tremendous value when 
analyzed, in revealing linkages, e.g., between environmental 
and/or genetic factors and diseases, as well as for comparing 
patient responses to different treatment therapies. A major 
advantage too is that such connections can often be identified 
straight from the records, without the need for further invasive 
and potentially risky research. 

At the same time, as the potential value of health data 
becomes better understood, efforts to monopolize clinical data 
by exclusive IP or proprietary rights are also expanding. 
Copyrights, patent rights, sui generis database rights and the 
legal regime of undisclosed information may come into 
consideration, depending, however, on the data – the subject 
matter of protection. For instance, there are cases when the 
commercial use of health related data has been asserted under 
the coverage of database rights [7]. Patentable inventions have 
also been derived out of the biological material and associated 
data of the patients and successfully commercialized [8]. The 
property rights in medical research data may also be claimed 
under contractual schemes [9]. At some point copyrights may 
also come to consideration for monopolizing data in medical 
domain [10]. 

However, as a precondition for allowing a significant 
amount of clinical data to be usefully exploited, there is an 
important initial step required in the form of data curation. In 
this regard, as we analyze below, most types of IP protection 
are tailored to protect specific objects that have already passed 
a certain threshold of maturity (data repositories, confidential 
information with assignable commercial value, etc.); but, as 
we discuss, none as such guarantees adequate protection to 
protect the prior investment made in curating the data. 

In what follows, we begin by describing the data curation 
process in medical research in Section II, explore the complex 
nature of medical data in terms of law in Section III, proceed 
to the requirements of data protection for the processing of 
personal data in Section IV. In Section V, we investigate the 
potential options of protecting the medical research data by IP 
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rights and in Section VI then consider their application in the 
context of a concrete research initiative, namely the EU FP7 
project ‘CHIC’. Thereafter, contractual approaches towards 
the government of rights in data are examined in Section VII, 
before Section VIII concludes by suggesting a potentially 
more effective approach to protecting researcher investment 
in curation. 

II. DATA CURATION  

The clinical data provided for e-health research usually 

comprises a large mass of data of multiple data types, 

formats, words, figures, numerical parameters, abbreviations, 

etc. Furthermore, even where data is of the same underlying 

type, this will often have been recorded in different ways – 

using different clinical concepts and/or measuring systems. 

This reflects the decentralized, autonomous nature of health 

care delivery, with different institutions and clinicians often 

employing different classificatory descriptions and/or record 

systems. 

Data integration is key here, but the format, scope, 

parameter, structure, context, terminology, completeness, 

etc., of the individual and heterogeneous data are not 

standardized, which may affect their quality, and ultimately 

their interoperability and integration [11]. This could also 

potentially affect collaboration of the different researchers in 

this field if they use different semantics and techniques to 

describe, format, submit, and exchange data.  

From a technical standpoint, data integration is still a 

significant challenge. The curation required to ensure the data 

relates to and measures the same phenomena with sufficient 

accuracy to be usable is a large and painstaking task. It 

includes the problem of dealing with incomplete data fields 

and cross-checking that various indices were measured and 

recorded in a similar way (e.g., images were taken using 

similar equipment, co-morbidities were classified using the 

same terminology, etc.). In the process the curator may often 

wish to add metadata to alert the data user to such issues. It is 

evident too that considerable expertise and skill is required 

for the task to be performed well: the curator needs to have a 

real feel and understanding for the subject matter in order to 

make sensible judgments in resolving various gaps and 

uncertainties. 

In this regard, a starting point in the context of curation 

may be to see raw data in terms of the ‘given’, which as yet 

lacks semantic meaning, with the latter only emerging 

through the addition of an interpretive context (which also 

marks the change in state from data into information). It is 

suggested that the technological development and 

transformation of raw or incompletely processed data into 

information (or the uncovering of additional semantic 

meaning), brought about by the curative process represents a 

suitable object for IP protection. 
At this point a legal challenge arises. On the one hand, an 

intellectual and/or technical investment made in curating the 
data and generating new data outcomes may justify an interest 
of the investors in monopolizing the resulting data as their IP. 

On the other hand, the data used in medical research originally 
comes from the patient, which renders such data a potential 
candidate for protection as personal data. That is so, if the 
medical data contain personally identifiable information, i.e., 
it may by some or the other characteristics be linked to the 
data subject.  

Against this background, both the economic value of the 
derived data and the tentative quality of the data as personal 
data make the data generated in medical research a complex 
object of legal protection and dictate the type of protection 
applicable.   

III. COMPLEXITY OF MEDICAL DATA IN TERMS OF LAW 

The legal complexity of the data generated in medical 
research is one of the major factors, which determine the type 
of protection applicable and the rules governing the use of 
such data. The medical research data may qualify both as 
personal data and intellectual property.  

Indeed, out of scientific disciplines, medical research 
(both as sociological research) tends to share significantly less 
data than others (65% in comparison to 90% in biology or 
85% in climatology) [12].  Frequently, this “low data sharing 
culture” is justified by the legal and ethical requirement to 
protect the privacy of individuals, that is to say data protection 
[12].  

On the other hand, as noted, even where medical data is 
void of indices, which would render such data personal data 
in the meaning of data protection law, the aspects of 
intellectual property also need to be taken into account. If the 
researcher or research institution, who holds such data in its 
legitimate possession, considers such data as its “intellectual 
property” and has an economic interest in exploiting such data 
for individual gain (e.g., reputation, scientific publication), 
such qualification of the data may also affect data sharing and 
determine the circumstances for such data to be shared. It is 
common in the scientific world that “Data that a researcher 
feels could still be exploited for future publications are usually 
not shared” [13]. Another practice usual for medical sciences 
is that the data is no longer protected after the appearance of 
publications [14]. The legitimate interests of the data holder 
may also affect the terms and circumstances for such data to 
be shared. For instance, such data may only be made available 
to the circles, which may prove a justified scientific interest in 
the data (e.g., data sharing upon certain conditions inside a 
research consortium or a limited medical community) [14].  

What may also play a role is whether a medical project 
relates to Big Science, such as physics, Earth and climate 
science, or Small Science, in particular, small experiments, 
narrow disciplines [15]. For Big Science data there are 
“government controlled repositories”, which normally govern 
the use of data as a “public good” [15]. An example is Clinical 
Trials Registries and Databases, such as registries operated by 
the National Library of Medicine in the USA [16], the UK 
Current Controlled Trials [17] and the Japan Pharmaceutical 
Information Center [18]. However, for Small Science 
projects, which comprise the majority of data repositories, 
such pre-determined regulatory frameworks for the handling 
of data do not exist. The protection practices applied vary 
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from discipline to discipline and have rather an informal 
character [15]. 

In the light of these considerations, for the purposes of 
choosing and applying adequate protection measures, it is 
relevant first to ascertain whether the data has a quality of 
personal data (and is subject to the requirements of the law on 
data protection); the next questions are whether it has an 
economic value for the data holder and may be treated as 
intellectual property (subject to the rules of IP law), or whether 
such data is considered as a “public good” and must be treated 
as such.   

IV. DATA PROTECTION 

For legal purposes, the first important question to decide 
is whether the medical research data contain personally 
identifiable information. In the meaning of European data 
protection law, it would be the case if by some or the other 
characteristics the data may be linked to the data subject. If so, 
the processing and sharing of such data would be subject to 
the law on data protection.  

Article 2 (a) of the EU Data Protection Directive 95/46/EC 

(DPD) [19] (which is to be superseded by the General Data 
Protection Regulation [20]  by 25 of May 2018) defines 
personal data as follows:  

“'personal data ' shall mean any information relating to 
an identified or identifiable natural person ('data subject'); an 
identifiable person is one who can be identified, directly or 
indirectly, in particular by reference to an identification 
number or to one or more factors specific to his physical, 
physiological, mental, economic, cultural or social identity;”. 

As is apparent, this is a wide definition, and in principle it 
may certainly cover some medical data. An example may be 
a brain image that also shows some of the patient’s face; 
indeed, in the light of modern software, a set of cross-sectional 
brain images may also qualify – this is if it would be possible 
with the software to put such images together to reconstruct 
the face of the patient based on the image parameters. Since 
health data qualifies as sensitive data [21], the processing of 
such data is subject to stringent requirements of procession 
(Article 8 DPD) and must be explicitly legitimized, e.g., by 
informed consent of the patient (Article 8 (2) (a) DPD) or the 
national laws  that also provide for adequate privacy 
safeguards (Article 8 (4) DPD) [19].  

Medical research is usually conducted on the human body 
or with the use of clinical data. Blood samples, serum, tissue 
samples, cells usually constitute material for laboratory 
examinations, from which the data, used in medical research, 
is derived. When the laboratory tests are taken in course of 
medical treatment and/or diagnosis, the patient normally 
consents to the use of the excised material and data for the 
purposes of clinical care [9]. However, as a rule such consent 
does not extend and does not entitle the physician to use such 
clinical data for research [8]. The use of clinical data for 
research requires legal justification, which as a rule may be 
obtained either by informed consent of the data subject or by 
compatible use of data.  

The use of previously collected data for research 
constitutes secondary use of data. In principle, Article 6 (b) 
DPD allows secondary use of data subject to specific 

conditions: “personal data must be collected for 'specified, 
explicit and legitimate' purposes (purpose specification) and 
not be 'further processed in a way incompatible' with those 
purposes (compatible use).” [19].  

By implication, the compatibility assessment is to be made 
on a case-by-case basis and in consideration of all relevant 
circumstances. In particular, the following key factors shall be 
taken into account:  

• “the relationship between the purposes for which the 

personal data have been collected and the purposes of further 

processing;  

• the context in which the personal data have been 

collected and the reasonable expectations of the data subjects 

as to their further use;  

• the nature of the personal data and the impact of the 

further processing on the data subjects;  

• the safeguards adopted by the controller to ensure 

fair processing and to prevent any undue impact on the data 

subjects.” [22]. 

The use of data for scientific research withstands the 

compatibility assessment as long as the controller 

implements “appropriate safeguards” and by that ensures 

“that the data will not be used to support measures or 

decisions regarding any particular individuals” [22]. Such 

safeguards may be taken in the form of technical and/or 

organizational measures aimed to ensure functional 

separation (such as partial or full anonymisation, 

pseudonymisation, and aggregation of data), privacy 

enhancing technologies, as well as other measures to prevent 

the use of data to take decisions or other actions with respect 

to individuals [22].  

From these legal observations it follows that - in simple 

terms - the use of health data for research must be legitimized: 

either by the patient´s informed consent or by the law, 

allowing compatible use of data subject to compatibility 

assessment and application of appropriate de-identification 

and security measures. This is also likely to remain the 

position after the General Data Protection Regulation 

(replacing the DPD) comes into effect in May 2018 [20]. In 

such cases, the research conducted subject to adoption of 

appropriate de-identification and security measures should 

not cause privacy implications.  

It is apparent that by imposing these requirements, the law 

on data protection aims to protect and safeguard privacy of 

the individual. “Data protection rules may be seen as 

embodying and safeguarding core ethical principles of 

autonomy, dignity and privacy; they are about making sure 

that persons remain able to decide how their data will be used 

and are not exploited or instrumentalised through opaque 

data processing practices;” [23]. These matters are essential 

in order for patients to have trust in medical research and 

innovative eHealth applications [23].  

However, when talking about protecting medical research 

data it is essential to distinguish the primary goal of such 

protection. In this respect it must be noted that the purpose 

and meaning of the law on data protection is to protect 
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privacy of the individual, and not to do with the economic or 

exploitation interests in the data itself.  Therefore, when legal 

protection is sought to protect economic interests of the data 

holder, the law on data protection would not fulfill that 

objective. The requirements of the law on data protection 

must rather be taken into account as a necessary means of 

protecting privacy and rights of the data subjects.     

V. POTENTIAL IP PROTECTION 

In contrast to the law on data protection, which serves to 

protect privacy rights of the individuals, the IP law aims to 

reward and protect the creators - either authors or inventors – 

for their intellectual or economic input into society.    

A. Data as Protectable Subject Matter 

When we consider the data produced in medical research, 

such as measurements, experiments, outcomes of data 

analytics, etc., in the context of IP law, we can observe that, 

as a rule, such data do not automatically fall into the category 

of IP protected objects. In the absence of legal protection 

applicable directly, alternative protection mechanisms are 

frequently sought, such as: copyrights, sui generis database 

rights under IP law; or through the application of the legal 

regime of undisclosed information, an aspect of competition 

law.  In addition, contractual mechanisms may be used to 

address proprietary interests in data. However, the 

application of these forms of protection may often be 

problematic. For instance, copyright may not arise in the 

absence of creative input or proprietary claims in data may be 

challenged due to the questionable legal nature of property 

rights in data [24]. More generally, IP law would normally 

not protect the data as such. Instead, a requirement for IP 

protection is that added value produced from the data. 

Examples may be a creative scientific work covered by 

copyright, an industrially applicable invention in the patent 

law or commercial value of the information protectable as 

know-how by competition laws.  

This also fits with the underlying motivation for IP 

protection, which is to motivate an author or inventor, by 

rewarding them for their intellectual activity (here, in 

extracting value from the data). In contrast, raw data, which 

is void of such intellectual input does not constitute a 

protectable IP and as a matter of policy should be kept free 

for public use.  

The applicability of the IP laws in relation to medical 

research data is considered in more detail below.   

B. Copyright and Related Rights 

Clinical data comes for the most part from clinical trials, 

laboratory results, medical examinations, etc. An example of 

the clinical research data is shown in Figure 1 [25]. Such data 

is usually expressed in some numeric parameters, figures, 

words, combinations of such items. The representation of 

clinical data in this format is suitable and useful for digital 

data processing. However, the isolated items, be they words, 

keywords, syntax, figures or mathematical concepts as such, 

will not attract copyright. According to the Court of Justice 

of European Union (CJEU), items, “considered in isolation, 

are not as such an intellectual creation of the author who 

employs them.” [26]. In order to be protected by copyright, 

the data must constitute the expression of the original 

author´s creativity, which is only present when “through the 

choice, sequence and combination of those words that the 

author may express his creativity in an original manner and 

achieve a result which is an intellectual creation” [26].  

The protection of clinical data by copyright may under 

circumstances be acceptable for the medical reports, written 

by the physician or the patient, insofar as the expression of 

original creativity is achieved [10]. However, for isolated 

datasets, especially where (as is desirable) the curator follows 

a standardized procedure, it seems much less likely that 

sufficient originality exists for copyright purposes. 

 

 
Figure 1. DWI and ADC mapping of nephroblastoma from different patients 

before and after pre-operative chemotherapy. Presented at the annual 

meeting of the British Chapter of the ISMRM, September 2012, provided by 
Prof. Kathy Pritchard-Jones from UCL. Copied from CHIC Deliverable D2-

2 “Scenario based user needs and requirements” [25]. 

As may be seen from the image, some data is presented in 

visual form and is represented by images. However, medical 

images are normally produced by technical means (such as 

X-Ray, Ultrasound, etc.) and lack the creativity – an 

indispensable pre-requisite for copyright. A similar standard 

of copyright and requirement of original creativity applies to 

photographic works as well. According to Recital 16 

Directive 2006/116/EC [27], a photographic work is 

protected by copyright, if it is original. A work “is to be 

considered original if it is the author's own intellectual 

creation reflecting his personality”. Other criteria such as 

merit or purpose are not relevant for copyright. According to 

the CJEU decision in the case C 145/10 REC of Eva-Maria 

Painer [28], copyright protects pictures taken by an 

individual, exercising free and creative choices, thus 

stamping a picture with his personal touch. It follows that 
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only pictures taken by an individual expressing some level of 

the author´s personality and creativity may be protected by 

copyright. On the other hand, images, generated 

automatically, will lack the necessary creativity. Since the 

images, produced in medical domain, are normally taken 

automatically and the process of recording is mostly 

completely managed by technical means, such images 

normally do not express creativity and do not attract the 

protection by copyright, respectively. 

Apart from the rights considered so far, in the field of 

copyright senso strictu, there are a number of other emerging 

rights granted as a response to relevant investment. These 

rights are normally provided to the person, who invests in 

producing the protectable information. Such rights are 

referred to as related rights. Protection by related rights does 

not necessarily link to the intellectual creation (as the case is 

with traditional copyright), but rather to the economic 

investment.  

The major rationale for protection by related rights tends 

to shift between intellectual creation and the investment of 

resources required [29]. A mixture of artistic creation and 

investment attracts exclusive rights to performers in fixations 

of their performances. The economic investment constitutes 

a major factor, which renders exclusive rights to phonogram 

producers in their phonograms, to the film producers in 

respect of first fixations of their films, to broadcasting 

organizations in fixations of their broadcasts [30].  

However, the number of related rights as of now is rather 

limited (mostly to those, indicated above). Therefore, 

attaching added value to the data enriching, post-processing, 

modification, etc., does not constitute the kind of investment 

protectable by related rights.  

C. Sui Generis Database Right 

As a rule, clinical institutions, participating in medical 

research, manage and maintain their clinical data in clinical 

data repositories. Some clinical institutions manage their 

clinical information and store the results of clinical trials 

using project-tailored data management systems. For 

example, the CHIC project utilises an Ontology-based 

Clinical Trial Management Application (ObTiMA) [31]. 

Other institutions prefer data management systems specific 

to their medical activities. Against this background, an option 

of protecting the clinical data under the umbrella of sui 

generis database rights comes into consideration first.  

The legal protection of databases is provided for by the 

Directive 96/9/EC of 11 March 1996 on the legal protection 

of databases (the Database Directive) [32]. Such protection is 

granted in recognition of the fact that constructing a database 

requires “investment of considerable human, technical and 

financial resources" [32]. The Directive 96/9/EC aims to 

reward and protect such investment by providing the maker 

of a database with a sui generis data base right that places him 

in a position to prevent unauthorized access and copying of 

the database contents, which he compiled. In this regard, 

Article 7 Database Directive states: 

“Member States shall provide for a right for the maker of 

a database which shows that there has been qualitatively 

and/or quantitatively a substantial investment in either the 

obtaining, verification or presentation of the contents to 

prevent extraction and/or re-utilization of the whole or of a 

substantial part, evaluated qualitatively and/or 

quantitatively, of the contents of that database.” The object 

of protection in terms of the Database Directive is a 

‘database’ meaning “a collection of independent works, data 

or other materials arranged in a systematic or methodical 

way and individually accessible by electronic or other 

means” [32]. 

Databases are given their own sui generis right of 

protection for the “blood, sweat and tears that go into 

producing a database” [33]. Consequently, as we have just 

seen, the Database Directive demands that “there has been 

qualitatively and/or quantitatively a substantial investment in 

either the obtaining, verification or presentation of the 

contents” [32]. The type of investment required can be time, 

financial resources, personnel, or technical means invested, 

or indeed any other “sweat of the brow”-type resource, as 

distinct from creative, intellectual efforts. 

The CJEU is very strict in its understanding that the 

investment must be made to obtain the contents. A database 

that is a mere spinoff/by-product from another 

investment/activity (such as scientific data resulting from 

research) does not typically qualify for protection under the 

Database Directive’s sui generis regime. There must 

additionally be a further substantial investment in obtaining, 

verifying or presenting the data [34]. 

In other words, the CJEU demands that the investment be 

made specifically to “seek out existing independent materials 

and collect them in the database” [35]. An investment in “the 

creation of materials which make up the contents of a 

database” [35] is deemed insufficient. As a result, creators of 

data rarely enjoy a sui generis right of protection for any non-

original database constructed out of that data – so-called 

“single source databases” [36] – unless there is also a 

substantial investment in the verification or presentation of 

the contents.  

 “Verification” is understood to mean steps taken to 

ensure the information is reliable. As with the requirement of 

“obtaining” data, an investment in verifying information 

during the information’s creation is excluded [34]. 

“Presentation” is defined as the way data is structured and 

made accessible to others, so that the creation of an index or 

the design of a user interface can all be seen to fulfill the 

requirements of an investment in the presentation of the 

contents [34]. 

Finally, the investment must also be of a “qualitatively 

and/or quantitatively” substantial nature [32]. The Database 

Directive does not define “substantial” and neither has the 

ECJ ruled on the matter. However, the Preamble of the 

Directive indicates that, “as a rule, the compilation of several 

recordings of musical performances on a CD (...) does not 

represent a substantial enough investment to be eligible 
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under the sui generis right” [32]. Member States generally 

adopt a low level approach to the requirement, and the 

Advocate General has taken the same stance [34]. 

As regards the quantitative and/or qualitative 

qualification, these are understood to mean investments 

quantifiable and not-quantifiable, respectively, such as 

money on the one hand and intellectual effort on the other 

[37].  

In fact, additional substantial investment is often present 

in the case of data resulting from clinical trials. Such data 

must first undergo an extensive verification process before it 

can be used in research and entered into a database. 

Importantly, the data verification process is subsequent and 

separate from the obtaining/creation of the original data, as 

otherwise it would be excluded from protection. 

Accordingly, protection by the sui generis right can be 

considered as a plausible option for clinical data repositories, 

provided the given repository satisfies the above criteria. As 

regards the scope of the database right, it would protect the 

collected data from being copied as a whole or in substantial 

part, evaluated “qualitatively and/or quantitatively” and 

either copied in one action or step by step [32]. 

Provided the clinical data repository qualifies as a 

database in the meaning of Database Directive and the 

clinical institution holds the sui generis database rights, the 

institution may stipulate the terms of using the repository 

contents as a whole, grant the rights of use under contractual 

license, prevent and enforce the unauthorized 

extraction/reutilization of the repository contents as a whole 

or in substantial part. The rights holder may thereby leverage 

how the contents of its repository may be used, whether the 

data items may be extracted (downloaded) and in what form 

or quantity, whether the data may be transferred to external 

parties or whether the data processing may only be done on 

its premises.  

At the same time, this sui generis protection applies to the 

contents of the repository as a whole or in substantial part and 

may apply separately and irrespective of protectability of data 

items by other rights, such as copyrights. Article 7 (4) makes 

this explicit, saying that the database right: “shall apply 

irrespective of eligibility of the contents of that database for 

protection by copyright or by other rights. Protection of 

databases [….] shall be without prejudice to rights existing 

in respect of their contents”. 

Thus, the holder of the repository may manage the use of 

the repository contents as a whole. However, the use of 

separate data items in the repository may remain governed by 

the terms, stipulated by the data providers and/or holders of 

rights in such items. For instance, the access rights to the 

datasets, handled as confidential, may require signing of non-

disclosure agreement (NDA) and the use of such data may be 

limited and be subject to technical protection measures, etc. 

In this regard, we consider further the options of 

protection, which potentially may apply to separate datasets, 

next. 

D. Know-how 

Because of the high sensitivity of health related data (and 

the potential harm to the patient’s interests in privacy, dignity 

and autonomy from disclosure), clinical data in the medical 

treatment domain is managed under the rules of professional 

medical secrecy and subject to fiduciary duties. Similarly, as 

was discussed in Section IV, the data, so far as individual 

patients may be identified from it, will be subject to data 

protection rules. In this regard, a plausible option (fitting well 

with such privacy-based considerations) for protecting the 

research investment made in collecting or curating clinical 

data may be to invoke the legal regime of know-how (or 

undisclosed information). This is, especially so after such 

data leaves the medical domain and enters the domain of 

clinical research (where not necessarily all parties are bound 

by the rules of professional secrecy).   

Protection of undisclosed information is provided by 

Section 7, Article 39 et seq. TRIPS Agreement [38] and the 

Directive 2016/943 on the protection of undisclosed know-

how (the Trade Secret Directive) [39]. The legal regime of 

know-how enables natural and legal persons, who are in 

legitimate possession of valuable information, to prevent 

such information “from being disclosed to, acquired by, or 

used by others without their consent in a manner contrary to 

honest commercial practices.” [38]. Unfair practices for 

these purposes would include the acquisition of information 

via “unauthorised access to, appropriation of, or copying of 

any documents, objects, materials, substances or electronic 

files…. containing the trade secret or from which the trade 

secret can be deduced” [39]; violation of contractual duties, 

breach of confidentiality obligations, inducement to breach, 

etc. [38].  

In order to be protectable, the relevant information should 

have the quality of protectable subject matter. The Trade 

Secret Directive, both as Article 39 TRIPS Agreement accord 

protection to information, which:  

“(a) is secret in the sense that it is not, as a body or in the 

precise configuration and assembly of its components, 

generally known among or readily accessible to persons 

within the circles that normally deal with the kind of 

information in question; 

(b) has commercial value because it is secret; and 

(c) has been subject to reasonable steps under the 

circumstances, by the person lawfully in control of the 

information, to keep it secret.” [39]. 

At the same time, one weak point of protecting clinical 

data as know-how is that the know-how protection across 

Europe is not that well harmonized with varying data objects 

considered as protectable know-how and the laws, which 

accord such protection, ranging from IP laws to competition 

laws [40].  

The newly adopted Trade Secret Directive is intended to 

harmonize the national laws in relation to know-how 

protection and in many aspects repeats the provisions of the 

TRIPS Agreement: in particular, it relates to the protectable 

subject matter and requirements for protection (Article 2), 

95

International Journal on Advances in Security, vol 10 no 1 & 2, year 2017, http://www.iariajournals.org/security/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



acts of unlawful acquisition, use and disclosure of 

information (Article 4), availability of legal remedies against 

the unlawful acquisition, use and disclosure of trade secrets  
(Article 6 et seq), etc. With respect to protection of medical 

research data as know-how, it may also be queried how far 

the Trade Secret  Directive would improve the protection for 

data, the preparation of which consumed much effort, but 

which for one or another reason may not reach the level of 

protectable know-how. Here the key obstacles in applying 

know-how protection to the clinical data, processed for 

research, relate to the need (in order to be protected) for such 

data to be secret, subject to confidentiality measures and have 

economic value.  

First, to satisfy the criterion of secrecy, the information, 

sought to be protected, must be accessible to a limited number 

of persons only. The use of such information must be subject 

to confidentiality measures.  The application of 

confidentiality measures means that the data must be stamped 

as “Confidential” and the sharing of such data must be 

contingent upon non-disclosure obligation and observation of 

the confidentiality measures. Disclosure of such datasets 

without due confidentiality measures might compromise the 

regime of secrecy so that protection would be forfeited. As 

regards the requirement of economic value of know-how, this 

will be considered to be present if through publication, the 

research investment and competitive standing of the entity 

doing the work would be undermined [41]. 

In relation to the volumes of clinical data made available 

for research, this requirement, besides being at odds with the 

underlying data sharing culture of academic research, would 

create further workload. The data, subject to the regime of 

confidentiality, must first be strictly identified. The 

confidentiality mark would need to be attached to individual 

data items and any use and disclosure of such data to any third 

party must be subject to the latter signing a non-disclosure 

agreement (NDA). This preservation of the confidentiality 

mark, conclusion of NDA and control over handling such 

data as confidential would present another challenge. 

Against these considerations, the protection of clinical 

data under the legal regime of know-how might, in principle, 

be possible in relation to some defined amount of data, but 

hardly offers a feasible solution, when protection of large 

amounts of data, processed in medical research is sought. It 

also may operate against the ethos of openness, if optimal use 

is to be made of the data by the research community, 

exploiting the full potential of available datasets. 

VI. APPLICATION OF IP REGIMES TO DATA CURATION IN 

CHIC 

A. Background 

The research project “Computational Horizons In Cancer 

(CHIC): Developing Meta- and Hyper-Multiscale Models 

and Repositories for In Silico Oncology”, is an ICT research 

project in the clinical domain [42]. CHIC develops clinical 

trial driven tools and services within a secure infrastructure, 

which facilitate the creation of multiscale cancer hyper-

models (integrative models) by technical means. These 

composite multiscale constructs of models (hyper-models or 

integrative models) are intended to synthesize and imitate the 

biological processes, which occur in course of tumor 

progression, at several temporal and spatial levels 

(molecular, cellular, etc.) at once.  

In this context too, the study of how individual cancer 

components interact with each other has led to the generation 

of different types of data, such as: molecular data, epigenetic 

data, clinical data, imaging data, pathology data and other 

laboratory data [43]. These different data types are assembled 

in order to systematically explore and formalize them in 

mathematical models.  

Subsequently, the models are developed and validated 

against clinical data either taken from the literature or 

provided by the clinical partners [44]. The data management 

systems, used by the clinical partners, differ. Whereas the 

integration of data from data management system ObTiMA 

is harmonized, the data from individual clinical data 

repositories need to be adapted to the requirements of the 

project. The use of divergent data management systems by 

the clinical institutions leads to the situation that the data, 

collected from different sources, is not inter-operable with 

each other and mostly cannot be used for research as such. 

The clinical data also needs to be post-processed by the 

modelers so that it fits into the set of parameters, which the 

models recognize and can utilize as an input for running the 

simulations. Such data curation is a very important step 

because the inputs, outputs and descriptions of processes, 

simulated by the models, need to be standardized into the set 

of parameters, acceptable and usable by all cancer models.  

B. Applicability of IP Regimes to Project Data Curation 

The clinical data, which after the necessary de-

identification enters the domain of CHIC, is placed and stored 

in the CHIC clinical data repository. The CHIC data 

repository hosts data categorized per data type: imaging data 

(DICOM etc.), descriptive/structural data (age, sex, etc.), 

other files (histological reports), links (to other data 

repositories) etc. The datasets for each type are accessible 

individually so that the data corresponding to the model 

parameters may be chosen. The fact that the repository is built 

“based on the experience already accumulated during the 

implementation of other data repositories” should be 

sufficient to prove the requisite investment in “either the 

obtaining, verification or presentation” of its contents [32]. 

Against this background, the database right in the CHIC 

clinical data repository is likely to be granted.  

Protection of the CHIC data repository by the sui generis 

database rights would be accorded to the maker of the 

database. In the meaning of the Database Directive, the maker 

of a database is seen as “the person who takes the initiative 

and the risk of investing”, but excluding subcontractors [32]. 

Thus, the party, who constructed the CHIC repository, would 

be in a position to manage the use of the repository, such as 
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by allocating the access rights to the project parties or 

external parties, to define the rights of use (access only, 

modification, download, etc.), to divide the repository into 

sections and define different regimes of uses depending on 

the data stored therein, etc. Grant of the sui generis protection 

would also entitle the right holder to enforce his rights, once 

unauthorized copying of the repository contents on the large 

scale has occurred.  

Apart from the protection of the repository contents as a 

whole by sui generis database rights, the items in the 

repository may also enjoy protection in their own right.  Since 

the clinical data repository deals with highly sensitive 

information (meaning that already for that reason, access to 

the data is strictly limited), application of the legal regime of 

know-how to some data items at least may be an option. As 

we saw above, for this, the data items selected for know-how 

protection, must be identified, the access and use of such data 

be limited to a defined number of people only, and the 

management of such data be subject to confidentiality 

measures. In the case of CHIC, the regime of secrecy may be 

applied to the data by marking it as “Confidential” and 

making the disclosure of such data subject to the non-

disclosure obligation. From the technical perspective, the 

confidentiality mark would then need to be placed and borne 

by the data throughout the whole research process so that the 

data marked as “confidential” at the time of input comes out 

marked “confidential” at output. This would present an 

additional workload, but is implementable. Also, disclosure 

of such data items to the CHIC parties subject to the non-

disclosure obligation would not present a significant obstacle, 

because the project parties are bound by the contractual 

relations within the project. The factual use of data within the 

project may also be managed by technical measures, such as 

granting or denying access rights, rights of use and extraction, 

and limiting the data processing to within the technical 

infrastructure of CHIC. Whereas the application of such 

contractual and technical confidentiality measures to the 

clinical data in CHIC may be feasible, in how far such 

technical and confidentiality measures may be implemented 

in other medical research projects may be questionable.    

By contrast, copyrights and related rights offer less 

plausible options for protecting the clinical data in CHIC. As 

noted above, the clinical data in CHIC is represented by 

technical data from clinical trials, which is composed from 

different parameters. As observed in Section III, isolated 

items are not protectable by copyright. Copyright will fail for 

lack of creativity expressed in such data. Equally, the 

investment, deployed in curating the data for CHIC, does not 

qualify as investment protectable by related rights.  

However, in the case of CHIC, the exploitability of 

clinical data under the umbrella of IP rights is limited by the 

restraints of data protection and research ethics. Whereas for 

the lifetime of the CHIC project, the de-identification of 

clinical data was ensured and clinical research ethically 

approved, the exploitation of the data beyond the scope of the 

project might be possible, if the adequate legal and security 

framework would be set up.   

C. Related Studies 

Indeed, the legal mechanisms offered by IP rights are 

widely used now by the players in the healthcare sector to 

support the claims and protect the investment they might have 

in the data. The database rights and the legal regime of know-

how are the tools that suit these interests best and are used by 

the holders of clinical data most.  

One example is deCODE. In the case of deCODE, a 

Health Sector Database, initially built to hold centralized 

health records of the population of Iceland [45], migrated into 

the genetics research database. By application of modern 

genomics techniques to the data (120,000 research 

participants), it allowed to find genetic sequences associated 

with diseases [7]. In consideration of the relatively small 

population of Iceland, access to a large amount of data 

allowed deCODE to find itself in a position to be able to 

predict the genetic dispositions to diseases of about 200,000 

living and 80,000 deceased Icelanders, who have not 

consented to participate in the research [7]. Apart from the 

privacy considerations (which go beyond the scope of legal 

analysis presented in this paper), the case of deCODE allows 

us to infer that centralization of a large amount of clinical data 

in one database combined with modern IT solutions allows to 

retrieve new correlations and exploit the added value under 

the coverage of database rights (which may not always be in 

compliance with the principles of data protection law). 

A similar example is the case of NIVEL. NIVEL, the 

Netherlands institute or health services research, has built a 

primary care database, which “uses routinely recorded data 

from health care providers to monitor health and utilisation 

of health services in a representative sample of the Dutch 

population.” [46]. NIVEL obtains the data under contractual 

arrangements with general practitioners. Under the 

application of double de-identification measures [47] and 

giving the patients the possibility to opt-out, NIVEL uses 

itself and allows the use of data for clinical research.   

The legal regime of confidentiality is another legal 

measure, which is often applied to preserve the secrecy of 

clinical data. Where the use of data in the domain of 

healthcare services is subject to the obligation of professional 

secrecy [19] [20]), the secrecy of data, or certain datasets, 

may be maintained by contractual mechanisms for the data to 

leave the healthcare sector (and enter the research domain). 

The application of confidentiality measures is typical for the 

data derived in clinical trials. Article 39 (3) TRIPS calls for 

protecting the data collected in clinical trials for the 

pharmaceutical products “which utilize new chemical 

entities, the submission of undisclosed test or other data, the 

origination of which involves a considerable effort” [38]. For 

the purposes of making the results of clinical trials public 

(either in scientific literature or clinical trial registries and 

databases), the legal regime of undisclosed information and 

contractual arrangements are often applied to preserve the 
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secrecy of certain datasets against undesirable disclosure 

[48]. This approach is often used by the pharmaceutical 

industry.         

VII. CONTRACTUAL APPROACHES 

A. Contractual Approaches 

Insofar as the IP regimes for protecting the data, produced 

in medical research projects fail, one further method for 

regulating rights in data may be by contractual relations.  

Such relations exist at different levels. Thus, research 

projects are normally conducted by educational or research 

institutions and the research is typically done by research 

associates. Usually, the researchers do their work on the 

materials of the institution and achievement of scientific 

results in dependent position belongs to their employment 

obligations. In such circumstances, the researcher receives 

remuneration for the work he does, the institution acquires 

the ownership and also the exploitation rights over the 

achieved results, provided the agreement does not foresee 

otherwise [9].   

Students or PhD students, who produce some research 

results under a membership relation to the university, do not 

have an obligation to create scientific works and are not 

obliged to pass ownership in their results to the university. In 

this constellation, the respective student owns the results of 

his work. In contrast, the PhD students, who are bound to the 

university by employment relations and do the research by 

order of the university, fall under the regulation of ownership 

in employment, considered above. Thus, the ownership over 

research results, achieved by a PhD student in an employee 

position, would normally pass to the institution [9]. 

In other cases, where the researchers perform some work 

as freelancers or sub-contractors, the question who acquires 

what rights in the results of the performed work depends on 

the contract [49].   

Secondly, at an institutional level, third party funded 

projects and the rights in research results are typically 

governed by a contract between the sponsor and relevant 

project partner institution(s). The sponsor is typically 

interested to exploit the project results and grants the funding 

in exchange for acquisition of the ownership and exploitation 

rights over the research results. This model normally does not 

cause problems in practice [9]. The research institutions are 

bound by these contractual relations and it is their obligation 

to procure the ownership over the research results from the 

personnel, whom they engage into the project, and to ensure 

that the rights in research results are passed to the sponsor 

free from third party claims.  

However, some research agreements are formulated in 

another way. For example, an agreement may provide that 

research results shall be the ownership of the party “carrying 

out the work generating such results”. The like provision 

may cause legal problems in practice. Let us consider the 

application of this rule in relation to the results of simulations 

done in a research project such as CHIC.  

As we saw, in the context of that project, the simulations, 

which produce the data outputs, are executed by the models, 

developed by the modeling parties. Based on this provision, 

(a) the modeling parties, who developed the simulation 

software and (b) the clinical parties, who provided the clinical 

data for running the simulations may each claim rights in data 

outputs.    

a) Modeling parties: by interpreting the above contract 

rule broadly, the modeling parties, who have developed the 

simulation software, may argue that they carried out the work 

generating the model, which produces the data, and shall own 

the rights in data, generated by the model, respectively. 

However, on a narrow interpretation, the modelers carried out 

the work generating the model, and not the data, calculated 

by the model, and shall own copyrights in the model code, 

and not in the data outputs from the model, respectively. 

b) Clinical parties: may also claim rights in the results 

of simulations, since they provided the data, which the 

models used as an input to compute the data outputs. The 

counter-argument of the clinical parties may be that software 

models are used as a tool for data processing and do not give 

the modelers any rights in the data outputs themselves. An 

analogy with the use of Microsoft word for writing a PhD 

thesis, which does not confer on Microsoft any rights in the 

PhD thesis itself may support this argument.   

This example shows that such contractual formulation 

may create legal uncertainty: first, with respect to qualifying 

simulation outputs as research results and, second, with 

respect to identifying the project party, who owns or holds 

the exploitation rights over such results. Unclear contractual 

formulations may give rise to potential legal disputes if the 

one or the other party would like to appropriate the data, 

achieved in the result of simulations for itself, and would seek 

to interpret the agreement in its favor.  

A successful example showing how the contractual 

mechanism can be used to balance the rights of research 

participants against researchers´ rights is the case of PXE 

International (Pseudoxanthoma Elasticum (PXE)). PXE 

International is a research foundation, which represents the 

interests of individuals and families living with PXE, 

promotes and invests into PXE research [50]. When engaged 

into genetics research and the gene associated with the PXE 

disease was discovered and patented, PXE International 

managed to negotiate economic rights in the patent (i.e., 

deciding on the licensing strategy, sharing royalties, co-

defining the prices) in exchange for the contribution of tissue 

and data that it made into the research [7] [51].   

VIII. CONCLUSIONS 

As we have seen, there are various ways in which the 

activity of curating clinical datasets could benefit from IP 

protection. Thus, collecting, arranging the data into a 

repository and making it suitable for use may render the 

investment, deployed in collecting and presenting the data, 

protectable by sui generis database rights. Similarly, the 
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generation of research data and adoption of additional 

confidentiality and security measures to keep this data secret 

to the broader community may render such data protectable 

as know-how. 

However, the present approach that seeks to maintain 

(commercial) data confidentiality by keeping data secret 

leads to a fragmented research environment, and reduces the 

chances for greater data interoperability to be achieved. Here 

the law - aided by technology should aim to encourage 

greater openness, while assuring appropriate incentives and 

rewards for skilled curation. This could, e.g., take the form of 

an officially endorsed mechanism or system for measuring 

and tagging changes produced in a given data set (or the 

merging of several data sets) resulting from curation efforts, 

as the reward-trigger. At the same time, as another crucial 

policy element, the law needs – especially in the case of the 

curation of sensitive health data – to ensure that privacy and 

other interests of patients and research subjects are and 

remain adequately protected.  

In particular, it will here be necessary to take account of 

(and compensate for) the knock-on effects of IP changes, 

where data-holders are no longer (also) motivated by 

commercial considerations to keep their data secure and 

confidential. This concern is all the greater here since the 

activities of data sharing and curation being encouraged, also 

by their nature present enhanced risks to personal privacy. 

The point of curation is precisely to uncover new connections 

and patterns in data that help generate robust inferences 

(usable – for good or ill) about the relevant data subjects. 

Accordingly, it is submitted that any system for rewarding 

investment in data curation should also require (as a condition 

for such rewards) that the data curator takes every appropriate 

measure to counterbalance the associated enhanced risks to 

privacy.  
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Abstract—Ubiquitous computing aims to integrate computer
technology in man’s everyday life in various fields. To impr ove
interactivity, it offers the user the ability to accessvarious features
and servicesof its envir onment and fr om any mobile lightweight
autonomous device while adapting them to the user’s context.
Cloud computing allowed ubiquitous systemsto be more efficient
at a more reducedcost. This accentuatessecurity problems and
particulary pri vacy preserving. The existing mechanisms and
solutionsare inadequateto addressnew challenges.In this paper,
a new security architecture called TreeBaseddistrib uted Privacy
Protection System is proposed. It supports protection of users
pri vate data and addressesthe shortcomingsof existing systems.
Furthermor e, it takes into account the domain dissociation
property, in order to achieve decentralized data protection.

Keywords–Ubiquitous Computing; Cloud computing; Security;
Private Data Protection; Privacy; Integrity.

I . INTRODUCTION

The growing numberof Internetusersand the integration
of mobile clients has changeddistributed computerscience,
by allowing the creationof smart and communicatingenvi-
ronments,thus offering to the user the opportunity to make
interactionswith its environmentandits equipmentseasilyand
transparentlyleadingto the conceptof ubiquitouscomputing.

The importanceof securityand privacy in ubiquitousand
pervasive systemsis universally agreed.This paper is an
extensionof initial work in this area that was presentedin
[1] (UBICOMM 2016). The scopehas beenbroadenedand
significant extensionshas beenmade.In particular, we have
addednew materialto SectionIII, SectionV, andSectionVI.
Otheramendmentshave beenmadethroughoutthe paper.

Theoriginsof ubiquitoussystemsdatebackto 1991,when
Mark Weiser [2] presentedhis futuristic vision of the 21st
centurycomputingby establishingthefoundationsof pervasive
computing.It aimsto integratecomputertechnologyin man’s
everyday life in variousfields (Health, Public services,etc.).
To improve interactivity, it offers the userthe ability to access
variousfeaturesandservicesof his environmentandfrom any
mobiledevice (personaldigital assistantPDA, tabletcomputer,
smartphone,etc.).

Themostimportantfeatureof pervasive computingis con-
text awareness.The usercontext affects the availableservices
asthesurroundingnetworking environmentadaptsto theneeds
of the user. Variouspiecesof information are madeavailable
to the networks in orderto provide a conciseuserexperience,
thus leadingto privacy issues.

Cloud computingis anotheremerging technologythat is
still unclearto many securityproblems[3]. Cloud Computing
is amodelof computing,in which theuserscanrentinfrastruc-
ture,platformor softwareservicesfrom othervendorswithout
requiring the physical accessto the rentedservice.Thereare
threemain typesof cloudofferings:Infrastructureasa Service
(IaaS),Platformasa Service(PaaS)andSoftwareasa Service
(SaaS).

IaaSoffers virtualized instancesof baremachinesleaving
the installationand customizationof softwaresincluding the
OperatingSystem to cloud computing customers.In PaaS,
an application framework is provided to the customersfor
developing their software with. A SaaS provider offers a
particularapplicationas a web service,which customerscan
customizeto their needs.

The Cloud ServiceProvider (CSP) focuseson infrastruc-
ture andsoftwareexpertise,andaims to optimize their utility
by providing centralizedservicesfor one or many clients.
The benefit to the cloud service client (CSC) is that the
costassociatedwith theunderlyinginfrastructureandsoftware
services,neededto supportthe CSCsapplication,is reduced.
In spiteof thewidespreadadoption,organizationsarestill wary
of storingtheir sensitive datawith a CSP. Privacy risk remains
a major concernin the cloud computingenvironment.

The emergence of these technologieshas created new
security problems, for which solutions and existing mech-
anisms are inadequate,especially concerningthe problems
of authenticationand users’ private data protection.In such
a system, the existenceof a centralizedand homogeneous
securitypolicy is in fact not desirable.Centralizedapproaches
aresuitablefor systemswith fewer numberof (web) services
andlimited numberof client requests,sinceit is alwaysprone
to bottleneckdelaysand single point failure. It is therefore
necessaryto give moreautonomyto securitysystems,mainly
by providing themwith mechanismsestablishingdynamicand
flexible cooperationandcollaboration.

Privacy is one feature that must be accountedfor in all
systemsthatincludehumanusersor any kind of datapertaining
to humans.This must be plannedfor, from the designphase,
and handled in all phasesof system deployment. Privacy
is, however, also a difficult conceptand largely a culturally
dependenttrait. What can be expect to keep private, and
not the least, from whom do we keep information private.
Nevertheless,whatever privacy level we decideon, oneshould
ensurethat it is credibly maintained[4].
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The objective of our work is to develop an architecture
that meets the security constraints of the ubiquitous systems
that support the protection of user’s private data. The idea is
to consider the separation of different user data on separate
domains, so that an intruder never reaches all of the user’s
private information and protect them against unauthorized and
unwanted access and limit the transmission of such sensitive
data. Even though the study has been done for ubiquitous sys-
tems, the proposed method can be applied to cloud computing
as well.

The paper is organized as follows: after this introduction,
some existing research works on the domain are presented in
Section II (Ubiquitous environment security requirements) and
Section III with a comparison between them. Then, in Section
IV, the proposed system is given with an illustrative example.
An improved solution based on a tree structure is presented in
Section V, with some algorithms, and a comparison with the
pre-cited existing solutions. A conclusion and some perspec-
tives finish this paper.

II. SECURITY IN UBIQUITOUS SYSTEMS AND CLOUD
COMPUTING

Ubiquitous systems are mainly distributed, reactive to
context, and deal with user personal data. It is therefore
necessary to give more autonomy to their security systems,
mainly by providing them with mechanisms through dynamic
and flexible cooperation and collaboration to ensure the smooth
flow of data in this system. We must develop robust protocols
that ensure high confidence in the services and minimize the
vulnerabilities of such systems.

A. Ubiquitous features

Different kinds of terms, such as ambient intelligence,
ambient networking and ubiquitous computing, have been
introduced to portray the visions of enhanced interaction
between the users and the surrounding technology. The main
features of ubiquitous environment are the user mobility and
the proliferation of light devices, communicating through light
and wireless infrastructure. Thus, the convergence of terrestrial
infrastructure (Local Area Network LAN, fiber optic, etc.)
and mobility (Global system for mobile GSM, 4G and WIFI)
enables users to have access to a vast and limitless network of
information and services regardless of place and time.

One vision, preached by [5], lists the following as key
requirements:

• Unobtrusive hardware

• Seamless communication

• Dynamic and distributed device networks

• Natural feeling human interfaces

• Dependability and security

All these features create complex security problems. This
requires the introduction of advanced authentication methods,
the management and distribution of security keys between the
various entities on the network, while respecting the constraints
of wireless networks, such as the radio interface capacity and
mobile devices, resources that represent the bottleneck of such
networks.

B. Cloud computing

There are a variety of ways that the privacy of data can be
compromised in a cloud service environment [6]. This includes
the following:

1) Sharing of data with an unauthorized party: The Cloud
provider could compromise the confidentiality of the
data by sharing the data that it stores with unautho-
rized parties.

2) Corruption of data stored: The Cloud Computing
providers root access to physical machines allows
them to have access capacity for data modification or
deletion.

3) Malicious Internal Users: The employee of a Cloud
Computing Provider who has root access to these
physical machines, could access the data and use it
for their own advantage.

4) Data Loss or Leakage: When a virtual machine is
used in an infrastructure, it poses a variety of security
issues, which could lead to a compromise of the data.

5) Account or Service Hijacking: If the service is hi-
jacked, or the computer is hacked into by an intruder,
the hacker will have access to data.

Storing the data in the cloud, can increase the privacy
risks for not only the cloud client (simple or organization) but
also for the cloud implementers, the services providers and
the data subject. Privacy Enhancing Technologies (PET) can
be used by the developers of the application to enhance the
individuals privacy in an application development environment.
PET technologies include:

• Privacy management tools that enable inspection of
server-side policies that specify the permissible ac-
cesses to data

• Secure online access mechanisms to enable individuals
to check and update the accuracy of their personal data

• Anonymizer tools, which will help users from reveal-
ing their true identity by not revealing the privately
identifiable information to the cloud service provider.

A state of the art of Privacy solutions in the cloud is given
in [3] and [6].

C. Security Requirements

The main issues that must be addressed in terms of security
are [7]:

1) Authentication mechanisms and credential manage-
ment,

2) Authorization and access control management,
3) Shared data security and integrity,
4) Secure one-to-one and group communication,
5) Heterogeneous security/environment requirements

support,
6) Secure mobility management,
7) Capability to operate in devices with low resources,
8) Automatic configuration and management of these

facilities.
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To guarantee the security of ubiquitous systems and the
cloud, they must meet the following requirements as defined
in [8]:

• Decentralization: Ubiquitous environment is designed
to allow the user and all its resources to be accessible
anywhere and anytime. The mobile user must have
access to his attributes, and prove his identity in
this environment without claiming all the time the
centralized server of his organization. The security
policy implementation should be as decentralized as
possible. A decentralized approach is always desired
whenever dealing with a consequent number of spread
data and clients.

• Interoperability: The heterogeneity is a feature of
ubiquitous applications. The proposed solution in-
volves the implementation of a decentralized system
for collaboration and interaction between heteroge-
neous organizations.

• Traceability and non-repudiation: The design of a
completely secure ubiquitous system is impossible.
But, the implementation of mechanisms to quickly
identify threats or attacks (such as non-repudiation /
tracking) provides an acceptable issue.

• Transparency: Ubiquitous computing aims to simplify
the use of its resources. In ubiquitous applications and
environments, the problems of authentication are more
complex because of the lack of unified authentication
mechanism. Several techniques have been designed to
make user authentication easy and done in a transpar-
ent manner (Single Sign On).

• Flexibility: New authentication techniques have
emerged such as biometrics, Radio frequency iden-
tification (RFID), etc. Thus, a security system for
ubiquitous environment must be able to integrate these
different means of identification and adapt authen-
tication mechanisms to the context of the user, the
capacity and the type of used devices.

• Protection of Privacy: The identity and attributes of a
person are confidential information that is imperative
to protect. To secure these data we must implement
protocols that protect and ensure confidentiality.

III. PRIVACY IN UBIQUITOUS SYSTEMS

The implementation of security solutions in ubiquitous
environments has many constraints, like limited capacity of
batteries, device mobility and limited time response. Imposing
Privacy in the cloud is still a challenge.

Mobile devices and the Internet of Things (IoT) present
some problems such as incorrect location information, privacy
violation, and difficulty of end-user control. A conceptual
model is presented in [9], to satisfy requirements, which
include a privacy-preserving location supporting protocol us-
ing wireless sensor networks for privacy-preserving child-
care and safety, where the end-user has authorized credentials
anonymity.

In [10], the author uses the framework of contextual
integrity related to privacy, developed by Nissenbaum in

2010 [11], as a tool to understand citizen’s response to the
implementation of IoT related technology in a supermarket.
The purpose was to identify and understand specific changes
in information practices brought about by the IoT that may
be perceived as privacy violations. Issues identified included
the mining of medical data, invasive targeted advertising, and
loss of autonomy through marketing profiles or personal affect
monitoring.

Information availability is already evident in the emergence
of social networking and the way people freely give out infor-
mation about themselves and the people they know, providing
avenues for identity theft. Thus, in the advent of ambient
computing environment, user has to trust the system in order
to agree to disclose information about themselves, i.e., adjust
their privacy settings accordingly. However, the trust evaluation
made by a person can be affected and it is not always a rational
thing.

Trust is a concept that may involve and justify the disclo-
sure of personally identifiable sensitive information. Trading
privacy for trust is thus a way for balancing the subjective value
of what is revealed in exchange of what is obtained. A flexible
privacy-preserving mechanism trading privacy for trust-based
and cost-based incentives is given in [12]. In a classical view of
privacy, a user exposes (part of) personal information in order
to be trusted enough to get access to the service of interest.
In other words, privacy disclosure is traded for the amount
of reputation that the user may need to be considered as a
trustworthy partner in some kind of negotiation.

Mobile terminals are usually personal items, so privacy is
to be considered when virtualization in cloud computing is
used and data processed remotely. In [13], a mobile terminal
virtualization framework is proposed to meet issues such as
security, privacy and quality of service by encrypting data
communications by the cloud server usign an asymmetric
cryptography scheme.

The author of [14] presents a study of privacy implications
of location-based information provision and collection on user
awareness and behaviour, in the particular case when using
GeoSNs (Geo-Social Networking applications). The first result
is the extent of potential personal information that is derived
from location information, and the second result is the need
to improve users knowledge, access and visibility of their data
and to be able to control and manage their location data.

Middleware is an essential layer in the architecture of
ubiquitous systems, and recently, more emphasis has been
put on security middleware as an enabling component for
ubiquitous applications. This is due to the high levels of
personal and private data sharing in these systems. In [7], some
representative security middleware approaches are reviewed
and their various properties, characteristics, and challenges are
highlighted.

Privacy by Design concept integrates respect for users
privacy into systems managing user data from the early stage.
Mobile applications do not suit this concept and lack trans-
parency, consent and security. In [15], a new permission model
suitable for mobile applications is given. It is integrated into
mobile operating systems; well designed, it makes a proactive
privacy-respecting tool embedded in the system. The authors
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focus permissions on data and the action that can be carried
out on this data, rather than on the technology used.

A. Literature Review

Several security systems providing protection of sensitive
data have been proposed and we chose to detail some of them:

1) Hybrid Hash-based Authentication (HHA):Dhasarathan
et al. [16] present an intelligent model to protect user’s valuable
personal data based on multi-agents. A hybrid hash-based
authentication technique as an end point lock is proposed. It is
a composite model coupled with an anomaly detection inter-
face algorithm for cloud user’s privacy preserving (intrusion
detection, unexpected activities in normal behavior).

2) Privacy-enhanced Operating Systems (POS):In [17],
the authors focus on information privacy protection in a post-
release phase. Without entirely depending on the information
collector, an information owner is provided with powerful
means to control and audit how his/her released information
will be used, by whom, and when. A set of innovative
owner-controlled privacy protection and violation detection
techniques have been proposed: Self-destroying File, Mutation
Engine System, Automatic Receipt Collection, and Honey
Token-based Privacy Violation Detection. A next generation
privacy-enhanced operating system, which supports the pro-
posed mechanisms, is introduced. Such a privacy-enhanced
operating system stands for a technical breakthrough, which
offers new features to existing operating systems.

3) Private Information Retrieval (PIR):This protocol al-
lows users to learn data items stored on a server, which is not
fully trusted, without disclosing to the server the particular data
element retrieved. In [18], the author investigates the amount
of data disclosed by the the most prominent PIR protocols
during a single run. From this investigation, mechanisms that
limit the PIR disclosure to a single data item are devised.

4) Private Set Intersection (PSI):Efficiency and scalability
become critical criteria for privacy preserving protocols in
the age of Big Data. In [19], a new Private Set Intersection
protocol, based on a novel approach called oblivious Bloom
intersection is presented. The PSI problem consists of two
parties, a client and a server, which want to jointly compute
the intersection of their private input sets in a manner that at
the end the client learns the intersection and the server learns
nothing. The proposed protocol uses a two-party computation
approach, which makes use of a new variant of Bloom filters
called by the author Garbled Bloom filters, and the new
approach is referred to as Oblivious Bloom Intersection.

5) Differential Privacy: Releasing sensitive data while pre-
serving privacy is a problem that has attracted considerable
attention in recent years. One existing solution for addressing
the problem is differential privacy, which requires that the data
released reveals little information about whether any particular
individual is present or absent from the data. To fulfill such
a requirement, a typical approach adopted by the existing
solutions is to publish a noisy version of the data instead of
the original one. The author of [20] considers a fundamental
problem that is frequently encountered in differentially private
data publishing: Given a setD of tuples defined over a domain
Ω, the aim is to decomposeΩ into a setS of sub-domains and

publish a noisy count of the tuples contained in each sub-
domain, such thatS and the noisy counts approximate the
tuple distribution inD as accurately as possible. To remedy the
deficiency of existing solutions, the author presents PrivTree,
a histogram construction algorithm that adopts hierarchical
decomposition but completely eliminates the dependency on
a predefined limith on the recursion depth in the splitting of
Ω.

6) Paillier scheme: Nowadays, biometric data are more
and more used within authentication processes. Such data
are usually stored in databases and underlie inherent privacy
concerns. Therefore, special attention should be paid to their
handling. The most currently available biometric systems lack
sufficient privacy protection. The authors of [21] propose a
privacy preserving similarity verification system based on the
Paillier scheme. This scheme, being an asymmetric as well as
additive homomorphic cryptography approach, enables signal
processing in the encrypted domain operations. They also
introduce a padding approach to increase entropy for better
filling the co-domain, combine the benefits of signal processing
in the encrypted domain with the advantages of salting. The
concept of verification of encrypted biometric data comes
at the cost of increased computational effort. The proposed
scheme in [21] lowers the error rates and reduces the amount
of data disclosed in an authentication attempt using a privacy-
preserving biometric authentication scheme.

7) Pseudonymization:Pseudonymization as a data privacy
concept is not new and in general it is about who creates the
pseudonyms, who has access to them and who has access to
data. In [22], the author presents a unified view on pseudonyms
and an in-house pseudonymization solution. A pseudonym
is a local identifier with no relation with the demographics
of a person. Persistent identifiers are introduced to maintain
the updates and internal matching considerations. Then an
algorithm, to create a pseudonym from a person identifiers,
is given, with a national pseudonymization service to resist
update problems and wrong matching decisions.

8) Chaavi: A privacy preserving architecture as a solution
for webmail systems is given in [6], in which users can
retain their mail in the servers of their service providers in
a cloud, without compromising functionality (searchability of
mails) or privacy. The authors proposedChaavi, a webmail
infrastructure, based on the public/private key model, to en-
crypt email with a custom implementation of encrypted indices
for keyword searches, using the servers infrastructure. Chaavi
consists of the following components:

• A browser: The browser is responsible for rendering
the pages created by the web application.

• Browser extensions: They are used to encrypt the
secure message sent to the server, to decrypt the
messages that are sent from the server and, addition-
ally, they have key generation and key management
functionality.

• A Web application: The webmail application provides
graphical user interfaces for the users to read, send
and search messages.

• A data base: This database is looked up when the user
performs a keyword search.
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Figure 2: Sending and Searching for a Message in Chaavi [6].

• A mail server: The mail server sends and receives
email communicated to it through the Internet.

Figure 1 gives the overall architecture of the system.

When a user sends a message from the web application
(Figure 2), the Encryption module encrypts the message and
extracts and encrypts the keywords. The web application
sends the encrypted message and keywords to the web server.
On receiving the encrypted message and the keywords, at
the server-side, the application saves the encrypted message
alongside with the encrypted keywords in a database for future
retrieval. The application then transfers the mail to the Mail
Server (SMTP server) to be be delivered to recipient.

9) TREMA: Trust of a peer is based on its prior transac-
tions with other peers. The main challenge is how to collect
and distribute reputation scores of peers efficiently. TREMA
[23] is a tree-based reputation management solution where
nodes are organized at different positions in a tree, based on
their reputation, with peers of higher reputation at higher lev-
els. A peer always trusts his ancestors while he is answerable
for his descendants. When two peers execute a transaction, a
trust route is formed between them. If the transaction succeeds
a reward is given to all nodes in the route, but if the transaction
fails all the nodes in the route are penalized. If a child becomes
trustee than his parent, a swap of their positions is done.
One inconvenient in using a tree structure is the possibility to
obtain a weakly connected tree, which may cause a partition.
the authors proposed adding extra-links. The implementation
proposed is based on the following APIs:

• NodeFind: finding and connecting a new node to an
existing one in the system.

• NodeJoin: a new node that wishes to join the network,
NodeFind must be executed first then a message
”JOIN” is sent to the contact node. If the contact node
is not the correct one, it forwards the message to the
nodes in its subtree. This opertaion may takeO(logn)
steps.

• NodeLeave: If a node wishes to leave the network,
then the system will establish new tree links and close
old ones.

• NodeFailureDiscovery: In case a node discovers one
of its neighbors is not responding, then the node will
be considered as a ”leave node” and NodeLeave will
be called.

10)iPrivacy: Users wish to preserve full control over their
sensitive data and cannot accept that is accessible by the
service provider. Previous research was made on techniques to
protect data stored on un-trusted servers. An approach where
confidential data is stored in a highly distributed data base,
partly located on the cloud and partly on the clients, is given
in [24]. To ensure data protection three major techniques on
managing sensitive data exist:

• Data encryption

• Data fragmentation and encryption

• Data fragmentation with owner involvement.

These approaches suppose that the data is stored uniquely
on cloud servers. The author of [24], proposes that the user
gets a copy of data and a local agent maintains authorized data
replicated and accessed by other authorized users in the cloud.
The solution consists of two parts: a trusted client and a remote
untrusted synchronizer (see Figure 3). The client maintains
local data storage where:

• The files that she owns are (or at least can be) stored
as plain-text;

• The others, instead, are encrypted each with a different
key.

The Synchronizer stores the keys to decrypt the shared
dossiers owned by the local client and the modified dossiers to
synchronize. When another client needs to decrypt a dossier,
she connects to the Synchronizer and obtains the corresponding
decryption key. The data and the keys are stored in two
separate entities, none of which can access information without
the collaboration of the other part.

B. Synthesis

The different approaches have been evaluated based on the
requirements of ubiquitous computing security (see Table I
whereX stands for requirement guaranteed by the method, X
otherwise, and− means that the requirement is not relevant).

• Hybrid Hash-based Authentication: The solution is
based on multi-agents in cloud environment so de-
centralization and interoperability is evident. Trans-
parency and Flexibility are not guaranteed because

105

International Journal on Advances in Security, vol 10 no 1 & 2, year 2017, http://www.iariajournals.org/security/

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



TABLE I: COMPARISON BETWEEN EXISTINGPRIVACY SOLUTIONS.

Decentralization Inter-operability Traceability Autonomy Flexibility Privacy
HAA X X – X X X
POS X – X X X X
PIR – – – X X X
PSI X X – X X X

Differential Privacy X – – – X X
Pallier Scheme X X X X X X

Pseudonymisation X X X X X X
Chaavi X X X X X X

TREMA X X X X X X
iPrivacy X X X X X X

"local": 
owner

"local":
receiver

"remote":
synchronizer

"artifact"
encrypted files

"artifact"
encrypted files

"artifact"
Synchro data

"artifact"
Decrypting keys

Figure 3: Proposed data management in iPrivacy [24].

the solution is an end-point solution and computations
are needed. So we considered that privacy is not
guaranteed because intrusion is always possible.

• Privacy-enhanced Operating Systems: The proposed
Operating System offers decentralization and inter-
operability because it is an OS. But no autonomy
or flexibility is offered because the user executes
the privacy protection mechanisms. We deduce that
privacy is not guaranteed because it is a post-release
solution.

• Private Information Retrieval: In this case we cannot
talk about interoperability, traceability, or decentral-
ization. But the protocol is not transparent or flexible
because the client system takes part in the compu-
tations but in the same time this guarantees privacy,
because only one item is treated in PIR.

• Private Set Intersection: The protocol treats the case
of big data (cloud) so many servers are considered
(decentralization and interoperability). Like for PIR
protocol, the client takes part in the computations, so
it is not transparent or flexible. Privacy is supposed
guaranteed.

• Differential Privacy: It deals with data decomposition

so decentralization is possible, but the proposed sys-
tem is not a protocol so interoperability, traceability,
or autonomy cannot be evaluated. Because the compu-
tations are complex, flexibility is not considered, but
this guarantees privacy.

• Pallier scheme: Dealing with biometric authentication
mechanism means centralization and homogeneity.
The proposed solution is complex, which makes it not
flexible but privacy is assured.

• Pseudonymization: Multiple virtual identities means
a decentralized supposed inter-operable system. The
pseudos are generated by the client application, which
makes it not autonomous and non flexible. Traceability
is a requirement, for matching considerations, but this
also makes privacy not guaranteed.

• Chaavi: It consists of a homogeneous webmail in-
frastructure with a centralized mail server. The con-
tribution is in the encryption module added to the
client browser, which makes it non flexible. Of course,
traceability is guaranteed, but not privacy because it
is based on a simple messages encryption approach.

• TREMA: The solution is proposed for a Peer to
Peer (P2P) system organized as a tree, this implies
decentralization and inter-operability. It is based on
trust relation between the nodes, so traceability is also
supposed. But the trust management and the possible
change of position in the tree, makes it not flexible
and lacks autonomy. We supposed that privacy is not
guaranteed because it is a trade-off between trust and
privacy.

• iPrivacy: The system supposes a highly distributed
database, which means decentralization but no inter-
operability. This database is partly located on the cloud
and partly on the client, which means no flexibility and
no autonomy. Privacy and traceability are of course
guaranteed because of the structure of a database.

IV. PROPOSITION OF A NEWMANAGEMENT SYSTEM OF
PRIVATE DATA

A. Problem Positioning

The development of Web services, the vast heterogeneity
of the connection techniques and conditions of communication
(including bandwidth), the proliferation of mobile devices,
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and the heterogeneity of protocols and their deployment in
mobile and ubiquitous computing increase significantly the
risks related to the protection of user’s privacy. Implemented
security policies impose protocols that enable the conservation
and management of personal data, and limit their transmissions
from mobile devices as well as their movement within the
network. This is a good approach to avoid some attacks like
sniffing.

The security solutions presented previously are typically
based on backing up data on a single server. The private
data of the user are stored on a single server, the invocation
(request) to a secure service by a user, will acquire its data
from the server after an authentication procedure. However,
these solutions suffer from two deficiencies: the first is the
inability to access the data without a reliable connection,
secure, permanent and fast server, a set of conditions difficult
to meet in any environment. The second is the centralization
of data on a single server, which represents a vulnerability
because if the server is compromised the entire system will
be.

As part of our project, we will mainly deal with the
following two issues:

• How to protect private data of the mobile user in a
transparent way, easily and without being intrusive?

• How to decentralize the data and the user’s personal
information in a fast and secure manner?

B. The Proposed Architecture

To satisfy ubiquitous environmental security requirements
such as decentralization, flexibility and protection of private
data, we opted for a hierarchical architecture. The principle
of this solution is the distribution of the user data on a set of
servers so that each of them contains only the information
needed for user authentication, and the servers (nodes) are
distributed randomly over a virtual structure. This data is
scattered in the system as follows:

• Personal data is not on a single server, but on multiple
different servers.

• No server owns the totality of a particular client
personal data.

The entities involved in this architecture are as follows:

• The user: a human being (client), who is the consumer
of the service.

• Generator of identifier (GenID): a node that is respon-
sible for generating a unique identifier for users during
their registration in the system.

• Domains: A domain represents a business, a service
provider (music, videos, bank, etc.).

The architecture is based on the following hypothesis:

• The architecture is ephemeral and only the request
message and the transmission of personal information
uses the links.

• No node knows the entire structure.

• A node knows only its successors and its predecessor.

• A pre-authentication of the domains of the environ-
ment is performed using a third party authentication.

• Each user has at least one certificate (issued by his
domain of affiliation) and can acquire others in other
domains.

Each user has a universal identifier, distributed among all
domains at its first registration in the system, which allows
gathering its data. Some user data can be replicated on some
servers, but each of them stores the personal information
necessary to it and the additional information obtained from
other nodes are deleted.

C. Illustrative Example

Suppose Alice has an identity certificate containing her
name, photograph, date of birth, address, Social Security
number, fingerprint, account number, her public key and her
profession.

Alice’s complete
identity certificate →





Alice
Professor
Birth date
Security ID
Photo
Fingerprint
Public key
Address
Bank account ID

If she wants to rent a car, Alice must present a document
(certificate) confirming the user name and some personal
information such as her photo and address. However, the same
document may contain other information that Alice does not
wish to divulge, such as age or job.

Car rental→





Alice
Professor
Birth date
Security ID
Photo
Fingerprint
Public key
Address
Bank account ID

This case is not unique. During a consultation with a
doctor, Alice must be able to present a document showing
only the name, date of birth and social security number. This
illustrates the need for mechanisms for the decentralization of
personal information in order to protect the private data of
users.

Doctor→





Alice
Birth date
Security ID
Photo
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Bank→





Alice
Professor
Fingerprint
Bank account ID

D. The Broadcast Distributed Privacy Protection System Ar-
chitecture

To achieve decentralization of private data, we proposed
a distributed architecture named Broadcast distributed privacy
protection system (BDPPS) based on the decentralization of
private data, so a hierarchical architecture is needed. To reflect
structural relationships and hierarchies, we used a binary tree.
The advantages of binary trees are well known: flexibility, easy
construction and management (searching, insertion), etc.

Fragmentation and distribution of sensitive data has always
been the best solution to protect these data (with encryption) in
any domain. In [25], a multi-dimensional binary search tree is
adopted to adapt geometrical constraints, thus reducing amount
of computations in trying to improve the data-mining k-means
algorithm for cluster analysis. A binary partition tree is used in
[26] as a region-based to process multi-dimensional Synthetic
Aperture Radar (SAR) data. In [27], an m-branch tree (m >
3) is preferred than binary or ternary trees, to implement a
scalable authenticated dynamic group key exchange protocol.

The basics of this architecture are as follows:

• Private user data is distributed on a set of servers so
that each one contains only the information necessary
for its operation.

• The domains are distributed over the nodes of the tree
in a random manner.

• If a domain needs the private data of a user who
depends on another domain, a search request will be
broadcasted on all system nodes.

• Upon receipt of the response, there is a deadline for
the additional data to be deleted.

The major drawback of this architecture is the large number
of requests sent through the tree when searching private
information. To remedy this problem we decided to improve
this proposal, based on how to divide the domains in the
system.

V. I MPROVED SOLUTION

To minimize the number of messages circulating in the tree
and increase the quality of service, we proposed an improved
architecture named Tree Based distributed privacy protection
system (TBDPPS). The idea is to increase the probability of
finding the sought data by ”parallel” depth-first traversal of
the tree, and to arrange these data in a complementary manner
between two close nodes (servers).

The organization of services is done in a manner allowing
the users data to be structured in a complementary and easy
way. The sent request follows a tree structure in depth in order
to increase the probability of finding the searched data. If a

GenID

Internet
Provider

TV
Provider

Bank

Car
rental

Doctor

Pharmacy

Figure 4: The tree broadcast distributed privacy protection
system principle.

server needs more information, instead of asking the user, it
retrieves them from the nearest server in the tree. Each node
server is supposed to receive a request from a parent node or
a child node for some specific information that it has but they
do not.

For example, a service that has an activity like downloading
videos, music, etc., it would be better to have the bank node
as a closest neighbour, in order to complete the transaction
process as quickly as possible (Figure 4).

This distribution of domains offers various advantages:

• Message number Reduction flowing in the tree.

• Increase in the quality of service.

• Simplicity and ease of personal data management.

A. Example

Following the previous example, by using her PDA, Alice
was authenticated with a car rental service to rent a car.
According to the proposed architecture, it is the car rental
server that will retrieve data about the payment (account
Identifier).

The server prepares a query that contains the necessary
parameters such as domain code, the user ID and the needed
data (Bank account ID), and then sends them to his child nodes
on the tree. The latter seeks the ID of the user and the account
number, if they have the desired data they send the response
request containing the necessary information, if not they send
the request to their child nodes and so on. If no child node
exist then the request is sent to its parent node. The car rental
service node and the bank node belong to the same subtree,
as shown in Figure 4.

B. Decentralized system structure

The system consists of a set of nodes, which are distributed
in a decentralized manner; each node in the system does
not have a global knowledge about other nodes except direct
neighbours. A tree structure is good for storing and retrieving
data.

Definition 1: The decentralized system can be formalized
asT = {N,L}, such thatN = {n1, n2, ..nm} represents the
list of nodes in the network,ni represents theith node in
the system andm is the total number of nodes, andL =
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{ni, nj}, (1 ≤ i ≤ m and1 ≤ j ≤ m wherei 6= j) is a set of
links between different nodes in the system.

Definition 2: Each nodeni in the setN can be formalized
as a tuple of{Si, Lni, Rni} where:

• Si is the list of services in the ith node

• Lni is the node connected toni on the left

• Rni is the node connected toni on the right.

Remark:The GenID node (root) is a particular node and
maintains another parameterDs, a set of all nodes data
descriptionsDsi, which contains the data categories of each
node.

The following definition sets the parameters needed to
construct the virtual tree based on the user’s personal data
placed on each node and their level of importance.

Definition3: Di = {d1, d2, ...dk} is a list of user’s infor-
mation affiliated to ith node, for each data, a sensitivity level
si is associated.

C. Community construction

Each node that is part of the system is considered as an
entry point. Each nodeni is connected, at least, to one node
nj that is already present in the system. The establishment of
connection between bothni andnj is based on the intersection
of the sets of sensitive data (same level) needed by both nodes.

The GenID node is created first with the implementation for
the system, then each new domain is added to the tree through
the root at the request of the service. Joining or leaving the
tree will be done by executing the following APIs:

-FindPosition: Finding a node to connect a new one. The
best node position will depend on the number of common
sensitive items needed by the new node with the existing node.
For example, node Pharmacy have much more common items
with node Doctor rather than Bank node. Let a new node has
Dsnew as a data description set of its sensitive data, then the
best node to which to connect the new node is the nodeni

with Dsi such thatDsi

⋂
Dsnew is the largest andLni or

Rni is null. If many nodes satisfy this equation then the node,
which will generate a less set of transformations of the tree,
will be chosen.

-JoinTree: When a new node wants to join the system, a
request is sent to GenID (root), which will execute FindNode
to find the best position, then the joining operation is executed
(updating tree links).

-LeaveTree: When a node wants to leave the system,
a request is sent to the root, and the leaving operation is
executed. A node leaves the system if the business or service
associated to the domain/node exits no more for example. This
operation is critical because some needed data items shared
with other nodes may disappear.

- NodeFailure: When a node detects a failed node (non-
responding) it sends a request to the GenID node, which will
execute the leaving process.

If the tree is skewed and unbalanced the search cost may
increase. In a weakly connected tree structure partitions may

appear, so extra-links, with non-affected nodes, may be added
to reserve places for eventual servers joining the tree.

D. Algorithms

In the following section, the different algorithms executed
by the tree’s nodes when receiving user’s requests are de-
scribed and they use the following defined variables:

codD: The domain code, which sends the research request.

reqID : Request identifier.

userID : User identifier.

privateData : The set of private data belonging to a
domain.

Ldata : The set of needed data to satisfy the user’s
request.

data : The set of data conveyed by requests/responses.

found : A Boolean variable (initiallyFALSE).

1) User registration: When a user submits a registration
request to a domain in the system for the first time, this domain
sends a request to the GenID node. This node first verifies the
validity of the request (a real new user), if it is valid it generates
a unique identifier (a numeric or alphanumeric string), then
broadcasts it on the tree. The registration of the new user on the
requested service domain will concern only the partial needed
private data. If the user is known to GenID but not to the
domain, thus a new domain, then it will be registered in this
domain with the partially needed private data.

The algorithm implemented on the GenID node is given in
Algorithm 1.

Algorithm 1 User registration
Require: Request by a new user
Ensure: User identifieruserID .

1: if new userthen
2: if current node code = GenID codethen
3: generate auserID to user
4: end if
5: saveuserID
6: send (codD, reqID , userID ) to child nodes.
7: else
8: register user to domain
9: end if

A user request for a service in a domain will, eventually,
lead to its registration in other domains (if not already done),
if the fulfillment of the service requires other data associated
to these other domains.

2) Service request:When a user requests a service to a
domain the latter searches its database to retrieve the user’s
private data. If there is a lack of information necessary for a
proper operation of the service, the server propagates a request
containing some parameters in its sub-tree to find the missing
data simultaneously through both right and left child nodes.
If the answer obtained from its sub-tree is negative then the
request will be sent to the parent node.
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The search stops when the initiator domain has recovered
all the necessary data, or has received the request sent by a
node (child for the root node or parent for other domain) and
the variable found is false. The main steps are as follows:

Step1: The user submits a service request to a domain as
given in Algorithm 2.

Algorithm 2 Service request Algorithm
Require: Request by a user affiliated to domain(Ldata)
Ensure: Satisfaction of a service

1: if Ldata ⊂ privateData then
2: service satisfied
3: else
4: send (codD, reqID , userID , Ldata , found ) to

child nodes
5: end if

Step2: The receipt of the request by another domain: Upon
receipt of this request, the domain checks if the user ID and
data exists, if yes it will formulate a response containing the
found data (private data’ is a part ofprivate data )
and sends to the issuer (codD of the request), otherwise it
sends the request to his child nodes, if they exist, or to its
parent node. The result is given in Algorithm 3.

Algorithm 3 Request reception Algorithm
Require: Request(codD, reqID , userID , data , found )
Ensure: Collect missing private data

1: if (userID ∈ domain) && (data ⊂ privateData )
then

2: found ← TRUE
3: data ←privateData’
4: send (codD, reqID , userID , data , found ) to

codD node
5: else
6: if ∃ child nodesthen
7: send (codD, reqID , userID , data , found ) to

child node
8: else
9: send (codD, reqID , userID , data , found ) to

parent node
10: end if
11: end if

The statementdata ←privateData’ concerns only the
wanted data from the setprivateData .

Step3: The receipt of the request by the issuer: Upon receipt
of the request, the issuer verifies the boolean variablefound
if it is true. Then it compares the data received with the data
sought and if all the data are found then the service is executed,
otherwise the issuer will make another request by omitting
all the found data and sending it to another child if it exists
or to the parent to explore another sub-tree. The service is
unsatisfied when the issuer receives the request by one of its
neighbors (child for the root and parent for other nodes) and
the variablefound is FALSE. The term ”card ” stands for
the cardinal of a set. Algorithm 4 illustrates this step.

The statementdata ← Ldata -data concerns the case
whendata contains more than one item, so the found items

Algorithm 4 Issuer request reception Algorithm
Require: Request(codD, reqID , userID , data , found )
Ensure: Satisfaction of a service.

1: if found =TRUEthen
2: if card (Ldata ) = card (data ) then
3: Service satisfied
4: else
5: data ← Ldata -data
6: send (codD, reqID , userID , data , found ) to

child node
7: end if
8: else
9: if parent node not visitedthen

10: send (codD, reqID , userID , data , found ) to
parent node

11: else
12: Service not satisfied
13: end if
14: end if

are retrieved from the setdata to continue the search for the
rest of items.

If a service is satisfied theLdata is deleted after a fixed
delay, which is the time needed for the service to be satisfied.
Each transmitted sensitive datadi will be accompanied with a
time to live (TTL) depending on its sensitivity levelsi.

If all the links of the tree exist, then all the needed data
exist on the tree and it will be found. In this case, the searching
time will be, at maximum, the time of parallel browsing of the
tree (height size).

A service cannot be satisfied if the needed data is not found,
and this is possible only if the concerned server node (which
has the data) or the links are down. In this case, a request is
repeated after a random delay.

VI. VALIDATION

We have proposed a solution that solves the problem of
data privacy for mobile users. Our proposal is to define a new
architecture that takes into account the separation of different
domains in the system and corresponds to a tree. The user’s
personal data are distributed across a set of servers so that none
will ever have all the user’s private data except those required
for its operation.

A. Simulation results

Figures 5 and 6 show the results of a small simulation
(using Matlab) of the time response and the number of visited
nodes of the proposed method depending on the size of tree
and the number of missing items in the data. The time response
depends on the number of visited nodes, which depends on the
tree height (log(m)) and, even if the number of missing items
increases, the parallel parsing of the tree is done at maximum
once.

B. Synthesis

The proposed method is also evaluated based on the
requirements of ubiquitous computing security as defined in
Section II.C:
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• Decentralization: In the proposed system, the different
domains making up the ubiquitous environment do not
share user’s private data. Each domain maintains a
subset of the user’s necessary data.

• Interoperability: The collaboration between the nodes
of the system is done to allow a collection of different
private data that a domain needs. Each system node
can communicate with other remote nodes across his
neighbors, by sending the different requests.

• Transparency: The TBDPPS system reduces the inter-
action of the user during the authentication process
and service request. Indeed, a user authenticates first
to a service then can acquire other services in an easy
and intuitive way, because it is the first server that will
retrieve the rest of the user’s private data.

• Traceability: Transactions in our system are made
via certificates that guarantee non-repudiation of users
(certificates owners) in order to identify any performed
transactions.

• Flexibility: The system TBDPPS offers the user the
possibility to be authenticated regardless of the ca-
pacity of the use device and the different identification

methods.

• Privacy protection: Taking into account the separation
of the different data on separate domains of the sys-
tem, so that an intruder cannot have the totality of the
user’s private information, thus protecting these data
against unwanted disclosure, the proposed architecture
allows the protection of users private data and over-
comes the problems of their storage on a vulnerable
single server.

• Data distribution: The propositions given in [19] and
[20] deal with distributed private data but the client
is an actor, so transparency is not verified. For the
latter, it even preconizes a tree architecture but noisy
information are included. In our proposition only the
private data is distributed, which means less data
transmission.

• Autonomy: The proposed system operates without the
client intervention. So a hacker cannot get a user’s
private data. Attacks like sniffing cannot succeed be-
cause only some of private data is circulating on the
network. Finally, the only dangerous attack is a non-
trusted or corrupted server (node), but we supposed
that all the domains are authenticated using a trusted
third-party protocol.

• Number of messages: Only one type of message will
be used. A request is used to collect the missing
private data, and the same request is used to send the
response to the request issuer.

• Algorithmic complexity: the complexity of the pro-
posed method is given depending on the type of trees
(from the best to the worst), and on each situation.

Type of binary tree Complexity
Complete tree O(log m)

Full tree O(log m)
One-branch tree O(m)

Situation Complexity
Registration O(log m)
Full private data present O(1)
One missing item O(2 ∗ log m)
More than one missing O(2 ∗ log m)

The variablem is the number of domains/nodes in the
system/tree.

C. Threat analysis

Threat analysis is an important part in security engineering
and it forms the basis for the security design of a system. In
our threat analysis, we consider following information items to
be of special sensitivity: user identity, user contact information,
and user bank information.

The main goal for attacks, which we assume in our analy-
sis, is to obtain private information about the user. The threats
are considered to be related to illegal combining of user records
in different parts of the system, or to the threats introduced by
direct external eavesdropping and active intrusion into system
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components. The attack tree used in our analysis is shown in
Figure 7 [28].

The solutions to the different attacks are present in the
proposed distributed solution.

• In some cases the IP address may be linkable to a
specific device. The private data (not all) is transmitted
from the user to a server only once during registration.
Then the other transmissions are done between trusted
encrypted communicating servers. That’s why the sec-
ond attack ”Joining common keys” is also not present.
A commonly used method to protect against the threat
”user IP tracking” is the use of an anonymities proxy
if needed.

• Distributing the user information in the system de-
creases the impact and the risk of the threat ”combin-
ing user’s records”. The distribution may decrease the
client privacy concerns, as no one in the system has
information about users files, real identity and credit
card information.

• As all communications between the user’s device and
the system and between the different servers of the
system are supposed protected using encryption for
example, then the probability of successful eavesdrop-
ping attacks is very low. The eavesdropping will not
impact user’s privacy perceptions so much, that it
would have a negative impact on the adoption of the
proposed solution.

• To avoid intrusion, each user is identified once and
affiliated to the first domain (service) requested. This
operation is supposed associated with guarantees as
for a classical registry in a bank for example. So
any intruder will be at least detected by the supposed
affiliated domain.

VII. C ONCLUSION

Ubiquitous environment allows performing the appropriate
actions to the user while adapting to environmental conditions,
preferences and user profile. Building such an environment is

very difficult, given the user’s everyday environments com-
posed of heterogeneous devices, leading to a dynamic system.

The proposed solution considers a distribution of user’s
personal data on a set of servers (domains/nodes) linked in a
binary tree-based virtual architecture. Examples of such tree
are given, and algorithms implementing the registration of a
new user and the propagation of a request and its response are
proposed.

The proposed method overcomes the aforementioned defi-
ciency, and takes into account decentralization and the method
of domain dissociation to make communication easy and
flexible. The number of domains is limited so the tree size
is limited and, since it is a binary tree, its construction will
be easier. The proposed approach is applicable to ubiquitous
systems, but also to cloud computing. Indeed, the different
cloud service providers are the domains/nodes of the tree and
a user is the cloud service consumer. The communications
between the servers are supposed encrypted.

Solutions for the recognized privacy threats leads to some
complex security implementations, and a tradeoff between the
two is advised, because if users find the system too complex
to use, they might find it hard to trust and not adopting
it. Distributed solution may require more privacy statements,
service agreements, and other legal documents. Searching
separated data means more complicated data storage system
and data structures in the research analysis.

A dynamic construction of the virtual tree is preconized.
Only the one-to-one links of the tree are to be built by
identifying the parent-child link. This may be done at the first
user’s request by the Generator of identifiers node. To achieve
this a method for domains dissociation in the system based on
private data located in each node is proposed. The established
communications at the request will be deleted after to obtain
a virtual or ephemeral tree.

As future work, it would be interesting to consider a virtual
identifier to guarantee confidentiality. Hiding user’s identity,
by protecting his personally identified information (PII) thus
assuring confidentiality, is the first step to guarantee privacy.
This approach is our current research work.
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Abstract—Critical infrastructures encompass various sectors,
such as energy resources and manufacturing, which tend to be
dispersed over large geographic areas. With recent technological
advancements over the last decade, they have developed to
be dependent on Information and Communication Technology
(ICT); where control systems and the use of sensor equipment
facilitate operation. However, the persistently evolving global
state of ICT has resulted in the emergence of sophisticated
cyber-threats. As dependence upon critical infrastructure systems
continues to increase, so too does the urgency with which these
systems need to be adequately protected. Modelling and testbed
development are now crucial for the study and analysis of security
within critical infrastructures; particularly as testing within a
live system can have far-reaching impacts, including potential
loss of life. Existing testbed approaches are not replicable or
involve the use of simulation, which impacts upon the realism
of the datasets constructed. As such, the research presented
in this paper discusses the novel development of a replicable
and affordable critical infrastructure testbed for cyber-security
training and research. The testbed can be used to anticipate
cyber-security incidents and assist in the development of new
and innovative cyber-security methods. The access to real-world
data for training, research and testing new design methodologies
is a challenge for security researchers; as such, the aim of this
project is to provide an original methodology for the construction
of accessible data for cyber-security research. The testbed data is
evaluated through a comparison with a simulation comprised of
the same components. By using neural network algorithms, it is
demonstrated that physical generate datasets are more suitable
for cyber-security experimentation.

Keywords–critical infrastructure; cyber-security; modelling;
testbed; data analysis; teaching.

I. INTRODUCTION

Critical infrastructures are comprised of a network of inter-
dependent man-made systems [1]. They interoperate to provide
a continuous flow of services, which are essential for economic
development and social well-being. Food and water distribu-
tion, energy supply, finance, military defence, manufacturing,
transport, governmental services and healthcare are all notable
examples of services provided by critical infrastructures [2].
One of their key defining factors is society’s dependence
on their amenities and the potential loss encountered if a
successful physical or cyber-attack takes place. For example,
Reichenbach et al. detail that public life within Germany
would reach civil war levels if power supply breaks down
[3]; optimistic worst-case scenarios had this occurring within a

10-day period. This illustrates the emphasis placed on critical
infrastructure safeguarding practices.

All critical infrastructure areas are becoming substantial In-
formation and Communication Technology (ICT) users; mak-
ing use of automation to facilitate production and expand their
services. ICT has also increased in areas such as agriculture
and water [4], where control systems and the use of sensor
equipment increases the efficiency of production to satisfy
growing demands. For example, the use of robotics in farming
to assist with labour-intensive work is revolutionising the
way in which crops are grown and maintained [4]. However,
the challenge of low-power operation, means that almost no
update, encryption or debugging capabilities are possible for
the sensors in place.

Infrastructure interdependencies have developed as ICT
usage has increased. Many companies accept that IC sys-
tems’ communication is not encrypted and try to hide them
within internal networks. Many network protocols have now
been replaced by normal TCP and HTTP. The challenge
is, many systems that were not accessible before, are now
within the public internet. In addition, a critical failure in
one infrastructure can directly lead to disruptions in others,
exacerbating the risks being faced. This increase in digitisation
and interconnectivity has also meant that such failures could
be deliberately implemented from a remote location by means
of a cyber-attack. Furthermore, the increasing complexity of
cyber-attacks and the open source availability of attack-toolkits
mean that effective security within critical infrastructures is a
challenging task.

Developing future cyber-attack countermeasures requires
real-world critical infrastructure data, which can be problem-
atic. Real-world data is sensitive and often classified, thus
companies are unwilling to part with it, even to aid researchers
and students investigating cyber-security methods that may
help safeguard their systems in the future.

The novel Micro-CI project, featured in this paper, aims to
address the lack of access to experimental data and the hands-
on experience needed to properly understand the challenges
involved in an era of growing digital threats. This is achieved
through the design and construction of a replicable critical
infrastructure testbed for cyber-security training and research.

As such, the intended output of the project is to construct
a bespoke ’bench-top’ testbed for data generation; consisting
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of a model infrastructure system. The testbed is used for
cyber-security research purposes and testing new experimental
methods for enhancing the level of security in cyber-critical
systems. The testbed consists of a hackable water distribution
plant with control system and realistic infrastructure data
output. This results in the creation of a safe and interactive
environment, in which, theoretical cyber-security systems can
be tested.

Software-based simulation data is often used to test theoret-
ical cyber-security systems; however, data constructed through
emulators is inherently lacking in realism and a hands-on
learning experience is missed. A simulation is a representation
of a mental model. This is an issue, as a tester would
test the correctness of the mental model and not the real
world application, which would have a negative impact. In
addition, environmental concerns (e.g. temperature) might be
a significant consideration during a test; typically, this is
not a consideration during simulation design. Also, from an
educational perspective, there are multiple modes of learning
(e.g., aural, visual,) and there is a category of students that
need physical hands-on experience to understand a concept.

For that reason, in this paper, the architecture for the
Micro-CI testbed, which replicates a water distribution plant, is
outlined. Similarly, both the physical design and construction
of the testbed is detailed. The Micro-CI testbed forms the basis
of the novel contribution made by this paper. A case study
and evaluation, in which cyber-attacks are launched against the
water distribution plant, is also presented. For this, both the
Micro-CI testbed and industry-leading critical infrastructure
simulation software are used to generate results, and compare
the datasets produced. This then enables the assessment of the
suitability of the data produced by the testbed for future cyber-
security research and experimentation.

The remainder of this paper is organised as follows. Section
II presents a background discussion on testbed and critical
infrastructure modelling. Cyber-security and cyber-threats are
also highlighted. Section III presents the novel methodology
used to construct the Micro-CI testbed, the software simulation
control model and an example of the data constructed from the
testbed and the simulation. Section IV focuses on a case study
of the impact of an attack on both the simulated and physical
infrastructures. The application offered in Section IV is an
example to demonstrate the effectiveness of the methodology
highlighted in Section III. Section V presents a discussion of
the experiment and case study results. Finally, the paper is
concluded in Section VI and future work is highlighted.

II. BACKGROUND

Having a well-established critical infrastructure network
is often considered a sign of civilised life. Nations can be
mediated by the strength of their infrastructure network and
the services provided to their citizens. Dependence on these
infrastructures is also one of society’s greatest weaknesses.
A disruption to a single critical infrastructure can result in
debilitating consequences on the population, economy and
government. Operating as part of a distributed system, failures
within critical infrastructures have the potential to cascade
rapidly.

A. The Cyber-Threats
As dependence on these critical infrastructures increases,

it is important that the ability to avoid disasters is enhanced.
However, cyber-crime is becoming an increasingly concerning
problem, especially with the abundance of freely available
hacking toolkits. The effects of a cyber-attack can have far-
reaching consequences including the availability of other de-
pendent critical infrastructure services and the economy.

Most cyber-attacks are financially motivated, whether this
is from offering the attack as a paid-for service, through sell-
ing stolen information, exploiting information captured from
spear-phishing attacks or from ransom or extortion tactics.
Understanding the strategies employed by cyber-attackers is
crucial to counteracting the threat posed. Typically, attack-
ers’ strategies can be categorised into three different types,
Reckless, Random and Opportunistic [5]. A Reckless attacker
performs attacks whenever there is an opportunity to inflict
maximum disruption to the services provided. A Random
attacker strikes arbitrarily, to avoid detection, with the intention
to cripple the target system. An Opportunistic attacker exploits
the ambient noise of a system, and only attacks when the
system is weak and the probability of success is high.

As mentioned previously, most attacks are financially mo-
tivated. The most common of which is paid-for Distributed
Denial of Service attacks (DDoS). DDoS attacks can be used
to incapacitate the host servers of a organisation and usually
involve the use of illegal botnets [6]. Botnets are effectively
a hidden and illegal cyber-army, which can span across the
globe, without the controlling-user having to invest in their
own hardware or own any physical components [7]. The
popularity of this attack can be attributed to the operator having
a relatively high level of anonymity. The usual form of a DDoS
attack involves overloading routers and intermediate links by
sending them enormous volumes of network traffic [7]. There
are several different types of DDoS techniques, some of which
include:

• SYN Flood: Known as a Transmission Control Pro-
tocol Synchronised Flood (SYN Flood), the attack
involves exploiting the TCP connection establishment
process [8]. Specifically, to establish a connection, a
device sends and receives a SYN. The DDoS attack, in
this case, functions by making the server unavailable
and the SYN process is blocked.

• Peer-to-peer: This type of attack normally involves
forcing clients of significant peer-to-peer file sharing
centres to connect to a victim after disconnecting from
their own network. These attacks operate differently
to a botnet and the bot computers are often controlled
individually.

• Permanent denial of service: Often DDoS attacks can
be so severe that the target hardware needs replace-
ment as a result. This is known as a permanent denial
of service (PDoS), where backdoors are exploited and
used to target device firmware which is replaced by
the attackers’ own firmware.

Spear-phishing is another common form of cyber-attack,
which relies on human error and a lack of threat awareness
to be successful. The aim is to trick victims into thinking
an email-based scam is legitimate by ensuring the informa-
tion inside is specific to that person or organisation. As a
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result of successful spear-phishing attacks, numerous military
and private industry systems have been breached in recent
years [9]. Each penetration is the direct result of lack of
understanding about the nature of the attack, which leads
to sensitive information being disclosed. Unfortunately, once
attackers have gained an initial point of entry to the system,
they can often freely move throughout most of the network.

The consequences of a successful spear-phishing attack are
made possible through the tactical goal of achieving a foothold
on the targeted system. For that reason, attacks are usually
accomplished by using shellcode, code injection and capture
attacks to compromise a physical component. Within a critical
infrastructure setting, after a target node is compromised, the
adversary refocuses the attack and employs the use of forgery,
data modification, greyhole/blackhole (packet drop) and replay
attacks to compromise sensors and return incorrect readings
or execute incorrect commands (forgery attacks). These tech-
niques ensure maximum damage is caused through a foothold
situation. The above mentioned attacks comprise part of the
background discussion as they are the most common faced by
critical infrastructures. As such, they are demonstrated in the
case study presented in Section IV.

B. A Cyber-Security Challenge
The control systems currently used in critical infrastruc-

tures systems are understandably closed source and not pub-
lically available. However, such systems continue to be at
risk from cyber-attacks; and the facilitation of essential cyber-
security research remains inherently a challenge.

Critical infrastructures tend to be civilian owned by major-
ity. Commercial companies operate competitively with limited
capital for spending on security. The result of this is that
security can be put at a disadvantage. Different technologies
may be used in separate infrastructures as owners are hesitant
to share or co-operate with others. This is because information
or strategy can be given away by the actions it takes to secure
the infrastructure. Separate private ownership of infrastructures
poses a challenge for access to real-world data for cyber-
security research and teaching. It is this challenge that is at
the core of the research put forward in this paper.

One aspect, which all critical infrastructures adopt to secure
their service provision despite their separate ownership, is a
Defence in Depth (DiD) approach [10]. DiD involves com-
partmentalising the system into various layers, each of which
operates with different security technologies and Intrusion
Detection Systems (IDS). This ensures that if an attacker
penetrates one layer, they are not automatically able to access
the next one [11]. DiD is most effective when layers are
created that are independent of each other. These various levels
of security would, for example, include Low levels, Medium
levels and High levels. The Low levels would be accessible
by general employees who require basic security clearance to
the infrastructure to perform their tasks and have access to
only a small amount of necessary data. Whereas, the High
levels would only be accessible by management and system
administrators as the contents would be of a more sensitive
nature.

Inside the DiD approach, IDSs have the role of detecting
hostile activities within a network, and signalling alarms when
attacks are identified [12]. There are multiple types of IDS
that are widely used to enhance network security [13] by

providing real time identification of misuse or unauthorised
use, whilst allowing the system to continue functioning. Two
common types of IDSs used for the identification of intrusion
attempts include anomaly detection and signature-based de-
tection. Anomaly detection involves the detection of abnormal
network activities. For example, such an anomaly may include
a sudden increase in data flow to a certain part of the system,
which is unexpected [14]. Signature-based detection is the use
of a pattern to identify data that stands out as being an intrusion
[12]. The pattern is based on the comparison of the attack with
known attack signatures. Signature-based detection, however,
is non-adaptive and cannot detect zero-day attacks (which do
not have a pre-existing signature), making it an ineffective
technique when used by itself [15]. To cover for various forms
of attack, critical infrastructures typically use a combination
of multiple types of IDS to maximise infrastructure protection
from the many threats that can originate from external network
connections.

The continued growth in scale and complexity of some
critical infrastructure systems means that they are becoming
increasingly enticing targets for cyber-attacks. One such ex-
ample is healthcare critical infrastructure systems, which are
expanding to accommodate the influx of eHealth monitoring
systems spawned by smart devices and the Internet of Things
(IoT) concept. Modern eHealth monitoring systems are com-
prised of two main infrastructure layers [16]. The first is
the Physical Layer, which encompasses wireless body area
networks (WBANs), smart health trackers, IoT sensors and
physical equipment used by medical staff. The second is the
Service Layer, which houses the cloud computing and storage
facilities, and the applications, software and services offered
to patients that utilise the data provided by the Physical Layer.

The Physical Layer is composed of many heterogeneous
and computationally limited devices (e.g. heart rate sensors,
blood oxygen sensors and blood sugar monitors), which pose
many security and privacy challenges. For example, wireless
communications make sensor technologies internet-accessible,
which leaves them publically exposed and highly vulnerable
[17].

This exposure can be used to an attacker’s advantage by
disseminating specific attacks to the patient-side that target
both hardware and software. Attacks on medical critical in-
frastructure systems are increasing, with attackers aiming to
cause maximum damage. This is exacerbated by the increas-
ing number of attack vectors, such as over-the-air software
update mechanisms, limited security/encryption capabilities,
exploitable developer API exploitation and open source soft-
ware exploitation. As an example, in over-the-air software
update attacks, if updates are frequent, attackers can configure
a radio to the appropriate frequency and with a demodulation
technique, record updates, reverse engineer the format, craft
a software containing malware and deliver it to the targeted
device. Additionally, in source code analysis (through Open
Source software or disassembled and decompiled binaries),
stack buffer overflow vulnerabilities can be revealed. The
attacker can also use fuzzing to execute stack buffer overflow
attacks.

C. Current Critical Infrastructure Testbeds
Cyber-security research is hampered by a lack of realistic

experimental data and opportunities to test new theories in
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a real-world environment [18]. Ordinarily, the production of
reliable and accurate research results would require the pur-
chase of critical infrastructure hardware, which is extremely
expensive and impractical. This has led to the development of
specific software-based simulators, such as Technomatix [19]
and NS3 [20]; and the adaptation of existing software-based
simulators such as OMNET++ [21], Simulink and Matlab [22].
These software simulators enable affordable representations of
critical infrastructure systems, by modelling their behaviour,
interactions and the integration of their specific protocols (e.g.
MODBUS).

However, the suitability of simulation has long been dis-
puted; with the argument that simulations do not represent real-
world scenarios accurately, as they lack the ability to model
the interactions of control system components. As such, this
project aims to provide a testbed that is rudimentary and low-
cost to build, but remains extensible. The practical nature of the
testbed aims to provide users with a greater level of realism,
and a more accurate representation of how different events and
behaviours would manifest themselves in real-world scenarios.

As critical infrastructure testbed development for security
research is an active yet relatively infantile subject area, there
are several similar, yet limited, existing research projects.
Some of them are outlined as follows. SCADA LAB [23]
is an EU funded project to build a critical infrastructure
testbed with a conjoined security lab, to facilitate security
experiments. However, the primary limitation of this system is
that it is a remote access system, with both the configuration
and experimentation carried out by a third party. The testbed
proposed in the paper is localised, where researchers/students
are able to oversee and manage all aspects of their experiments
directly. This means it is more tangible and users can more
readily relate directly with their experimentations.

As the implementation of a working critical infrastructure
testbed can be time-consuming, Farooqui et al. propose a
hybrid approach by combining physical commercial hardware
and simulation software [24]. However, our project consists
of the implementation of working control devices, rather
than relying on simulation software. Additionally, the testbed
utilises small-scale, and therefore portable, hardware; rather
than rigid commercial hardware.

Benzel et al. discuss the use of DETER, a cyber-DEfense
Technology Experimental Research testbed for supporting the
development of next-generation security technologies and ex-
perimentation [18]. The testbed is deigned to bridge the gap
between small-scale and Internet-scale experiments, through
combing both software and hardware components. The testbed
also offers tools that aid the experimenters. The main drawback
of the DETER testbed is that it is not sufficiently replicable
or portable. Meaning users are unable to create their own and
its operation relies on connecting to the DETER host.

In addition to the aforementioned testbed approaches, there
are several existing proposals for critical infrastructure testbed
architectures, which focus on specific systems, such as elec-
tricity substations [25]. However, our long-term goal is not to
constrain our testbed to a single role, but to adopt a modular
approach; whereby new critical infrastructure roles can be
integrated at a later stage. This would make it suitable and
useful to a wider audience. Specifically, the proposed system
focuses on a water distribution plant; however, the design is

extendable and testbeds can be extended to incorporate other
infrastructure types, such as an ecologically-aware power plant.

A framework has also been proposed to address the prob-
lem of simulating large-scale critical infrastructure systems on
a localised testbed by Ficco et al. [22]. As such, they present
a framework, which acts as a glue layer between a distributed
testbed and simulation of components. The drawback of such
an approach is the use of a hybrid method to combine both
simulation and physical systems. This results in a testbed
which is not rudimentary and where simulation impacts the
quality of data produced. Within the MicroCI project, we are
primarily concerned with the practical realism of the data
and reliability of the generated results through a real-world
implementation.

The testbed proposed in by Morris et al. is the most
similar existing research to ours in terms of its design, and
pedagogical and research purposes [26]. The research put
forwards proposes a testbed that focuses on cyber-security
and utilises miniature hardware for a realistic representation of
critical infrastructures. However, the project is only available
locally at the authors’ institution and is not easily replicable
or portable.

A defining factor of the MicroCI project is to develop
a testbed, which is cost effective and easily replicable by
other institutions. The design and implementation will both be
detailed in publications and made accessible during the project
dissemination process.

III. METHODOLOGY AND IMPLEMENTATION

Currently, model critical infrastructure testbeds are sparse
in the UK. This project provides research opportunities for the
testing and development of security enhancements in a real-life
scenario. As such, the aim of the research is to have a practical
output; a fully working critical infrastructure testbed. The goal
is to demonstrate that the datasets generated by the Micro-CI
testbed [1], are of comparable suitability to those created by
industry-standard software. In this section, an outline of the
architecture of the Micro-CI project is presented. This includes
an explanation of how the architecture is identically replicated
using both the physical Micro-CI hardware and the industry-
standard simulation software.

A. Testbed Architectural Overview
The design displayed below in Figure 1 presents a water

distribution plant. The specification is modest, meaning there
is scope for future expansion; yet is sufficient in size to
produce realistic infrastructure behaviour datasets for research
purposes. As illustrated in the diagram, there are two reservoir
tanks, which are fed by two pumps moving water from external
sources.

The remote terminal unit (RTU) is used to monitor the
outgoing flow rate and water level, to dynamically adjust the
pump speed ensuring adequate replenishment of the reservoir
tanks. However, vulnerabilities exist in the system, meaning
that it is possible for an attacker to cut off the water supply
or flood the reservoir tanks. The design is extendable to other
applications, in that it can be connected to other critical in-
frastructure models (such as power plants, telecommunications
etc.), if additional equipment is to be included. This would
facilitate future research projects investigating the effect of
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Figure 1. Water distribution plant tested architecture

cascading failures throughout a network of inter-connected
critical infrastructures.

B. Practical Micro-CI implementation and data generation
To replicate the architecture illustrated in Figure 1, we will

be constructing the physical Micro-CI testbed in accordance
with the wiring schematics shown in Figure 2. Specifically,
the physical components required include: an Arduino Uno
Rev. 3 as the RTU, two 12v peristaltic pumps as the water
pumps, two liquid flow meters, two water level sensors, two
amplification transistors, diodes, resistors and an LCD.

Figure 2. Physical wiring schematics

In the schematics shown in Figure 2, potentiometer sym-
bols have been used in place of the four sensors; this is due to
the limited symbols available in the modelling software. The
fifth, unlabelled, potentiometer is used to control the brightness
of the LCD. As the maximum output of the Arduino is only
5v, transistors amplify this to the 12v required by the pumps.
Lastly, the diodes are used to ensure the current can only travel
in one direction, thus preventing damage to the Arduino. The
hardware specification used is modest, meaning there is scope
for future expansion; yet is sufficient in size to produce realistic
infrastructure behaviour datasets for research purposes.

For the purpose of this experiment, the Arduino board
remains connected to a PC via a USB cable (although this
could be replaced with a network connection for similar ex-
periments). Through this USB connection, a serial connection

Figure 3. Example Serial Data Connection

TABLE I. Physical Testbed Data Sample (%)*

Sample (t) P1 P2 P3 P4 P5 P6
00:10.5 65.0 69.9 47.3 55.4 81.9 85.1
00:10.7 65.0 69.9 39.4 48.5 74.1 78.8
00:11.0 65.0 69.9 39.4 53.4 74.1 83.1
00:11.2 65.0 69.9 33.6 50.5 69.0 81.1
00:11.5 65.0 69.9 41.4 39.7 76.0 70.2

*Symbol explanations are given in the Appendix

is established to supply a real-time data feed, which is recorded
and preserved by the PC (as illustrated in Figure 3). The
metrics collected in this instance include: Water level sensor1/2
readings, Flow meter1/2 readings and Pump1/2 speeds. These
readings are taken from each sensor every 0.25 seconds (4Hz)
and written to the serial data stream.

To examine the quality of the data produced by the Micro-
CI implementation, a dataset was recorded over the period of 1
hour. During this time, the testbed was operating under normal
parameters (i.e. no cyber-attacks were present). Essentially,
this means that the pump speeds are configured to slowly
continue filling the tanks at a controlled speed until full (even
if no water is being used) and to cover the current rate of
water consumption (if possible). The outflow (water being
consumed) is a randomly applied value within a specific range
(to make usage patterns more realistic). In this instance, the
water source pipe is 60% smaller than the outflow pipe, which
allows for a more accurate representation (and to simulate
overflow). The initial configuration of the testbed was as
follows: Tank1 is 65% full, Tank2 is 69.9% full, Outflow1
is functioning at 20 + (1-35)% of capacity and Outflow 2 is
operating at 30 + (1-35)% of capacity. A small sample of
the data obtained at 00:10.5 of run time is shown in Table
I. From this dataset, we can see that there is no significant
variation present in the data. We can also see that all the
metrics maintain consistent trends in operation.

C. Software simulation model implementation and data gen-
eration

The simulation is constructed, in accordance with the ar-
chitecture shown in Figure 1. The software is based on object-
oriented modelling, where each component inserted is an
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Figure 4. Case Study Simulation Testbed

individual object, which can be adjusted and used to construct
data. The resulting simulation environment is displayed in
Figure 4.

The figure depicts a graphical overview of the emulation,
including a water source, two pumps, two tanks and network of
pipes used to deliver the water throughout the system. Sensors
are coded to extract data at a sampling rate of 0.25 seconds
(4Hz) from each of the components within the system. The
flow of water from the source to the tanks is governed by
the two pumps, and the speed can be adjusted as required.
During simulation run-time, the behaviour of one simulation
component has a direct impact on another. When a component
failure occurs, the simulation is able to keep functioning,
but the effects of the fault should be visible in the dataset.
The system functions smoothly and consistently. However, the
output and behaviour differs slightly every time the system
operates resulting in variance in the datasets.

As previously mentioned, it is clear the use of simulation
has many benefits in critical infrastructure protection planning.
The advantage of using simulation is that conducting experi-
mentation can be done on a realistic representation of a system
without the worry that any damage done would have a real
impact. It is this aspect that is transferred over the physical
testbed. However, the drawback of simulation is in the quality
of data produced. As such, in the following subsection, data
constructed from the simulation and the physical testbed are
presented and compared in a case study put forward in Section
IV.

The water distribution infrastructure in the simulation con-
sists of 12 components. To provide a benchmark to compare
the Micro-CI data against, the simulation data was again cap-
tured over the period of 1 hour of simulation, with the system
functioning under normal conditions. The tables presented in
the Appendix clarify the selected components presented in
the table. The numbers in Table II represent the percentage
of the water level in the corresponding component or the
operational speed of the component. For example, at 00:10.5
component C1 is 85.7% full, whereas C2 is empty. Each of
the components within the simulated system are started with
the initial configuration of 0% full. This is because, unlike the
Micro-CI testbed, it is a challenge to begin a simulation with
the tanks partially filled. The tank water level is calculated
based upon the units of water, which flow into and out of the
component.

TABLE II. Simulation Data Sample (%)*

Sample (t) C1 C2 C3 C4 C5 C6
00:10.5 85.7 0 0 100 100 83.3
00:10.7 100 100 100 48.5 100 100
00:11.0 100 100 100 100 100 100
00:11.2 100 100 100 100 100 100
00:11.5 100 100 100 100 100 100

*Symbol explanations are given in the Appendix

There is no significant change in the data during the one
second sample presented above. This demonstrates that the
water flow is consistent within each of the components at the
given point in time.

IV. CASE STUDY

In this section, a case study is presented, which involves
conducting known cyber-attack types on both the Micro-CI
testbed and the simulation. The quality of the data produced
is assessed and a discussion is put forward on the suitability
of both data types for cyber-security research.

In the scenario of this case study, the end users’ water is
supplied by a remote water distribution plant. The control of
this plant is governed by an RTU, which is under a DDoS
attack. The attack degraded the stability of the communication
links between the RTU and its sensors. This in turn means
that the availability and frequency of the sensor value mea-
surements is degraded.

A. Testbed Data Preparation
For the first part of this case study, data for the water

distribution plant is recorded whilst operating under normal
conditions. This allows for the building of a behavioural norm
profile for the system, in order to identify anomalies. Within
the testbed, during the DDoS attack, only intermittent readings
from the sensors are received, forcing it to make drastic (and
therefore uncharacteristic) changes to the pump speeds, rather
than gradual as when operating as normal.

In this cyber-attack dataset, a DDoS attack is launched
against the RTU’s communications channel, so it is only able
to get sensor readings intermittently. Whilst no new values
are readily available, the RTU will continue to maintain the
previous pump speed.

(a) (b)

Figure 5. Testbed Normal Data Plot (a) vs Cyber-Attack Plot (b)

Figure 5 displays box plots of the testbed data for normal
behaviour and when in a cyber-attack scenario. The compo-
nents are displayed along the x-axis, with labels 1 to 6. The
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y-axis displays the operating capacity of the component. The
exact behaviour induced by this experiment was relatively
unknown. The results obtained showed that one tank kept
filling whilst the other maintained the same level. The change
in behaviour, as a result of the attack, can be seen in the
average value changes in the datasets, as previously for the
simulation dataset. Particularly a change in the output for P5
is visually apparent.

The data constructed during normal operation and under
cyber-attack is used to assess the potential of the data to
be used for cyber-security training and research. The data is
evaluated using data classification techniques to identify the
nature and timing of the conducted cyber-attacks. The quality
of the results produced by the testbed is compared with the
data constructed through simulation.

B. Simulation Data Preparation
In the simulation, each of the components has a random

failure implemented and a specified time to repair. This enables
the introduction of a level of realism within the dataset
constructed. However, the system should not stop functioning
if one of the minor components has a fault. As such, threat
behaviour is constructed by causing targeted and random dis-
ruptions to the system by increasing the availability percentage
in specific components. Turning components off and on, during
the simulation, causes a knock-on effect throughout the rest of
the system. To construct our abnormal dataset, the availability
percentage was increased in each of the components, whilst
ensuring the system was able to continue functioning. The
Availability Percentage refers to the chances of a machine or
component being ready to use at any given time taking into
account failures and blockages. It is calculated using equation
(1).

A =
M

M + F
(1)

Here, A is the unavailability of the component, M is the
Mean Time To Repair (MTTR) and F is the Mean Time
Between Failures (MTBF). The implementation of random
failures is intended to reflect realistic unexpected component
malfunctions, which occur in all infrastructures. However,
due to the fact that power plant systems are designed to be
enduring, the failure percentage in the system components was
kept low.

When constructing the anomalous behaviour dataset, this
approach facilitates impacting system behaviour and, subse-
quently, the data produced. By implementing more extensive
system failures, orchestrated attacks can be conducted on the
simulation in order to construct a data set, which would be
similar to that of a cyber-attack taking place. In order to
generate attack behaviour, a number of recognised faults are
introduced to the system. This facilitates an understanding of
the system operating whilst under the effects of a cyber-attack.
As such, significant faults are implemented in pump1 which
would replicate the impact of a DDoS on an RTU component
controlling the pump.

These faults are introduced to the system over a period of
two hours, to create a balanced dataset for normal and attack
behaviour. Figure 6 displays box plots of the simulation data
for normal behaviour and when in a cyber-attack scenario.

(a) (b)

Figure 6. Simulation Normal Data Plot (a) vs Cyber-Attack Plot (b)

The components are displayed along the x-axis, with labels
1 to 6. The y-axis displays the level of water within the
component. The change in behaviour, as a result of the attack,
can be seen in the average value changes in the datasets,
and is clearer in some components, such as C1 and C4. The
change in behaviour is not visually apparent in others. Changes
in behaviour as a result of an attack taking place can often
be subtle and hard to identify, particularly when individual
components within a vast system are targeted.

C. Data Pre-Processing
Before data classification is performed, the data requires

pre-processing. One of the main issues with the dataset gen-
erated by the simulation is the level of noise in the data. In
order to achieve the highest possible results in the classification
process, the noise needs to be reduced. This is achieved
by editing or removing values from the dataset which are
unwanted by the classifiers but constitute parts of the dataset
which are of interest.

As a result of the behaviour of specific components in
the system, there is a high level of zeros in the simulation
dataset. The zeros are a result of either component failing due
to introduced errors, or units of liquid in the system passing
through a component faster than the sampling rate. Zeros,
therefore, represent aspects such as pipes functioning normally.
If the samples are consistently above zero for components,
such as the water pipes, it would be the result of failures in
the system. For that reason, the zero values are retained in our
data set.

Data pre-processing and feature extraction are essential
stages, and affect the data classification results. The features
selected represent characteristics of system behaviour [27]. The
process of feature selection effectively minimises the dataset
and presents a representation of the behaviour taking place
in the data to the classifier. Primarily, the goal of the feature
selection process has three clear benefits including data com-
prehension, increased efficiency and prediction performance.

• Data Comprehension: Extracting features from a data
set allows for a better comprehension of what the data
is representing.

• Efficiency: Reducing the amount of data being clas-
sified allows for faster processing, reducing time of
learning and reducing memory use.

• Prediction: The performance of the classifiers is also
improved through effective feature selection. Factors
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such as noise reduction and the elimination of irrele-
vant data enable the classifiers to be efficiently trained.

• The data manipulation process is the construction of
feature vectors from significantly large normal and
abnormal data sets. For this initial case study, the
components themselves comprise the features, with
the variables extracted every minute or 240 rows in
the raw data. The data analysis is presented in the
following subsection.

D. Data Analysis
In this section, data classification techniques are employed

to assess the effectiveness of the data produced by the testbed
for research purposed. Neural network classifiers are selected
to assess the quality of the data produced. Previous research
has used neural networks to successfully measure data quality
[28]. Hence, we will be using neural networks as a bench mark
to assess the quality of the data produced, a comparison and
discussion on the datasets is put forward.

In order to perform the classification of the data, a
selection of classifiers where used, these include: back-
propagation trained feed-forward neural network classifier
(BPXNC), levenberg-marquardt trained feed-forward neural
network classifier (LMNC), automatic neural network classi-
fier (NEURC), trainable linear perceptron classifier (PERLC),
voted perception classifier (VPC) and the random neural net-
work classifier (RNNC) [29]. The classification experiments
are run 30 times on the datasets. The reason the classification
experiments are conducted 30 times is to account for errors
and to give consistency. Statisticians identify that experiments
conducted 30 times provide an adequate realistic average [30].

In order to calculate the results, firstly, a Confusion Matrix
determines the distribution of errors across all classes [31].
The estimate of the classifier is calculated as the trace of the
matrix divided by the total number of entries. Additionally, a
Confusion Matrix highlights where misclassification occurs in
experiment. In other words, it shows true positive (a), false
positive (c), true negative (d) and false negative (b) values.
Diagonal elements show the performance of the classifier,
while off diagonal presents errors. This is displayed in Table
III.

TABLE III. Confusion Matrix

+ -
+ a b
- c d

The results are calculated mathematically, using equations
(2) - (4), where a refers to True Positive, d implies True
Negative and b and c refer to False Positive and False Negative
respectively. N is the total number of feature vectors within the
dataset.

Sensitivity =
a

a+ c
(2)

Specificity =
d

b+ d
(3)

Accuracy =
(a+ d)

N
(4)

Tables IV and V present the results of the classification
process and include the success of the classification or Area un-
der the Curve (AUC), sensitivity, specificity and error. Where
specificity refers to normal system behaviour, sensitivity refers
to abnormal (or attack behaviour) and accuracy represents the
success of the classification. Each of the results are calculated
using equations 2 - 4.

TABLE IV. Simulation Classification Results

Classifiers AUC Sensitivity Specificity Error
VPC 0.050 0.500 0.000 0.500

NRNC 0.850 0.769 1.000 0.150
PERLC 0.750 0.667 1.000 0.250
PBXNC 0.767 0.682 1.000 0.233
LMNC 0.833 0.750 1.000 0.167

NEURC 0.867 0.789 1.000 0.133

TABLE V. Testbed Classification Results

Classifiers AUC Sensitivity Specificity Error
VPC 0.733 0.652 1.000 0.267

NRNC 0.850 0.818 0.889 0.150
PERLC 0.800 0.875 0.750 0.200
PBXNC 0.983 1.000 0.968 0.017
LMNC 0.997 0.997 0.997 0.033

NEURC 0.933 0.933 0.933 0.063

It is clear from the results in both tables, that the classifiers
are able to detect accurately both the normal and abnormal
behaviours in the data set. A discussion and comparison of
the results is subsequently presented in the following section.

V. EVALUATION

Within the simulation classification results, the NEURC
classifier is the most accurate; able to classify 86.7% of the
data correctly with an error of 0.133. For the NEURC classifier
28 out of 30 normal behaviours are correctly classified. During
the physical testbed classification process LMNC is to identify
99.67% of the behaviours accurately, with an error of 0.0667.
In the following subsection, a discussion is put forward on the
significance of the results obtained.

A. Results Comparison
Figure 7 displays a comparison of the results achieved

from the neural network classification. The graphs depict that
the classifiers are able to more successfully identify threat
behaviours using the Micro-CI testbed, rather than through a
simulation approach. This is particularly the case for the sen-
sitivity, AUC and error. In addition to the difference between
the AUC results produced by the neural network classification,
the specificity results, in particular, hold significance for the
evaluation of the datasets.

A comparison between the specificity results (normal be-
haviours) show that the simulation approach results in 5/6
classifiers being able to identify 100% of normal behaviour;
with most of the misclassification occurring for the sensitivity
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Figure 7. Simulation Results vs Testbed Results)

(the identification of abnormal/attack behaviour). Within the
simulation approach, normal system behaviour is straightfor-
ward to identify, as the simulation behaviour does not have
significant changes in its operation and performs as coded to
perform. In a ’real-life’ environment, the physical system is set
up to behave in a specific way but always functions slightly
differently to the anticipated. This means that any research
conducted using simulation to construct data is hampered by
over classification for the specificity/normal behaviour dataset.

B. Testbed Attacks Comparison
As previously discussed, one of the aims of this project is

to devise a testbed, which is suitable for cyber-security training
and research. As demonstrated in the previous subsection, it
is our belief that the use of real-life data is more suitable for
cyber-security research, than that of simulation. The second
part of the case study involves a demonstration of the two
further datasets constructed through launching the following
cyber-attacks on the Micro-CI testbed:

• Signal injection: Falsified malicious data is injected,
masquerading as one of the flow sensors. This forces
the RTU to change the pumps’ settings to suit the
malicious data. Specifically, a signal injection attack
is launched against the water flow sensor on tank 2,
in which we tell it there is no water leaving tank2.
The water level drops, however, it drops slowly as the
tank is still on a slow refill (as it is not full).

• DoS: One of the water level sensors is rendered
completely inaccessible to the RTU by means of a DoS
attack. This causes the RTU to labour to accurately
control the pumping station, as the crucial data needed
is unavailable. Specifically, a DoS attack was launched
against the water level sensor in tank1, meaning the
RTU is getting a result of 0, which misleads it into
thinking the tank is empty, so the tank fills up much
quicker.

As such, Figure 8 below displays the resulting data output
of the Micro-CI testbed pump speeds, during normal operation
and when subjected to the three attacks discussed in this paper.
Each of the experiments was conducted on an identical testbed.

The graphs display a clear change in behaviour as a result
of the attacks taking place. The majority of the attacks are
targeted at pump 2, where the separation of the datasets can
be clearly identified. This is a demonstration of realistic data
construction though use of the testbed. The RTU inclusion
means that Micro-CI users have remote access to the function-
ing components. Different attack types produce diverse dataset
outputs.

C. Physical Testbed Benefits
As a whole, modern education and research is becoming

increasingly reliant on virtualised labs and tools [32]. Despite
the numerous benefits they offer, there are many inherent
limitations. Therefore, any learning or research undertaken
using these tools is based around the limitations and char-
acteristics of such tools, as well as any assumptions made by
their developers. Additionally, the accuracy of data resulting
from such simulations and models may be further decreased
if used outside of their intended usage scenario. For example,
in network reconnaissance, a Christmas tree packet (a packet
set with an unusual combination of TCP headers), can cause
different operating systems to respond in different ways (dif-
fering from defined IP standards). The disparity amongst these
responses can be used to identify the underlying operating
system. These types of unusual quirks can be utilised by
attackers, and are often not something that is covered by
simulation software. The practical element involved in the
Micro-CI project introduces a level of realism that is difficult
to match through simulation.

A recent report [33] examined the usage of both physical
and virtual tools and labs. The report concluded that a virtual-
based approach offers significant cost savings and a self-paced
and active approach to learning. However, it also highlighted
that it has several key limitations including: no hands-on
experience, no real-world training with specific equipment
and no experience in identifying and interpreting incorrect or
uncharacteristic data.

The findings of this report echo our concerns that sim-
ulation is very effective at representing ”correct” behaviour.
However, critical infrastructure systems need to be protected
against situations where they are exposed to extreme abnormal
events. Unfortunately, in such circumstances, systems will not
always behave in the way expected, fail gracefully or consis-
tently respond in the same manner. Similarly, it is therefore
difficult to accurately model how a system’s erratic behaviour
might affect other parts of the infrastructure. This is why we
firmly believe that adopting Micro-CI’s unique approach would
provide an ideal solution, as it allows for the advantages of
both physical and virtual tools to be combined, some of which
are discussed below.

• Pedagogical benefits: The Micro-CI approach offers
students and researchers with hands-on experience
and first-hand knowledge of the unpredictability of a
system under attack or stress. It will also help them
to refine their problem solving and practical skills.

• Cost effectiveness: The Micro-CI project has been
designed to be as cost effective as possible. For
example, at the time of writing, we estimate that at
current prices, the design presented in this paper can
be replicated for around 100.
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Figure 8. Simulation Attack Data Visualisation)

• Portability: As the project components are on a minia-
turised bench top scale, it enables them to be packed
away, stored and transported with ease. In most cases,
projects can still be moved and/or stored whilst par-
tially assembled.

• Platform independency: The Micro-CI project does
not require any specific requirements, dependencies
or operating systems to interact with the testbeds
developed. Additionally, it is not tied or restricted by
any licencing model, so it can be used on an infinite
number of different machines, without incurring addi-
tional costs.

As with all solutions, there are some drawbacks to our
approach. The first is that the use of low cost hardware reduces
the level of accuracy that can be achieved. For example, the
Arduino Uno uses an ATMega microcontroller, which is only
capable of recording 4-byte precision in double values. This
can present problems if precision is a crucial part of the
research being undertaken. However, this can be mitigated
by purchasing more expensive hardware. Another, limitation
is that in comparison to simulation software, the practical
approach may require a greater level of improvement to
students’ skillsets (which is not a detrimental attribute), and
a longer initial construction time, to accomplish a working
implementation.

VI. CONCLUSION AND FUTURE WORK

One of the main challenges for governments around the
globe is the need to improve the level of awareness for citizens
and businesses about the threats that exist in cyberspace.
The arrival of new information technologies has resulted in
different types of criminal activities, which previously did not

exist, with the potential to cause extensive damage to internal
markets.

Given the fact that the Internet is boundary-less, it makes
it difficult to identify where attacks originate from and how
to counter them. Improving the level of support for security
systems helps with the evolution of defences against cyber-
attacks. This project supports the development of critical
infrastructure security research, in the fight against a growing
threat from the digital domain.

The research project will further knowledge and under-
standing of information systems; specifically acting as a fa-
cilitator for cyber-security research. In our future work, we
will publish the constructed testbed and make the datasets
available for cyber-security and critical infrastructure research.
In addition, we propose to add 2-3 cheap CHIPs/ Raspberry
Pi’s to the testbed. In a real-world scenario, ICS systems are
continually connected to a computing infrastructure. Therefore,
with the addition of the PIs the following would be possible.

• Denote a Pi as the ’Corporation Firewall’. Behind the
Firewall, there would be two systems: the existing
ICS as well as another Pi, referred to as the ’office
computer’. External to the firewall, there should be
another computer called ’Target’. All three of these
could be implemented using CHIPs. The additional
cost of this implementation would be minimal (around
15 together).

This additional equipment would then enable further attack
scenarios, such as:

• The office computer periodically surfs to the external
’target’. Now the attacker could place a payload on the
external computer. This would emulate a waterhole
attack, which is quite common for spear phishing.
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With that, it would be possible to connect a mentioned
threat to the test lab.

• As ICS are often part of a botnet, with this setup it
would then also be possible to measure outgoing traffic
from the ICS to the external computer. That would
make the DoS scenario increasingly realistic.

• Pivoting, i.e., lateral movement after the initial breach
would also be testable with this setup.

This future implementation would move the testbed from
pure IC testbed to IC within a company setup testbed. Such
a testbed would be invaluable for education. In addition, the
forthcoming work will involve making the construction design
and instructions available to other researchers and students.
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APPENDIX

TABLE VI. Simulation Components

Abbreviation Simulation Component Description
C1 WaterSourcePipe
C2 Pump1
C3 Pump2
C4 WaterFeedPipe
C5 Pipe1
C6 Pipe2

TABLE VII. Micro-CI Testbed Components

Abbreviation Simulation Component Description
P1 Water Level 1
P2 Water Level 2
P3 Water Flow 1
P4 Water Flow 2
P5 Pump Speed 1
P6 Pump Speed 2
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Abstract— Modern vehicles include a large number of Electronic
Control Units interconnected by different bus systems. Attacks on
these critical infrastructure elements have increased significantly
over the last years, particularly since remote exploitation is
possible due to increased wireless connectivity from the cars to the
outside world. Many of these attacks exploit available standard
communication protocols and diagnostic services implemented in
cars that are often mandatory. Such services allow, for example,
the activation of headlights or the turning of the steering wheel via
the parking assist functionality. These services must be sufficiently
secure, such that they can only be triggered when it is safe to
do so, e. g., when the car is parked or driving at low speed.
The validation mechanisms to determine a safe state are mainly
plausibility checks, which currently often only utilize the vehicle
speed, reported via the Controller Area Network bus, as an input
parameter. In this paper, we motivate the need to base plausibility
checks on other input values, which may be more authentic and
reliable. Specifically, we propose the use of immanent signals for
plausibility checks, i. e., signals derived from hard-wired sensors,
which are harder to manipulate. In this paper, we propose some
specific implementations of plausibility checks with immanent
signals and argue how they would protect from current attacks
on cars found in literature, we also discuss how the same idea may
be applied to other areas, such as Industrial Control Systems.

Keywords–Automotive Security; Vehicular Attacks; Plausibility
Checks.

I. INTRODUCTION

Modern cars can be regarded as highly complex cyber
physical systems. These systems are composed of up to 100
microprocessors (called Electronic Control Units (ECUs)) with
up to 100 million lines of code [2]–[4]. Failures of such
systems can have catastrophic consequences and come in two
flavors, safety failures can be induced by a systematic or
random malfunction, while security failures are induced by a
malicious entitiy. These failures make the automotive systems
prone to attacks. Since the introduction of bus systems to cars
they were vulnerable to attacks, but these required a physical
connection (e. g., car theft). With the recent introduction of
ever more wireless interfaces, these attacks and many more
can now be performed by remote hackers [5]. Remote attacks
alone typically have little to no direct effects on the safety of
cars, as they target communication units. Only combined with
flaws in the internal networks can safety risks arise. Joe Weiss
and the NIST share this viewpoint in that for Industrial Control

Systems (ICSs) and critical infrastructures at large the principle
of CIA should be replaced by AIC, thus making attacks on the
availability of a system the most critical attacks, followed by
attacks on its integrity and lastly its confidentiality [6]. Miller
and Valasek come to the conclusion that multi stage attacks
are now a realistic problem in the automotive world and argue
that their work “shows that simply protecting vehicles from
remote attacks isn’t the only layer of defense that automakers
need” [7]. A defense in depth security approach is required.
One significant part of such an approach are plausibility
checks, which we proposed in an earlier paper [1] and that we
want to amend in this publication. In earlier publications [5],
[7]–[10], most critical attacks able to compromise the safety
of a car were limited to low speeds. These limitations stem
from existing plausibility checks in ECUs that try to prevent
the execution of the requested service in an unsafe state, like
at higher speeds. However, these plausibility checks only rely
on the speed of the vehicle as reported to ECUs via internal
networks which can, again, be attacked. In this paper, we
introduce a novel approach for enhanced validity checks that
does not suffer from attackers that have infiltrated internal
networks.

In the following, we will first give an introduction to
plausibility checks and outline the requirements for the used
signals, followed in Section II-B by an extensive overview
of vulnerabilities found in cars till today. Section III then
describes our approach for advanced plausibility checks and
the assessment process to determine suitable functions to
safeguard. Next, Section IV discusses the security of our
approach and its applicability to cars and other domains like
ICSs, and finally, Section V concludes this paper with an
outlook.

II. STATE OF THE ART

A. Plausibility Checks
As researchers noticed in their attempts to compromise

cars, most of the time the last barrier to safety critical functions
is a plausibility check. These are simple checks that verify
whether all prerequisites to safely execute a function are met.
All checks discovered so far use the speed of the car as
a signal to check against [7], [11]. All but one ECU (the
Antilock Brake System (ABS) / Electronic Stability Control
(ESC)-ECU) obtain this information from an internal bus
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Rating CVSS Score
None 0.0
Low 0.1 - 3.9
Medium 4.0 - 6.9
High 7.0 - 8.9
Critical 9.0 - 10.0

TABLE I. Qualitative severity rating scale [30].

system. The check only determines if the speed is below
a predetermined threshold. This threshold is usually 5 mph
or 8 kph depending on whether the country uses imperial
or metrical units, respectively. Above these thresholds, ECUs
change their internal state to one with very limited triggerable
functions. The problem with this mechanism is not the general
approach, but rather that it relies only on the speed of the car,
which is received by spoofable bus messages that can be sent
by any host with access to the network segment in most current
automobiles. If no network separation is present, the signal can
basically be sent by any node in the network, even by ones
plugged in externally.

In order to provide the necessary protection, the signals
used for plausibility checks have to be authentic and integrity
protected. The modern approach [12] applies cryptographic
protection, e. g., with Keyed-Hash Message Authentication
Codes (HMACs), to achieve these goals. However, this type
of message protection is hardly found in current production
vehicles. The maximum security offered is the use of alive
counters and simple checksums.

B. Attacks on Automobiles
In order to efficiently implement security measures, it is

necessary to understand the problem in detail. For this reason,
we conducted an extensive literature research that resulted in
22 published sources describing attacks on automobiles [5],
[7]–[9], [11], [13]–[29]. In these 22 sources, a total of 87
attacks were found and classified according to CVSS v. 3 [30].
In the following, we present our results from an analysis and
categorization of these attacks. The detailed analysis can be
found in [31].

The Common Vulnerability Scoring System (CVSS) is
widely accepted as the standard taxonomy to rate software
vulnerabilities and is used, e.g., in the Common Vulnerabili-
ties and Exposures (CVE) database. We classified all attacks
according to the CVSS v. 3, limiting classification to the Base
Metrics. These metrics reflect the vulnerabilities of the tested
systems. The CVSS offers five severity ratings represented in
Table I with their associated CVSS scores. Additional metrics
are Temporal Metrics and Environmental Metrics. A Temporal
Metric is used to classify the maturity of the available exploits,
ranging from no available proof of concept to publicly avail-
able scripts ready to be used. Environmental Metrics are used
to measure the impact to a shareholder if a vulnerable item is
failing / compromised.

Figure 1 depicts the severity ratings of all examined attacks.
Probably most noticeable is the fact that only one attack has a
low severity. This is the attack on the WiFi pre-shared key
(PSK) in a Mitsubishi [20]. This attack only compromises
the confidentiality of the system. 28% of all attacks have a
medium, 40% a high and 31% a critical severity rating.

Low

Medium

High

Critical Severity

1%

28%

40%

31%

Figure 1. Severity ranking of of Vulnerabilities

Figure 2 gives an overview of the combinations of affected
protection goals. The bar on the left shows all attacks that
compromise a single protection goal, either confidentiality,
integrity or availability (combined 26.4%). The middle bar
represents the attacks that compromise a combination of two
safety goals (combined 49.5%), while the right side bar
represents the percentage of vulnerabilities that compromise
all three protection goals (24.1%). 28% of the found vulner-
abilities have a severity rating of medium, and all combina-
tions of compromised protection goals can be found in this
class. A high severity rating is determined for 40% of the
found vulnerabilities. In this severity class, no attacks on the
integrity of the system or the combination of confidentiality
and integrity are included. 31% of all found vulnerabilities
are critical, the highest severity class according to CVSS v. 3.
In this class, the vulnerabilities are a combination that affect
either all three protection goals (8% of all vulnerabilities)
or the combination of integrity and availability (23% of all
vulnerabilities). Another interesting fact is that no attack that
required user interaction resulted in a critical vulnerability.

Finally, we want to investigate the attack vectors used in
these attacks. The CVSS offers a distinction between four
attack vectors: network, adjacent, local and physical. If a
vulnerability is exploitable by network it is often referred to as
remotely exploitable, the vulnerable component thus needs a
network access and the attacker attacks through OSI layer 3. A
component exploitable over an adjacent network has a network
connection, but the connection only has a short range, e. g.,
WiFi or Bluetooth. Is a vulnerability exploitable only by local
access, then the attack uses local read/write/execute commands
or utilizes the user. If the vulnerability is exploitable through
a physical connection, then this connection can be only brief,
e. g., evil maid attack, or it can be a persistent connection [30].

Figure 3 shows the distribution of attack vectors for attacks
on automobiles. Most vulnerabilities can be exploited by an
adjacent network, for example by having access to the local
Controller Area Network (CAN) network. If a malicious host
is part of the local network, other hosts can be exploited.
Another example is the attack on the Bluetooth implementation
described in [9]. Network exploitable vulnerabilities make
up 5.7 % of all possible attack vectors, an example is the
exploitation of the 3G network stack described in [9] or the
remote unlocking and start of cars described in [27]. Local ex-
ploitable vulnerabilities account for 15 % of all vulnerabilities.
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Examples for locally exploitable vulnerabilities are, e. g., the
attacks on keyless access systems described in [17], [21], [29].

Physical access was only necessary in 5.7% of all attacks,
examples for such attacks are, e. g., the attack on the acceler-
ator message in a Toyota or the dumps of the ROM of Ford
ECUs in [8].

In conclusion, many of the attacks found during our litera-
ture survey rely on spoofing of messages and manipulating
safety critical state (64.4%). Some attacks could only be
conducted at low speeds due to simple plausibility checks
being in place. However, [7] has already highlighted that such
simple plausibility checks could be rendered ineffective and
can be bypassed by spoofing messages that simulate a safe
state, e.g., low speed. We thus conclude that more advanced
and more secure plausibility checks would be required to
provide better protection from such attacks. In the next section
we want to present such plausibility checks.

III. ADVANCED PLAUSIBILITY CHECKS

As stated before, advanced plausibility checks can be
applied as part of a defense in depth concept to prevent
attacks on safety critical functions. The main idea is that
plausibility checks need to be based on more tamper-resistant
input, because CAN messages are too easy to manipulate.
In the absence of strong cryptographic protection of CAN
networks in most cars, we can still resort to directly attached
sensors, even if these only provide indirect evidence of the
vehicles state. If, e. g., an ECU controls the steering aid
and automatic steering, steering angle and forces allow it to
determine whether the vehicle is driving at high speed or not,
without relying on potentially spoofed remote information.

In order to allow a systematic development of such ad-
vanced plausibility checks, we have designed a systematic
methodology that is shown in Figure 4 and allows to determine
if our proposed approach is applicable for certain applications.

Figure 4. Methodology for applying plausibility checks

Before this assessment, a hazard and risk analysis has
to be conducted. This analysis is part of every automotive
development lifecycle and demanded by the functional safety
standard ISO 26262 [32]. The objective of this analysis is the
identification and classification of the hazards of an item (“a
system that implements a function at a vehicle level” [32]).
Such an item could, e. g., be the airbag. In addition, safety
goals related to the prevention and mitigation of the found
hazards have to be drafted. For each hazard, an Automotive
Safety Integrity Level (ASIL) has to be calculated. The inputs
for this calculation are the expected loss in case of an acci-
dent (severity) and the probability of the accident occurring
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(exposure and controllability). For this contemplation only the
severity as the consequences of a malfunction are considered.
With levels from S 0 to S 3, functions with a severity equal or
above S 1 (light to moderate injuries) are deemed meaningful.
These considerations are embodied by the first decision in the
design structure chart pictured in Figure 4. The next necessary
decision is to determine whether the function in question
depends on the state of the vehicle.

In addition to a Hazard and Risk Analysis for the iden-
tification of safety risks, the overall evaluation of security
risks is performed in a Threat Analysis and Risk Assessment
(TARA) at the beginning of an automotive project [33]. Several
approaches can be taken into account in order to conduct
existing vulnerabilities and attacker models, e. g., starting from
the entry points of possible attacks into a system. Figure 5
shows a high-level description of possible entry points for an
individual ECU.

Figure 5. Possible entry Points to an ECU

The implementation of a simple plausibility check with
speed evaluation is attractive to attacks, which are launched
by the use of a counterfeit speed value on the on-board
bus system, combined with an issuing of an (authenticated)
diagnostics service request from an off-board tester unit or a
wireless connection endpoint in case of diagnostics-over-the-
air service possibilities. Hard-wired sensor values of an ECU
are by nature resistant to protocol attacks. Thus, their use in an
overall ECU security concept can be seen as complementary
approach in order to derive a reliable decision on a safe state.

When the requirements as described above and pictured
in Figure 4 are met, advanced plausibility checks should and
can be used to safeguard functions. As mentioned before,
inputs to these plausibility checks have to be authentic and
their integrity should be guaranteed. These protection goals
can be met by applying cryptographic functions, e. g., using
HMAC [12]. This type of cryptographic measure ensures the
desired protection goals with an acceptable demand for com-
putational performance. Nevertheless, there also exist a few
drawbacks using HMACs. In particular, the key management
and reduced bandwidth on the bus by attaching an HMAC to
each message are problematic, unless the network was planned
with security in mind. If security was not a priority, or even
considered during development, the necessary computational

power and secure storage could be absent. This absence of
relevant hardware could make a complete overhaul of the
network necessary to improve security. Another point against
cryptographic measures is that it is still possible to circumvent
these functions by attacking other components, which is not
possible when using hard-wired sensors for plausibility checks.
In the next paragraphs we want to present a possible solution
with a practical example based on the attacks by Miller and
Valasek [7].

Figure 6. Sub-architecture of a Jeep Cherokee 2014 [5]

Figure 6 represents a part of a Jeep Cherokee 2014 network
architecture, which was the target of the latest attacks of Miller
and Valasek on a car [5], [7]. The figure shows different ECUs
and gateways that are interconnected by bus systems. Further-
more, some hard-wired sensors are present, delivering relevant
information about the state of the vehicle. This information
can be used to derive ECU immanent signals for plausibility
checks without the need for cryptographic protection.

ECU immanent signals should be used for plausibility
checks whenever possible. These signals can be signals pro-
duced in the ECU, like the regulated torque in the engine
ECU that is calculated by adding up all the torque demands
of the engine auxiliaries and the driver requirement. The other
possibility for such signals are hard-wired sensor signals, such
as the rotational speed sensors for the ABS / ESC ECU. With
the help of Figure 7 we want to show how an immanent signal
of an ECU can be used to make a plausibility check for a
requested function. This example is based on the latest hacks
of Miller and Valasek. On their Jeep Cherokee [7] they spoofed
the speed signal of the ABS-ECU that normally would have
been used by the Steering Control Module (SCM) to make
a plausibility check. In this case, the plausibility check would
verify whether the car is in reverse and slower than 5 mph. The
check for the driving direction is not easily possible, but we can
check for the speed constraint. We can assume a known level
of hydraulic pressure in the steering system, because we have
a hard-wired sensor for this signal to the SCM. This module
also evaluates the signal of the torque sensor. With the help
of the information in Figure 7 it is possible to determine the
speed of a car within small limits.
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Figure 7. Plot of steering moment dependent on hydraulic pressure and
vehicular speed [34]

As an example, we will show how to determine the
threshold for the steering torque up to which a safe execution
of safety critical functions is permissible. For easier visual
evaluation we suppose a threshold of 20 kph for the safe state
of the Jeep and an assumption of 20 bar for the hydraulic
pressure brings us to the conclusion that a steering moment of
more than 2.9 Nm is equivalent to a speed above the defined
threshold and thus the execution of the requested function has
to be refused.

A plausibility check like described here would have easily
prevented the attack on the steering system as described in [7].
Our analysis indicates that such immanent signals can be found
and utilized in almost any safety critical ECU in a car. We
argue that signals from other ECUs should only be used, if
local sensor signals are not available and if remote information
is cryptographically protected. As mentioned before, input to
plausibility checks has to fulfill some preconditions, namely
being integrous and authentic. Only if these prerequisites are
fulfilled, such bus messages can be used for plausibility checks
of functions with a severity value of S 1 or above.

To conclude this section we want to present some limits
for this method and ways to prevent them. The other attacks
on the Jeep Cherokee [7] are more problematic, as they use
legitimate messages to request certain functions. The slamming
on the car’s brakes is a standard function that is executed
when the driver presses the switch for the electronic parking
brake. While pressing the switch the pump for the ABS / ESC
system is activated and provides the pressure to engage the
brakes of the car. Such a brake maneuver is comparable with
emergency braking. As Miller and Valasek were able to request
and execute this function, it is reasonable to assume that the
switch for the electronic parking brake is directly connected
to the bus system of the car. The same can be concluded
for their last attack, the unintended acceleration of the car.
They used the standard function to enable the Apdative Cruise
Control (ACC) and then increase the target speed of the cruise

control. This is possible by replaying messages of the switches
embedded in the steering wheel. We were able to observe the
same situation in an electric vehicle produced by a German
manufacturer. Therefore, safety critical functions with an ASIL
of D should not be able to be activated by bus messages. For
all requests of such functions direct connections should be
used (peer-to-peer); although these connections can be network
connections, like CAN or Ethernet, they should not be routed
over gateways.

IV. DISCUSSION

A. Automotive Systems
To demonstrate the broad applicability of our proposed

method, we now discuss other examples of instances where
plausibility checks with immanent signals can be used. First,
we further evaluate the examples in Section III. After these
examples, other published attacks on safety critical functions
(lighting, engine, gearbox, brakes and suspensions [5], [8],
[10], [16]) and the possibility to apply plausibility checks with
ECU immanent signals are evaluated. Finally, we provide a
discussion of how a our approach can also be applied to other
fields, like ICSs.

We start with the engine example. There are multiple
attacks published on the engine of a car [8]–[10], [16]. Most
attacks completely disable the engine and shut it down. To
achieve this result, standard services were used to reset the
ECU, deactivate fuel injectors or initiate a flash session. Every
such service should use a plausibility check as the safety of
its execution is widely dependent on the vehicles state. There
are multiple immanent sensor values or processed signals that
could be used for these plausibility checks. An extensive
overview is presented in Figure 8. The easiest signal to use
is the rpm-signal of the engine. If this signal is non-zero, no
service that compromises the operation of the engine should be
able to execute. Services that help mechanics with diagnostics
of the engine in a workshop, like reading out live data, may
still be allowed. Besides the aforementioned rpm-signal, there
are a lot of other sensor signals, which could be used, like
the readout of the air mass sensor, exhaust temperature sensor,
fuel pressure sensor and more. A processed signal that could
be used is the calculated torque of the engine. This torque
is calculated by adding the demands of all auxiliaries of the
engine, like the AC compressor, the alternator or the hydraulic
steering pump, as well as the driver demand. If this signal is
unequal zero, it can be concluded that the car is in use and
any execution of services that compromises the operation of
the engine should be considered unsafe.

The second and probably most critical point of attack is
the braking system, which was also the target of multiple
attacks [5], [7], [8], [16]. The executed attacks include wheel
selective braking as well as disabling the braking system
all together. Here, it is also possible to use ECU immanent
signals. All wheel speed sensors are hard-wired to the ECU.
Modern wheel speed sensors can determine speeds as low as
0.1 kph [36]. As soon as a non-zero speed is detected, all
safety critical services should stop their execution. However,
the speed signal is not the only one that can be used, as
an alternative the hard-wired three-axis acceleration sensor
can be evaluated. As soon as these sensors signals show any
acceleration, the car is not in a safe state to execute safety
critical functions.
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Our research also identified vulnerabilities in active sus-
pension systems. The ECUs controlling such systems also use
a vast amount of sensors and signals to control the ride of a
vehicle. Two possible immanent signals of such a system are
acceleration sensors or sensors for the level of each wheel.
If the signals of the level sensors of the car change or an
acceleration unequal to zero is detected it can be concluded that
the car is in motion and thus safety critical functions should
not be able to perform their task of, e. g., resetting the ECU.

A way to utilize advanced plausibility checking to ensure
the safe state of the car with immanent signals of the steering
system was presented in Section III. This shows that these
systems could be safeguarded in their current implementation
with our method. In conclusion, the presented examples show
that this method allows to safeguard every ECU responsible
for lateral or longitudinal behavior of a vehicle.

This method is not limited to safeguarding the movement
of the car: other safety critical aspects can be secured, like the
state of the lights, this is an instance where an odd sensor signal
could be used [8], [10]. Attacks on the lights of a car spoofed
messages of the light sensor or used diagnostic messages to
deactivate the headlights of a car. The sensor signal of the
light sensor is evaluated in the vehicle supply system control
device. This device also powers the electric fuel pump, see,
e. g., the schematic in [37]. This pump is only active when
the engine is running and during a short time after unlocking
the car or switching on the ignition. The signal is thus also
a good indicator if it is safe to execute the inquired function.

As the sensor is in the mentioned schematic hard-wired to the
executing ECU it can determine if the message was spoofed
or issued by the correct sender.

B. Advanced Plausibility Checks in other Domains
We claim that a similar approach for plausibility checking

can be applied to many cyber-physical systems. The security
problem in such systems is often the same. Control systems
rely on insecure input to trigger actions that may be put
the system in danger if executed in some situations. Often,
plausibility checks are applied to prevent the system from
entering unsafe states, but if attackers manage to manipulate
the input to the plausibility check, there is no security gain.

So, our approach on rating the trustworthiness of all input
to plausibility checks and then relying only on authentic and
integrity-protected input should also be applied in such sys-
tems. Examples include ICSs or Building Automation Systems
(BASs).

A simple example in a BAS may be a local controller that
manages the blinds of a room depending on the instructions
of a central control system. Depending on weather conditions
like sun or wind, the blinds may be moved up or down.
Communication can use protocols like BACnet or KNX that
often provide no security features.

An attacker may now inject control messages to move
blinds down during strong wind, resulting in damage to the
building. While the local control may also receive wind speed
via the network and thus apply plausibility checks to ignore
the central controller’s command in case it is unsafe to lower
the blinds due to strong wind, an attacker may of course also
inject false wind sensor information into the network.

Our approach would now search for local sensors data that
may be used for advanced plausibility checks. For example,
one may add a force-sensor to the blinds, to determine whether
there is a strong wind drag and then decide to move the blinds
in a safe state, i. e., up.

While researchers have studied intrusion detection and
prevention for ICSs [38] and BASs [39], advanced plausibility
checking and the consideration of reliability of input is not
well studied so far, and should be considered as a field for
future research.

V. CONCLUSION

In this paper, we have discussed the need for advanced
plausibility checks to secure automotive systems from ad-
vanced attacks that have been recently demonstrated. While
basic checks are already implemented in existing vehicles,
they rely on bus messages of the vehicle speed, which may
be forged, e. g., by the use of jamming or spoofing techniques.
As these validations are one crucial part of a defense in depth
approach, a more secure implementation is crucial.

With the use of immanent signals derived from hard-wired
sensors a more secure way for plausibility checks can be
found. We have discussed how this approach can be used in
various functions of modern cars without any need to change
the ECU or communication architecture; all changes depend
on improved software realizations of the plausibility check
and rely only on already available sensor input. We have
shown that many of the recently published attacks could have
been prevented by the presented approach. As discussed with
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building automation, similar approaches can be found in many
other cyber-physical-systems.

For future work, we see a big potential in integrating
remote and local input for plausibility checks. One should
provide a trust rating for input to plausibility checks and
determine plausibility of a system state based on these trust
ratings. Furthermore, prospective future networks [40] are
planned based on virtual servers, with this approach the hard
wired sensor signals are not as easy to use as shown in this
paper and has to be adapted.
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