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Introduction to Practical Deployments on Wireless Sensor Networks

Jaime Lloret
Department of Communications, Polytechnic University of Valencia
Camino Vera s/n, 46022, Valencia, Spain
jlloret@dcom.upv.es

Abstract—In the recent years there have been many published
papers related on sensors. We can say that it is one of the hot
topics of the last decades. But, the more we read, the more we
realize that almost all are theoretical proposals or new
theories. Very few works show real sensor networks
deployments. While sensor network surveys show their benefits
and the fields where they can be applied, they don't show who,
how and where they have been deployed. In this paper, we are
going to explain which motivation has roused us to create this
special issue, and we will provide the main steps that a
practical deployment should follow to be implemented. Then,
we will introduce all the papers that have been selected to be
published in this issue.

Keywords-Wireless Sensor Networks, Practical Deployments,
Real-world Implementations.

l. INTRODUCTION

Sensor has been a hot topic since the 90's [1]. The more
parameters are needed to be measured from the environment,
the more sensors have been deployed. Wireless Sensor
Networks (WSNs) provide a self-configured and a self-
powered wireless infrastructure for any type of environment.
In order to build a WSN, the technology to join many of
these sensors must be provided. In the late 90's, many
theories and protocols were proposed for WSNs [2][3][4].
The main issues discussed in those works were the first three
network layers. In the first layer, the physical layer,
researchers proposed new wireless technologies for the
sensors with the main objective of providing communication
with low power consumption. In the second layer, where the
medium access control protocols are placed, many
researchers proposed new methods about how the wireless
sensor devices have to see each other and establish a network
topology [5][6]. In the third layer, many researchers focused
their efforts on designing and developing new routing
algorithms to route the information inside the wireless sensor
network in an efficient manner and saving energy.

In all research fields related with WSNs, the main issues
taken into account have been the low processing capacity,
few computing resources and their energy limitation. Many
more new theories appeared in the beginning of the 2000
[71[8]. Moreover, many researchers improved the WSN
protocols and systems in existence. During the 2000, the
technology advanced enough to create small devices with
enough computing capacity and with low power
consumption while being able to sense the environment
[9][10]. We can see how WSN can benefit developing
countries [11]. Moreover, the last researches have been

focused on developing upper layer protocols for WSNs such
as multimedia [12], transport layer protocols [13], etc.

Many articles show the wide range of application
environments of the WSNs [14], but very few were about
real implementations, compared to the amount of theoretic
published works.

WSN lifecycle is formed by different differentiated steps.
The first step is to know what the application of the WSN is.
The second step is to design (or choose the appropriate) the
hardware of the sensor node, its operative system, the system
architecture, the wireless technology used by the nodes, the
medium access protocol for all nodes and the routing
protocol used in the sensor network. The third step is to
implement the WSN in a testbench. WSN test is the fourth
step. It should be performed in order to check its proper
operation and its performance. The fifth step us the
deployment of the WSN in the real world. Once, the WSN is
running, its maintenance and continuous monitoring should
be taken into account. Figure 1 shows the steps followed in
the WSN. The peculiarity of the WSN lifecycle versus others
is the number of disperses topics taken into account during
the design step and the difficulty of the deployment step
because of the number of devices and topics tackled.

In the beginning, there were some works published
proposing algorithms and strategies for practical WSN
deployment in terms of sensing coverage area [15][16],
better detection and sensing range [17], the radio coverage
[18][19], the optimal deployment based on the physical layer
[20], the cost and lifetime [21], the topology control [22],
energy saving issues [23], probability of target detection
[24], and the scalability [25]. Later, some authors published a
work with a theoretic analysis for the WSN deployment [26]
and there was another work published about how to check
the quality of the WSN deployments [27]. But, all of these
papers are theoretic works.

We can also find in the literature some papers whose
authors discuss the design and deployment issues [28], others
that explain the WSN deployment procedure [29], and
surveys about the steps that it should be made for a proper
deployment [30]. Nowadays, there are studies about how the
wireless technology affects to the deployment [31]. Others
use the real world to test and validate their proposals [32],
and even propose a deployment time validation consisting of
techniques and procedures for WSN status assessment and
verification [33]. Some authors state that the Self-Monitoring
and Self-Configuration are the main keys for the WSN
deployment success [34]. There is also a work that shows the
development of robots to put the sensor nodes carefully in
the appropriated place [35].

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org
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Figure 1. WSN lifecycle.

Finally, some software applications have been developed
for designing WSNSs, such as the one presented in [36], and
for monitoring and control the WSN once it has been
deployed [37][38].

The remainder of the paper is structured as follows.
Section 1l shows some related work and explains our
motivation to create this special issue. The papers selected
for this special issue are described in Section Ill. Finally,
Section IV provides the conclusions.

Il.  RELATED WORK AND MOTIVATION

Along the years, there have been many conferences
where one of the topics has been the deployment of the
WSN. But, very few papers related with WSN deployments
can be found between the papers published in their
proceedings. Some examples of WSNs deployments found in
some conferences are: for the agriculture [39], for a
petroleum environment [40], for a Semiconductor Plant [41],
for Coastal Marine Environments [42], for bridge monitoring
[43], and for monitoring heritage buildings [44]. Although
we can find one paper about the deployments performed by a
research centre (in this case CSEM [45]), it is very rare to
find such type of papers between the published papers. But,
the Sensor-specialized conferences that have been
differentiated because of the amount of papers published
about practical deployments along the years, up to 2010,
have been RealWSN (its first event is referenced in [46])
and, one of the biggest ones, SENSORCOMM (its first event
is referenced in [47]), both having four past events. Others
have disappeared or focused on more topics.

When we search for research books related with WSN
deployments, we can see that there is no book focused

exclusively on it, and, moreover, very few works about WSN
deployments are published in books.

When we have a look at the research journals, we can
find some sporadic paper publications. Some examples are: a
deployment for structural monitoring [48], a deployment for
management of irrigation [49] and a deployment of rural and
forest fire detection system [50]. We have not seen any topic
related with WSN deployments or real WSN experiences in
any international journal. In the recent months, some call for
papers for Special Issues of international journals have
appeared with the topic WSN deployments such as the one
called "Special Issue on Mobility in Wireless Sensor
Networks" in [51], but it will be published in mid 2011.
Moreover, we have found a Special Issue focused on with
the main topic WSN Real-World Deployments and
Deployment Experiences, but it will be published at the end
of 2010. To the extent of our knowledge, there is not any
Special Issue related with WSN deployments before the
publication of this issue.

IIl.  PAPERS SELECTED

This section describes the papers published in this special
issue. We have selected 15" papers. They can be ordered in 4
parts. The first part shows WSN deployments in agricultural,
rural and forest environments. Four papers have been
selected to cover it. The second part shows four WSN
deployments for healthcare and human assistance. The third
part is formed by 2 papers about WSN deployments in
oceanography and marine zones. The last part is formed by
several types of WSN deployments. This part is ended by a
survey of WSN deployments found in the related literature.
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A. Part 1: Deployments in agricultural, rural and forest
environments

In the first paper of this special issue, C. Anand et al.
present "Wireless multi-sensor embedded system for Agro-
industrial monitoring and control”. The paper shows the
development of a low cost multi sensor embedded system for
measuring up to eight input analog sensor parameters along
with reconfigurable automation, and communicating with
host (wired and wireless), optimized by appropriate
algorithms. The developed system has been deployed with
resistance temperature detector (RTD) sensors, for
temperature measurement, decision-making and their control
in order to reduce the false alarms and unwanted process shut
downs. Moreover, a mobile robotic platform is developed to
test the multi-sensor embedded system for Agro-Industrial
Applications (such as grain and fruit storage, vegetable
storage smart pond automation for fresh aquaculture and so
on). It has been also successfully tested to monitor the soil
parameters in the farm and transmit the data to the central
system using wireless protocol for precision agriculture. The
data sent using wireless communication allows the system to
be efficient and effective. It also allows making intelligent
decisions based on the processed data. Furthermore, the
average loss in signal is measured and received power is
calculated and compared. The authors observed that for
better transmission of signals via wireless communication,
the low frequency along with low baud rate and line of sight
range is required to minimize the signal loss.

The second paper, "Distributed Monitoring Systems for
Agriculture based on Wireless Sensor Network Technology",
authored by D. Di Palma et al., presents the design,
optimization and development of an application to the
agrofood chain monitoring and control. The authors try to
reach the best architectural solutions with particular focus on
hardware implementation and communication protocol
design. The overall system was addressed in terms of the
experienced platform, network issues related both to
communication protocols between nodes and gateway
operations up to the suitable remote user interface. They
show the results given by several pilot sites in different
vineyards throughout Italy and France. Finally, they present
the commercial system "VineSense", based on WSN
technology and oriented towards market and user
applications. It was born from their previous experiments. At
last, some important agronomic results achieved by the use
of VineSense in different scenarios were sketched out, thus
emphasizing the positive effects of the WSN technology in
the agricultural environment.

The third paper is titled "Evaluation of Environmental
Wireless Sensor Network - Case Foxhouse" and is authored
by 1. Hakala et al. This paper describes the implementation
of an environmental monitoring system in a Foxhouse. They
use a WSN in order to collect real-time data (luminosity,
temperature and humidity) in hard outdoors conditions over
a period of one year. In this paper they evaluate the
communication over IEEE802.15.4, by providing and
analyzing the throughput and the link quality statistics. They
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also present the power consumption measurements and
discuss the observations performed.

The paper "Infrared wireless network sensors for
imminent forest fire detection”, authored by I. Bosch and L.
Vergara, is the fourth paper. It presents an automatic forest
fire surveillance ground system applied to early fire detection
based on several sensors strategically located to render a
required coverage. The images obtained from an infrared
sensor network are processed by advanced thermal image
processing techniques with the purpose of determining the
presence of fire. The sensor wireless network supervises
remotely the wide-forest area in order to detect immediately
any fire threat. It provides total control of a tolerable level of
false alarms and has maximum sensitivity to the presence of
an uncontrolled fire for the defined false-alarm rate. The
authors present some results obtained from a real
environment in order to corroborate the control of the
probability of false alarm and to evaluate the probability of
detection dependence on signal to noise ratio. The delays of
the system for alarm detection of controlled fire are also
evaluated in order to show the performance of the system in
the real environment.

B. Part 2: Deployments for healthcare and human
assistance

P. Bustamante et al. present the fifth paper "A new
Wireless Sensor for Intravenous Dripping Detection”. This
paper presents a WSN deployment for Intravenous Dripping
System, which can detect when an intravenous liquid,
provided to patients in hospitals, run out, as well as detecting
obstructions in the catheter. The system allows more
efficient and immediate attention in sanitary centers because
the observation of the state of the container will not need
human supervision. They paid attention to the reduction in
consumption in comparison to other wireless devices with
the same characteristics, the low cost of the wireless devices,
the size of the devices, the flexibility forming the network,
and the scalability of the system.

The sixth paper is authored by K. F. Navarro et al. with
title "A Distributed Network Management Approach to
WSN in Personal Healthcare Applications”. It describes the
development of a WSN for personal health monitoring
system called Medical MoteCare. It uses a combination of
medical and environmental sensors in an inherent network
management distributed environment for the handling of
medical data for patients. The use of SNMP and CodeBlue
agents and a tailored MIB enhanced the scalability,
modularity and flexibility of the system by potentially
bringing the freedom of selecting from a vast range of
existing SNMP based network management tools (such as
the network management software Jaguar SX, iReasoning
MIB Browser, and SysUpTime Network Monitor) to fit their
specific  WSN  application  requirements.  Network
management tools provide data storage correlation and
dissemination as well as timely alerts when parameters are
breached. They implemented JaguarSX in order to add
intelligence to the system by utilizing network management
correlation techniques that interpret the collected events
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automatically and react, or sometimes even anticipate from
the collected statistical data, to harmful health conditions.

The paper "Design and Implementation of Multi-User
Wireless Body Sensor Networks", by J. A. Afonso et al. is
the seventh paper. It describes the design and development of
two multi-user low power wireless body sensor network
(BSN) that allow the real-time monitoring of wearable
sensors data of several users with a single central monitoring
unit (base station). They use inertial sensors that allow the
monitoring of users’ posture, goniometric development,
movement as well as heart rate and respiratory rate sensors.
Both BSNs present differences in the architecture, wireless
network hardware and implemented protocols. They took
into account the requirements of quality of service
provisioning and low energy consumption. Their results
show that their system provides good bandwidth efficiency
and decreases the delivery error rate without significant
increase in the energy consumption. The system can be used
for the monitoring of teams of athletes in a gymnasium for
sports with the goal of providing detailed information in
order to enhance the performance of both the athletes
individually and the team as a whole, and it can also be used
for the medical field, namely in physiotherapy sessions,
where such a system can benefit both the patient, by
increasing his levels of confidence, and the therapist, by
providing detailed information about the patient evolution.

In the eighth paper, "Human-Assisted Calibration of an
Angulation based Location Indoor System with Preselection
of Measurements”, J. Kemper et al. present a software aided
approach for the calibration of a triangulation-based indoor
location system. The aim of their approach is to significantly
reduce the calibration effort of the system by automating the
process of node localization. The system estimates the
localization of the sensor nodes using an algorithm based on
the Newton-Raphson method for solving non-linear equation
systems. It uses a passive sensor technology. The sensor
nodes are equipped with infrared sensors only. As infrared
radiation does not penetrate walls, the location system is
limited to one room and the number of required sensors is
small. Node localization is realized without any prior
knowledge of sensor positions, orientations or the location of
the moving person. The system has been implemented using
a location system that exploits the thermal radiation of
humans for localization. The algorithm works fine under the
influence of noise. Moreover, an increased number of source
locations improve the node localization accuracy.

C. Part 3: Deployments in oceanography and marine
zones

O. Bondarenko et al. authored the ninth paper:
"Deployment of Wireless Sensor Network to Study
Oceanography of Coral Reefs". They deployed a WSN for in
situ monitoring the Coral Sea and upwelled on the reef. The
array of underwater sensors was deployed at various depths
on the coral reef in Nelly Bay, Magnetic Island, Great
Barrier Reef Australia (GBR). They used the temperature
and 3D dense spatial data to correctly describe upwelling and
their impact on plankton abundance (they collect the
plankton data in real time synchronized to the temperature
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changes). The temperature data are sent in real time via the
ad hoc network using RF signal to the on-shore base station.
They also deployed dataloggers to collect temperature data
from the same location. They used the WSN to demonstrate
that short term stratification can occur in shallow tropical
waters and influence the distribution of plankton.

The tenth paper is "Target Tracking in Marine Wireless
Sensor Networks", by A. M. Mahdy and J. M. Groenke.
They describe the main underwater tracking algorithms and
thoroughly present a perspective on target tracking in marine
WSNs. They also show the major challenges and
applications about the deployment of underwater WSNSs.
Then, they present a two-layer broadband wireless
infrastructure for marine/terrestrial sensor networks with
military, inhabit monitoring, and homeland security
applications. This paper has been included in this special
issue because of the practical point of view provided in this
work.

D. Part 4: Several types of deployments

The paper "An Integrating Platform for Environmental
Monitoring in Museums Based on Wireless Sensor
Networks", by L. M. Rodriguez and L. M. Pestana, is the
eleventh paper. They present a WSN deployment for
automatically and continuously monitoring the environment
(temperature, humidity and light, throughout the day and
night) of a Contemporary Art Museum located in Madeira
Island, Portugal. They developed a new wireless sensor node
that allow to automatically control real-time the
dehumidifying, maintaining the humidity at more constant
levels. They found some problems related with the signal
propagation (because of the building walls where the WSN is
being deployed), and with the hardware characteristics and
resource limitations of the sensor nodes.

D. Bri et al. authored the twelfth paper: "A Wireless IP
Multisensor Deployment”. They present the deployment of a
Wireless IP multisensor that uses IEEE 802.11b/g standard.
It is able to gather several types of data from the
environment and transmit the result of their combination. It
is flexible and it could be adapted to any type of environment
and to any type of physical sensor with a serial output. They
took into consideration its development costs, its expansion
capacity, the possibilities provided by the operating system,
and its flexibility to add more features to the sensor node.
Finally, they compared it with other existing sensors in the
market.

The thirteenth paper is authored by F. Kerasiotis et al. In
their work "Evaluation of Outdoor RSS-Based Tracking for
WSNs Aiming at Topology Parameter Ranges Selection"
they use the received signal strength (RSS), of the exchanged
messages, for outdoor localization and tracking application
under well defined topology constraints. They combine
target tracking considerations by means of tracking
techniques, topology parameters and factors influencing the
tracking accuracy. Their study was focused on identifying
the most crucial RSS-based tracking problems and to
determine and evaluate the topology parameters that can
guarantee successful tracking. The real outdoor tracking test
demonstrates that the RSS can be used for outdoor
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localization and tracking applications under well-defined
topology constraints and only after the proper calibration.

The paper "Deployment Considerations for Reliable
Communication in Wireless Sensor Networks", authored by
T. Stoyanova et al., is the fourteenth paper selected for this
special issue. In this work, the authors study the deployment
factors and requirements, which can ensure reliable
communication links among the sensor network nodes. They
used a RF signal propagation-based connectivity algorithm
(RFCA), which utilizes an outdoor RF signal propagation
model for predicting the RSS in the positions (based on the
RF frequency, transmission power, transmitter—receiver
distance, height from the ground and antenna’s
characteristics such as gain, polarization and orientation,
etc.), where sensor nodes are supposed to be deployed. The
RFCA is able to find the most appropriate, from the
communication point of view, deployment parameters
(height from the ground, T-R distance, and transmission
power) for positioning the sensor nodes in outdoor
environment in order to guarantee reliable connectivity level
and minimize the interference from non-neighbor nodes.
Finally, real outdoor measurements are compared with the
simulation results for the verification of their RF propagation
models.

Finally, the fifteenth paper selected has been "Practical
Deployments of Wireless Sensor Networks: a Survey", by
M. Garcia et al. The paper is focused on classifying
applications of WSNs and describing real implementations.
The goal of the authors is to complement the existing
surveys, by presenting details of real implementations and
practical deployments in order to understand how these
networks run, and how they are designed, maintained and
operated. Finally, the authors compare them in terms of
network size, technology used, the communication type,
single/multiple use and the domain where they are applied.

IV. CONCLUSION

In this special issue, we have seen a great variety of
WSN deployments. We observed that the problems found in
the real world could make the wireless sensor network
deployment a difficult task. The WSN must be adapted to the
environment in order to take the most advantage of them.

We hope the reader enjoys the papers published in this
special issue and learns from the experiences provided by the
authors in these papers.
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Abstract— The paper presents a development of the multi
sensor embedded system for measuring up to eight nser
parameters optimized by appropriate algorithms. Site most
of the industrial applications use the analog sens® with
transmitters for sensing the process parameters pécularly in
harsh environment because of their strong mechanita
packaging and ruggedness. Then the benefits of digi
technology in the vast world of analog sensors catbe
implemented by development of appropriate multi sesor
embedded system. The developed system has most bkt
features of smart sensing and communicating to othe
embedded/Host PC through a wireless interface. The
developed prototype system has been tested with RTD
temperature sensors for temperature measurement ovea
wireless connectivity for various distances. From m
application point of view, a mobile robotic platform is
developed to test the multi-sensor embedded systeor Agro-
Industrial Applications. Further, the average lossin signal is
measured and received power is calculated and coneal.
Finally, the effect of obstacles at indoor and outdor range for
wireless transmission has been presented. It is sdrved that
for better transmission of signals via wireless comunication,
the low frequency along with low baud rate and lineof sight
range is required to minimize the signal loss.

Keywords- Embedded System; Sensors and Actuators; Wireless
Mobile Robots; Zighee Wireless Connectivity

. INTRODUCTION

information and communication technologies leadiiog
higher yields and lower costs in the running ofytascale
commercial agricultural fields. Further, the embedid
sensing technologies allow the identification oftgein the
crops, increased moisture or drought at a real-fimerval

with automated actuation devices to control iriigat

fertigation and pest control in order to offset thdverse
conditions. The Precision farming system incorpesat a)

Sensing agricultural parameters b) Identificatidrs@nsing

location and data gathering c) Transferring datenficrop

field to control station for decision making andAttuation

and Control decision based on sensed data.

Over the last few years, the advancement in sensing
embedded technology and wireless communication
technologies has significantly brought down thetcof
deployment and running of a feasible precision cadtire
framework. Emerging wireless technologies with lpawer
needs and low data rate capabilities, which pdyfextites
precision agriculture, have been developed [2,
Agricultural Sensors, positioning systems for ditgc
location of sensors, actuators like sprinklersgferg, valve-
controlled irrigation system, etc. are also repbrie the
literature. However, very limited work has been el@o far
on the wireless multi-sensing system to be usetlatusfer
sensor data wirelessly from crop field to the reencentral
PC.

In this paper development of a low cost multi senso
system for sensing eight input analog sensors alwitly

3],

A "smart sensor’ is a transducer (or actuator) thafeconfigurable automation, and communicating withsth

provides functions beyond what is necessary to rgémea
correct representation of a sensed or controlleshtify. The
"smart sensor" functionality will typically simpjif the
integration of the transducer into applicationginetworked
environment [1]. Embedded with a microcontrolleritua
smart sensor has much more built in intelligenceroa

(wired and wireless) is presented. The proposeattsmulti
sensor system is an attempt to develop a geneatfoph
with  ‘plug-and-play’ capability to support hardware
interface, communication, needs of multiple sensard
actuators. The system has been implemented usingvau
developed eight potentiometer based kit and testid

traditional sensor. So, it can perform more powerfu esistance temperature detector (RTD) sensorseiosing,

functions such as self-identification, self-caltia,
converting the raw sensor signal into a digitahfar Multi

decision-making and their control in order to realtiwe false
alarms and unwanted process shut downs. The data se

sensor systems are now used in many applicatioasare sing wireless communication makes system efficient

including environment and habitat monitoring, hecdtre,
home automation, and traffic control especiallyagro and

effective and intelligent decisions based on preedsdata
that is accurate and analyzed. Wireless communitdias

food applications like Reverse Osmosis (RO) planiis own advantages like Ease of installation; ntkyouables

automation, fish pond management systems, envirotahe
monitoring, precision agriculture, machine and pss
control, building and facility automation. Wirelesmsed
Smart sensor module has drawn attention of thesingon
account of low cost, low power consumption, flekij and
use in remote areas.

are needed and simplify design of systems. Inpghjser, we
introduce the new smart sensor device with proogsand
communication as well as various sensing abilities
industrial and agro — based monitoring applications
Further, considering the potential applicationto$ field,
the present extended work details on the developrogén

Precision farming is the conjunction of a newjreless mobile robotic platform for farm sensirgy dlso
management perspective with the new and emerging
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the data wirelessly to a PC through an infrareé dlak [9,

presented [4]. The organization of this paper idodlsws.
Section 2 covers related work on wireless commiioica

10, 11].

based smart sensors related to agro, food and other In precision agriculture, the most important stepthe

applications. Section 3 gives the system descriptiginally,
Section 4 covers experimental
implementation and Section 5 includes conclusiahfature
work.

. RELATED WORK

generation of maps of the soil with its charactess These

results of the currenincluded grid soil sampling, yield monitoring andop
RS (remote sensing) coupled with GPS,
coordinates and produce accurate maps and modetse of

scouting.

agricultural fields. The sampling was typically dhgh
electronic sensors such as soil probes and renmtieab

There are many projects undertaken and many résemarc scanners from satellites. The collection of suctada the
proposed the development of smart sensors and thdRrm of electronic computer databases gave birtéoGIS.
networking. The design and implementation of homeStatistical analyses were then conducted on the aled the

network based on smart sensor devices focuses @n
development of system for home purposes wherenitbea
implemented for door lock system, gas detectingesys
controls TV, refrigerator, and outlets, and applyiRFID
into home networks [5]. The development of smartsees
for pollutant gas detection like CO and LPG whe@@ gas
detector is developed and controlled by smart setosgive
alarm if gas generation is above the set limit asdd in
home, institutions and industries [6, 7]. The Maied Smart

tMariability of agricultural land with respect tesiproperties

was charted. The technologies used are expenskee
satellite sensing and was labor intensive where niaps
charting the agricultural fields were mostly mahuaone.
Blackmore et al., in 1994 [12] reported a comprehen
system designed to optimize agricultural production
carefully tailoring soil and crop management torespond
to the unique condition found in each field whilaintaining
environmental quality. Further, only large farmsildoafford

the high initial investment in the form of election

micro-sensors, with emphasis on the developmesen$ors equipment for sensing and communicating. The telcigines

and an embedded operating system, Tiny OS . Rgcéimd  proposed at this point comprised of three aspégyfemote
wireless sensor networking is used for life scienceSensing (RS), (b) Geosynchronous Positioning System
automation where they propose a wireless sensevorlet  (GPS) and (c) Geographical Information System (GIS)
(WSN) especially dedicated to the field of lifeieswe The system we have developed is useful becauseusari
automation (LSA), which can be used for multiplegmses ~ physical parameters can be sensed and manuallyotedt

[8]. This area provides a bulk of process and emvirental On automatic false detection, as well as eightrpaters can
parameters, which have to be controlled. PasseDamter ~be manage precisely via single micro controllendfig the
developed a portable, mobile instrument to measurBetter location and minimum loss in signal for Jess
temperature, relative humidity, noise, brightnesed a communication to device, makes the system more
ammonia content in the air within the house andsfierred ~ challenging and applicable [13].

Dust project at UC, Berkeley focused on creating-tmst

Actuator PWM
Drive control RS232
(st m
D/A UART Wireless J
Cs p
: Conv- RAM &
: erter MCU Flash Serial
&> Menory | [ " EEPROM
St t 1/0O port SPU
epper motor ¢ ports 2
for sslll)sing probe = re On board
1 Jy Temperature
LCD Relay Drive Sensor
Keypad Display Unit
- - v
Left motor Right Buzzer Lamp for fault
drive motor drive indication

Figure 1. General Architecture of developed system.
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Hl.  SYSTEM DESCRIPTION pressed, it escapes from set point routine andijt.oally
) ) ) o compares set point and parameter value to givemalar
The generic architecture of system is shown inredli It jndication if sensor parameter value is greaten thet point
consists of eight sensors with transmitters. To enthe  yalues and parameter value can be adjusted, ifedeed

system more compact MICROCHIP'’s 8 bit PIC18f452 hassimilarly, using second potentiometer, parameteo t&
been used which has most of the peripherals on #hias  tested and set point value can be set for secoraneter. If
low power consumption, fast executing speed an¢top  another parameter has to be set among eight pamentte
1536 bytes of flash and 256 bytes of data EEPROMh@ng.  processor can switch to them periodically in simitnner

It can operate up to 10MIPS (DC to 40MHz). The® B by pressing key RB1. Alarm acquisition is done pem
interrupt sources, two-timer modules, two captamnhpare /  collector source ULN2003 (transistor array).

PWM mOdUIeS, 8X8 hardware mUIthIler and master In between all process, the processor CO”tinuMykS
synchronous serial port module having SPI and 12Gf character “** has been received from keyboaddert it
interface. On Chlp serial communication Supportsthbo transmits all parameters and set point values mhyper
RS232 and RS485. The system can work up to 40 MHgrminal as shown in figure 3 and come back to rtfagn
clock frequency. But response time of many senisoo§the  program. All measured data is stored in on chipstland
order of 100us or more [12]. So, a processor spEed az|so serial EEPROM has been interfaced via 12C tous
10MHz to 15MHz should be adequate. Considering thjtjlize the non — volatile memory. All values arartsmitted
optimum performance and cost of the overall systethdue  to | CD unit using the LCD interface. The parametaiues
to easy availability of crystal oscillators up t6MHz, the  and their set - point values can be transmit vi23RSor
system clock of 10 MHz is selected for current &aplon.  wireless module (DIGI's X-Bee — PRO 802.15.4 trager)
There is 10 bits, 8 analog input channels A/D caevavith  which has capability to transmit data up to 1.6 lime of
acquisition time 12.8s. The eight input sensor nodes sight at frequency 2.4 GHz. In general, a loweqtency
operate under stored program control [14]. The anicr allows a longer transmission range and strongeatubiy to
controller A/D converter performs periodic scanstiiése penetrate through walls and glasses [3]. However,GHz
sensors. The scan rate is programmable and caddpéivee  bands of 2.400-2.4835 are worldwide acceptable. The
based on the rate of change of sensor readings@&hsors microcontroller apart from the measurement of apalo
data are compared with set-point values storedeimaony. parameters [5] also performs all the required hiesging
tasks and interacts with the other peripherals. ateby
supply monitoring circuit generates an interruptdatection
of a battery fail condition and initiates an emerge
measurement backup. There are two main time irltethat
need to be maintained. The sensors with their mnétess are
carefully timed using software timers. Assembly a@d
language programming is done using MPLAB IDE tool
along with PICDEM-2PLUS debugger and programmer for
implementation of developed algorithms, monitoriagd
display of parameters and set point values.

[ Tonykab 192 AT S Hiyper Term
Fie  Edn  wiowe call  Transfor el
O == =% Fm uwO &=
DRATE=1c/sa29. 85
/ PARAL -GBS 7PPM
Figure 2. Eight potentiometer based kit. FHEAZ=Aa34FPFH
poRnz-gsserEn
For testing of eight channels, an eight potentieme =
based kit has geen degvelo ed in laborat v hpvﬁ ine 2 PARAS- 08 SAEEH
! P nila ora orys o) _gure . FPARAS=1BBHFPEM
The parameters are firstly checked with eight pidereter PARA7—B234FPFM
kit and then module has been checked by RTD seriEbes PARAS=8B117FFM
. . . SE L= B
eight potentiometers are connected at PortA, anaipgt e ey T T
channels of microcontroller. Voltage (0-5V) is cened into sSPa—acos
corresponding engineering units for different paztars. ggé:gggg
The control of system can be done by two switcR&0(and SP&E=A9GA
RB1) connected on port B of microcontroller. Thdugaof Eﬁg_gggg
parameter one (0 - 1000PPM) can be adjusted by firs —
potentiometer and when switch RBO is pressed itesoto Figure 3. Data transmission at hyper terminal.
the set point value for first parameter which izatly stored
in flash memory. The set point value can be increnue The developed multi-sensing system performs batksta

decrement (0-1000PPM at span of 100PPM) by pushingiz. sensing of parameters as well as controllig t
switch RBO according to user's need. If switth RB1 movements of the mobile robot using left and rigit
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motors [14]. The summary of hardware configuration of the dry and wet bulb sensors, the maintenance of

mobile multi-sensor embedded system is as follows:

e Central PC: Data acquisition
communication and analysis

minimum ventilation speed, and a clean wick arerttagor
factors that affect the measurement of the reldtivmidity.

using wirelessWhen the wick of the psychrometer becomes hardbttie

will not be thoroughly wet and inaccurate readingd

« PIC18F452 — 4 MHz, RAM 1.5kbytes, flash programresult. Care should be taken to keep the wick cliahould
memory — 32kbytes, 8 channel - 10-bit A/D converternot be handled unless the fingers are perfectiyancle

for sensor and motor control

Distilled water should be used for keeping the wiekt.

+  Soil temperature and humidity measurement using\ccuracy with the fixed position psychrometers dae

sensor s LM335 and RDT respectively

obtained only by creating free circulation of anmbieir

+ ZigBee/802.15.4 RS232 RF Modem -— wirelessaround the bulbs. Since relative humidity depenusnore

connectivity between mobile robot and central PC

e Two DC motors: Supply voltage 12V, 6mm sha

diameter, 30 RPM

e One stepper motor: for mobile robot arm for sensof

assembly
e  Stepper motor driver: 1 L293. Battery: 12volt, 3t6A

The temperature sensors LM335 and RTD are mounte
on the robotic arm assembly. The sensors -caliloratio

circuitry is also included in the design. The seriaterface
circuit to PIC18f452 is composed of unity gain aifigus
followed by a filter circuit to reduce the loadiedfect and
noise respectively. The filtered signal is giventbe A/D
converter for sensor signal digitization.

The motor driver circuit is designed to drive DCtoro
and stepper motor. The stepper motor for arm igedrin
half stepping mode, so that the effective step eangl1.8
degrees. IC L293 is used to drive the DC and steqmoéors,
which limits the current up to 600mA.

A. Temperature measurement

The temperature measurement is implemented using th

PT100 Resistance Temperature Detector (RTD) sefisofs

than one parameter, multiple regression methodsésl uo

ft derive the relationship. Again by dividing the optérg

range into three zones, viz.°@- I0°C, 1I°C - 20°C and
1°C — 50°C and then by using the MATLAB and Simkili
software package, second order equations are gedklor
the entire range of temperaturRCO- 50°C to get the desired
accuracy of about + % in the RH measurement. Theatém
f&>r the temperature range di®to 10°C is :

RH = 97.4056 - 15.48984F 16.2592 },+ 0.2317 F*-
0.2972 T,2 (1)

The equation for range the 11°C to 20°C is:

RH = 93.0129 - 12.64914F 13.4314 |, + 0.1229 T2 -
0.1485 T, (2)

The equation for the temperature range of 21°CG58?

RH = 91.0058 - 9.0872 4T+ 9.5597 T+ 0.0471 T -
0.0540 T,2 3

where, § — dry bulb temperature and, =~ wet bulb
temperature.

2) Dry and wet bulb temperature transmitter

The transmitter circuit takes RTD as input z_;md [wes 4- The dry and wet bulb temperature transmitter is
20mA output corresponding to the measuring rang®-of implemented using the PT100 Resistance Temperature
50°C. The XTR-103 has built-in provisions for RTDrent  Detector (RTD) sensors [17]. A mechanism of a water

excitation, signal amplification and liberalization a single
integrated circuit. The zero and span adjustmemntcarried
out to get 4-20mA output signals for a working temgiure

container for keeping the wet bulb wet, by coverihg
corresponding RTD with one end of a wick and kegpire
other end of the wick in the water tank is incogied. At

range of 0-50°C. These 4-20mA current signals argeast half of the length of the wick remains dipprdthe

interfaced to the ADC input port of the micro catir for

further processing. First, temperature transmitiecuit is

calibrated by connecting a standard resistance Biwe
resistance is set to 190 corresponding to °C, and then
ZERO adjustment is done to get 4mA at the outputil&ly

it is set to 119.2, corresponding to 5C, and SPAN
adjustment is done to get 20mA at the output. @iryilthe
other temperature transmitter circuits are caldmrat

B. Relative humidity measurement

Measurement of relative humidity in the field plags
important role during the harvesting of the sedd§.[So this
facility is also included in the designed system.

1) Measurement Technique
Psychrometry is the best-suited technique for méasu
relative humidity particularly in process indusgiewhich
call for rugged and continuous operation [16]. Bleeuracy

water. Similarly a fan mechanism is provided fottigg the
required airflow around the wet RTD. Circuits usiK@R
103 are implemented for measuring the two tempestu
Each circuit takes RTD as input and provides 4-2@ufout
corresponding to the measuring range of 0-50°C. XHie-
103 has built-in provisions for RTD current exditat signal
amplification and liberalization on a single intetgd circuit.
Two similar circuits, based on XTR-103, are impletee
for measuring the dry and wet temperatures. The aed
span adjustment are carried out to get 4-20mA dusgignals
for a working temperature range of 0-50°C. These #w
20mA current signals are interfaced to the ADC trjpart of
the micro controller card for further processing.

C. Wireless communication

For wireless communication RS 232 based DIGI's X-
Bee—-PRO 802.15.4 transceiver module having OQPSK
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based modulation is used. The operating temper&uré0

P=(RGG A)/((41)2c L) ()

°C to 85C and the power down current is less than 6maA. It

can transmit data up to 1 mile for outdoors rahgeS) and
100m in indoor range at frequency 2.4GHz .The xexei
sensitivity is - 100dBm. For every 6dB gain in THvger or
RX sensitivity the range of wireless link doubldSor
wireless communication, location is also an impariasue.
Therefore, the module has been tested at diffefistances
and different baud rates inside and outside otficanalyze
the effect of obstacles in line of sight (LOS) o B00m. The

baud rate error was 0.16%, which is obtained frdma t

calculated and desired baud values at 16MHz [183eAal
RS-232 and wireless interface is provided to coninate
with a host system for remote/ automated monitoriFige

signal loss and power received have been calculated

different distances by using (4) and (5). We apepring the
portable RF power meter from Keithley (Model 3500)
measurement of actual power loss.

The signal loss is given by-

L (dB) = -20 logso (M 4Md). 4)

where — L = signal loss in free space (dB) and distance
(meters)
The power received at receiver is given by-

where — Pt = transmitted power = 100mW and&GG; =
antenna gain at receiver and transmitter = 2.1dB.

D. Distance measurement

For testing of information loss at different place®
wireless modules are used. One module is connéctéte
system through RS232 port placed in a test roormaanther
wireless module is connected with a laptop to chbekioss
at different places. To calculate line of sighttalices
between two places, help has been taken from Gdtaylid.
Google Earth maps the Earth by superimpositiomafges
obtained from satellite imagery, aerial photographyg GIS
3D globe which can be downloaded free. It provifdedity
to calculate distance between two selected objeudsr the
Tool option by selecting the ruler. Thus we haweated our
CEERI office area at Pilani, Rajasthan through Ge&grth
and then calculated approximate distance in métefseen
two locations in outdoor ranges. For indoor ranges
distance between two rooms are calculated appragiyna
using Pythagoras theorem on first floor and grofloat.

Initialize on chip peripherals of MICTU -ADC,

Timers, PWNML, Usart and 'O ports
P

Set the set point values for each parameters using on
board switches and store in on chip flash

ADC
¥

o Get the parameters from the transmitters through [*

Store eight parameter values in memory

v

Is command received
from kevboard to allow
transmission through

serial interface?

¥

Yes

Transmit all parameter and

&

set point values to host

its set point values

Compare the parameter values to

v

v

Is parameter values
greater than set point
values?

Is command

received from
kevboard to stop
transmission?

Yes

| Give false alarm

Control parameter values

Figure 4. Software Flow of Multi-Sensor Embedded System.
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verified and found to be +/- 1% as tabulated inetalover a
IV.  SYSTEM SOFTWARE span of 100 to 12C. The variation of calculated signal loss

The embedded software to operate the wireless -multend received power against distance for testingless
sensor system is implemented. Subroutine modules fdnodules are shown in figure 7 and figure 8 measwated
sensor signal digitization, motor control, LCD, key, various aerial distances with different baud rates.
wireless data acquisition and transmission & fitltking The RH is calculated from measured dry and wet bulb
algorithm are developed in C language and compilgd ~ temperatures and the (1) - (3), and is compareti tie
MP-LAB C18 cross compiler. The hex file is thentedrto ~ €xpected value from the psychometric chart. Theltesre
the flash memory of the PIC18F452 using PIC prognam  given in the following tables II, Iil and IV resgaely.

The operation of the software for multi-sensor edatsel Since, wireless communication works by creating
system is shown in the flowchart in figure 4. electromagnetic waves at a source and being algekoup
those electromagnetic waves at a particular dastm§l4].
V. EXPERIMENTAL RESULTS During the propagation, some attenuation of thaeaitakes

Figure 5 shows the experimental setup for testingpe ~ Place due to properties of the transmission medain and
developed system. The developed module is inteifagth ~ obstacles and power density decreases at recewuml
temperature sensors through transmitters giving 20mA Figure 7 shows this attenuation as a function efdistance
current outputs. The wireless module is connedtedugh between the transmitter and receiver and figurbdvs the

RS232 interface. The device is programmed using ABPL Power received at receiver end decreases withasurg the
IDE programmer. Figure 6 shows the results of ihdistance between transmitter and receiver locatidiie

temperature measurement conducted by keeping tfaformation loss in wireless data communicationngsthe
temperature sensors in the environmental chamberevh £/GBEE wireless modules is shown in table V andetald

programmable temperature setting is done for specif at outdoor and indoor distance range with and witho
temperature. The temperature measurement resulis dPbstacles.

G0 q
U
¥ 50 4
=
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[
E 20
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Figure 6. Experimental setup. Figure 5. Temperature measurement.
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Figure 7. Signal loss. Figure 8. Received power.
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TABLE . TEMPERATUREMEASUREMENT
Resistance (Ohms) Temperature from Chart(Deg Cen.) Measured Temperature (Deg Cen)
102.0 5 5.2
103.9 10 10.1
105.8 15 15.0
107.8 20 20.0
109.7 25 25.1
111.6 30 30.1
113.6 35 35.0
115.5 40 40.2
117.4 45 45.1
119.4 50 50.1
TABLE II. COMPARISON BETWEEN MEASURED AND HCARTRH VALUES FOR0-10PC RANGE
Dry Blub Wet Bulb Measure RH %}:%?llr%%fé?r? I\/I:I)elfaflzﬁggeaﬁzngﬁg?t Percentage
Temperature Temperature value Chart values Error
2 15 91.0728 92 -0.9272 -1.0078
2 1 83.3147 83 0.3147 0.3792
4 35 92.4198 93 0.5802 -0.6239
4 3 85.2560 85 0.0256 0.3012
6 5.5 93.2426 94 -0.7574 -0.8057
6 3 58.9099 60 -1.0901 -1.8168
8 7.5 93.5412 94 -0.4588 -0.4881
8 5 62.1805 62 0.1805 0.2911
10 9.5 93.3157 94 -0.0684 -0.7280
10 6.5 58.8034 60 -1.1966 -1.9943
TABLE Il COMPARISON BETWEEN MEASURED AND CHARRH VALUES FORIO-20°CRANGE
Dry Blub Wet Bulb Measure RH RH Value from Difference between Percentage
Tem);/)erature Temperature value Psychrometry Measured and Chart Error X
Chart Values
10 9.5 93.0144 94 -0.9856 -1.0485
10 6.5 59.8460 60 -0.1540 -0.2567
12 115 93.7525 94 -0.2475 -0.2633
12 11.0 88.7069 89 -0.2931 -0.3293
14 135 94.2862 95 -0.7138 -0.7514
14 13.0 89.5375 90 -0.4625 -0.5139
16 125 66.7915 67 -0.2085 -0.3112
16 12.0 61.8943 62 -0.1057 -0.1705
18 17.5 94.7409 95 -0.2591 -0.2727
18 17.0 90.5860 90 0.5860 0.6511
20 16.0 66.0971 66 0.0971 0.1471
20 15.5 61.7195 62 -0.2805 -0.4524
TABLE IV. COMPARISON BETWEEN MEASURED AND CHARRH VALUES FOR20-50°CRANGE
Dry Blub Wet Bulb Measure RH %2%?}'%%1?3 I\/I:I)elfaflzﬁggeaﬁzngﬁg?t Percentage
Temperature Temperature value Chart values Error
20 19.50 93.9807 96 -2.0193 -2.1034
20 15.50 63.3039 62 1.3039 2.1031
22 21.50 94.4538 96 -1.5462 -1.6106
24 19.00 62.1831 63 -0.8169 -1.2967
26 25.50 95.2343 96 -0.7657 -0.7976
28 26.00 85.5367 85 0.5367 0.6314
30 29.50 95.7938 96 -0.2062 -0.2148
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32 30.00 86.6340 86 0.6340 0.7372
34 32.00 87.0997 87 0.0997 0.1146
36 30.00 63.0991 64 -0.9009 -1.4077
38 31.00 58.1618 60 -1.8382 -3.0637
40 39.50 96.2262 97 -0.7738 -0.7977
40 33.00 59.5422 61 -1.4578 -2.3898
42 41.50 96.1469 97 -0.8531 -0.8795
44 37.00 62.1372 63 -0.8628 -1.3695
46 45.50 95.8228 97 -1.1772 -1.2136
46 45.00 93.4871 94 -0.5129 -0.5456
48 47.50 95.5779 97 -1.4221 -1.4661
50 42.00 60.6471 62 -1.3529 -2.1821
TABLE V. INFORMATION LOSS— INDOOR RANGE
S.N. Baud rate Baud rate Distance (m) Distance (m) Information loss
(bps) error (%) with obstacles | without obstacles (Yes/No)
1 1200 0.16 - <50 No
57 - Yes
64 -
- 227 No
2 9600 0.16 - <50 No
57 - Yes
64 -
- 227 No
3 19200 0.16 57 Yes
64
227 No
TABLE VI. INFORMATION LOSS— OUTDOOR RANGE
S.N. Baud rate (bps) Baud rate error (%) Distance Information loss (Yes/No)
(m)
1 1200 +0.16 <20 No
33 Yes
57
61
2 9600 +0.16 <20 No
33 Yes
57
61
3 19200 +0.16 <20 No
33 Yes
57
61

The developed multi-sensor embedded system is aldoansmission of signals via wireless communicattoe, low
tested on the mobile robotic platform in the fieldan area frequency range along with low baud rate and lihsight
5m x 5m. The system is tested with LM 335 and RTDrange is required to minimize the signal loss. d@beeloped
temperature sensors for temperature and humiditgystem is cost effective, versatile, and based emerc
measurement of soil in the farm over a wirelesqeativity.  platform. Currently, efforts are going on to ingea
The observed trajectory of the wireless robot ie thsted measurements up to 16 sensors channels, whictuitabls

field of 5mx5m area is as shown in figure 9. for most of our current applications like RO water
purification Plant automation and Smart pond fish
V1. CONCLUSION AND FUTURE WORK management system, where in up to 15 parametets &e

A development of the multi sensor embedded system f monitored. Also implementation of appropriate wess
measuring up to eight sensor parameters optimized beconfigurable sensor network for future perspecto as to
appropriate algorithms with its various featurese ar make the developed embedded system more appligable
presented. The test results of the developed puratystem Agro based Industrial applications such as graid foit,
with RTD temperature sensors for temperature measemt ~ Storage, vegetable storage smart pond automatiofrefsh
over a wireless connectivity for various distancase aquaculture and so on.
presented. From the results it can be concludeddahaetter
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The developed multi-sensor embedded system on enobiproposed system is low power and cost effectivédn \ats
robot is also successfully tested to monitor thel sonumber of sensors and wireless nodes. Although the
parameters in the farm and transmit the data tocémgral experimental conditions were limited, but the prétiary
system using wireless protocol for precision adtice. results are promising and shows that the wireles#ti-m
Considering the high cost and complexity of numbér sensing system can be utilized for farm applicatiaon
wireless sensing network systems in agriculturee thprecision agriculture.

> Troral <
Robot start at Tintervar » 1 |
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Deadend ol :
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® - Soil parameters are sensed here and sent to the

central PC using wireless connectivity in the field
area of Smx5m

Figure 9. Trajectory of the Wireless Mobile Robetsing soil parameter.
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Abstract—The adoption of Wireless Sensor Networks (WSN)
for wide area environmental monitoring is currently considered
one of the most challenging application scenarios for this
emerging technology. The promise of an unmanaged, self-
configuring and self-powered wireless infrastructure, with a
continuously decreasing cost per unit, attracts the attention of
both final users and system integrators, replacing previously de-
ployed wired solutions and opening new business opportunities.
Agricultural scenarios seem to be one of the most promising
application areas for WSN due to the necessity of improving the
agro-food production chain in terms of precision and quality.
This involves a careful system design, since a rural scenario
consists of an extensive area devoid of an electrical power
supply and availabile wired connections. This paper shows and
describes a practical case study, starting from a real problem
and reaching the best architectural solutions with particular
focus on hardware implementation and communication proto-
col design. Moreover, encouraging and unprecedented results
are shown, achieved with this approach and supported by
several pilot sites in different vineyards throughout Italy and
France. Finally, the commercial system ”’VineSense”, born from
previous experimental solutions, and its agronomic results are
also presented.

Keywords-Wireless Sensor Network, Distributed Agricultural
Monitoring, Hardware and Protocol Design, Physiology and
Pathogens Control, Pilot Sites.

I. INTRODUCTION

Agriculture is one of the most ancient activities of man in
which innovation and technology are usually accepted with
difficultly, unless real and immediate solutions are found for
specific problems or for improving production and quality.
Nevertheless, a new approach, of gathering information from
the environment, could represent an important step towards
high quality and ecosustainable agriculture.

Nowadays, irrigation, fertilization and pesticides manage-
ment are often left to the farmer and agronomist’s discretion:
common criteria used to guarantee safe culture and plant
growth is often giving a greater amount of chemicals and wa-
ter than necessary. There is no direct feedback between the
decision of treating or irrigating plants and the real effects in
the field. Plant conditions are usually committed to sporadic

Antonio Manes
Netsens S.r.l.
Via Tevere 70, 50019 Florence Italy
antonio.manes @netsens.it

and faraway weather stations which cannot provide accurate
and local measurements of the fundamental parameters in
each zone of the field. Also, agronomic models, based on
these monitored data, cannot provide reliable information.
On the contrary, agriculture needs detailed monitoring in
order to obtain real time feedback between plants, local
climate conditions and man’s decisions.

The most suitable technology to fit an invasive method of
monitoring the environment is a Wireless Sensor Network
(WSN) system [2].

The requirements that adopting a WSN are expected to
satisfy in effective agricultural monitoring concern both
system level issues (i.e., unattended operation, maximum net-
work life time, adaptability or even self-reconfigurability of
functionalities and protocols) and final user needs (i.e., com-
munication reliability and robustness, user friendly, versatile
and powerful graphical user interfaces). The most relevant
mainly concerns the supply of stand-alone operations. To
this end, the system must be able to run unattended for
a long period, as nodes are expected to be deployed in
zones that are difficult to maintain. This calls for optimal
energy management. An additional requirement is robust
operative conditions, which needs fault management since a
node may fail for several reasons. Other important properties
are scalability and adaptability of the network’s topology, in
terms of the number of nodes and their density in unexpected
events with a higher degree of responsiveness and reconfig-
urability. Finally, several user-oriented attributes, including
fairness, latency, throughput and enhanced data querying
schemes [3] need to be taken into account even if they could
be considered secondary with respect to our application
purposes because the WSN’s cost/performance trade-off [4].

The before mentioned requirements call for a carefully
designed and optimized overall system for the case study
under consideration.

In this paper an end-to-end monitoring solution is pre-
sented [1], joining hardware optimization with communica-
tions protocols design and a suitable interface. In particular,
Section II provides an overview of the related works. Sec-
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tion III presents the overall system in terms of hardware,
protocol and software design. Section IV describes the
real experiences, focusing on several case studies analyses
for highlighting the effectiveness and accurateness of the
developed system. Section V and Section VI describe respec-
tively the commercial system “VineSense”, born from the
experimental solution, and some agronomic results. Finally,
in Section VII some conclusions are drawn in order to
explain the future direction of the current research study.

II. RELATED WORKS

The concept of precision agriculture has been around for
some time now.

Starting from 1994, Blackmore et al. [5] defined it as
a comprehensive system designed to optimize agricultural
production by carefully tailoring soil and crop management
to correspond to the unique condition found in each field
while maintaining environmental quality. The early adopters
during that time found precision agriculture to be unprof-
itable. Moreover they found the instances of implementation
of precision agriculture were few and far between. Further,
the high initial investment in the form of electronic equip-
ment for sensing and communication meant that only large
farms could afford it. The technologies proposed at that point
comprised of three aspects: Remote Sensing (RS), Global
Positioning System (GPS) and Geographical Information
System (GIS). RS coupled with GPS coordinates produced
accurate maps and models of the agricultural fields. The
sampling was typically through electronic sensors such as
soil probes and remote optical scanners from satellites. The
collection of such data in the form of electronic computer
databases gave birth to the GIS. Statistical analyses were
then conducted on the data and the variability of agricul-
tural land with respect to its properties was charted. The
technology apart from being non real-time, involved the use
of expensive technologies like satellite sensing and was labor
intensive where the maps charting the agricultural fields
were mostly manually done.

Over the last seven years, the advancement in sensing and
communication technologies has significantly brought down
the cost of deployment and running of a feasible precision
agriculture framework. Emerging wireless technologies with
low power needs and low data rate capabilities, which per-
fectly suites precision agriculture, have been developed [6].

The sensing and communication can now be done on a
real-time basis leading to better response times. The wireless
sensors are cheap enough for wide spread deployment in the
form of a mesh network and offers robust communication
through redundant propagation paths [7]. Wireless sensor
networks allow faster deployment and installation of various
types of sensors because many of these networks provide
self-organizing, self-configuring, self-diagnosing and self-
healing capabilities to the sensor nodes.
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The applications using wireless sensor technology for
precision agriculture are briefly explored below.

Cugati et al. [8] developed an automated fertilizer applica-
tor for tree crops. The system consisted of an input module
for GPS and real-time sensor data acquisition, a decision
module for calculating the optimal quantity and spread
pattern for a fertilizer, and an output module to regulate
the fertilizer application rate. Data communications among
the modules were established using a Bluetooth network.

Evans and Bergman [9] are leading a USDA research
group to study precision irrigation control of self-propelled,
linear-move and center-pivot irrigation systems. Wireless
sensors were used in the system to assist irrigation schedul-
ing using combined on-site weather data, remotely sensed
data and grower preferences.

The US Department of Agriculture (USDA) [10] con-
ducted a research in Mississippi to develop a high-speed
wireless networking system to help farmers download aerial
images via WLAN to their PCs, laptops or PDAs. The
images were mainly used for precision farming applications.

Mahan and Wanjura [11] cooperated with a private com-
pany to develop a wireless, infrared thermometer system
for in-field data collection. The system consisted of infrared
sensors, programmable logic controllers and low power radio
transceivers to collect data in the field and transmit it to a
remote receiver outside the field.

The Institut Fiir Chemie und Dynamik der Geosphére [12]
developed a soil moisture sensor network for monitoring soil
water content changes at high spatial and temporal scale.

III. OVERALL SYSTEM CHARACTERIZATION

The overall system is shown in Figure 1. It is comprised
of a self-organizing WSN endowed with sensing capabilities,
a GPRS Gateway which gathers data and provides a TCP-
IP based connection toward a Remote Server and a Web
Application which manages information and makes the
final user capable of monitoring and interacting with the
instrumented environment.

In the following subsections, an end-to-end system de-
scription of the hardware, protocol and software design is
presented.

A. Hardware Design

Focusing on an end-to-end system architecture, every
constitutive element has to be selected according to the
application requirements and scenario issues, especially the
hardware platform. Many details have to be considered,
involving the energetic consumption of the sensor readings,
the power-on and power-save states management and a good
trade-off between the maximum radio coverage and the
transmitted power. After an accurate investigation of the
out-of-the-shelf solutions, accordingly to these constraints
and to the reference scenarios, 868 M H z Mica2 motes [13]
were adopted. The Tiny Operative System (TinyOS), running
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Wireless Sensor
Network

Figure 1. Wireless Sensor Network System.

on this platform, ensures a full control of mote communi-
cation capabilities to attain optimized power management
and provides necessary system portability towards future
hardware advancements or changes. Nevertheless, Mica2
motes are far from perfection especially in the RF sec-
tion, since the power provided by the transceiver (Chipcon
CC1000) is not completely available for transmission, but it
is lost to imperfect coupling with the antenna, thus reducing
the radio coverage area. An improvement of this section
was performed, using more suitable antennas and coupling
circuits and increasing the transmitting power with a power
amplifier, thus increasing the output power up to 15 dBm,
respecting international restrictions and standards. These op-
timizations allow for a larger radio coverage (about 200 m)
and better power management. In order to manage different
kinds of sensors, a compliant sensor board was adopted,
allowing up to 16 sensor plugs on the same node, this
makes a single mote capable of sensing many environmental
parameters at a time [14]. Sensor boards recognize the
sensors and send Transducer Electronic Datasheets (TEDS)
through the network up to the server, making an automatic
sensor recognition possible by the system. The overall node
stack architecture is shown in Figure 2.

Overall size: 58x32x25 mm

Sensor Board —p
Power Board —p» =5

Communication Board —p 4

Figure 2. Node Stack Architecture.

The GPRS embedded Gateway [15], shown in Figure 3, is
a stand-alone communication platform designed to provide
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transparent bi-directional wireless TCP-IP connectivity for
remote monitoring in conjunction with Remote Data Acqui-
sition (RDA) equipment, such as WSN where it acts when
connected with a Master node or when directly connected
to sensors and transducers (i.e., Stand-Alone weather sta-
tion, Stand-Alone monitoring camera). The Gateway can be

Figure 3.

GPRS Gateway.

configured to operate in several ways like “always on”, on
demand”, or “periodically connected”. The Gateway sub-
system has been designed to operate unattended, in outdoor
environments, since there is usually no access to a power
supply infrastructure. Therefore, the hardware design has
been oriented to implement low power operating modalities,
using a 12 V rechargeable battery and a 20 W solar panel.
Data between the Gateway and Protocol Handler are carried
out over TCP-IP communication and encapsulated in a
custom protocol; from both local and remote interfaces it is
also possible to access part of the Gateway’s configuration
settings.

B. Protocol Design

The most relevant system requirements, which lead the
design of an efficient Medium Access Control (MAC) and
Routing protocol for an environmental monitoring WSN,
mainly concern power consumption issues and the possiblity
of a quick set-up and end-to-end communication infras-
tructure that supports both synchronous and asynchronous
queries. The most relevant challenge is to make a system
capable of running unattended for a long period, as nodes
are expected to be deployed in zones that are difficult to
maintain. This calls for optimal energy management since a
limited resource and node failure may compromise WSN
connectivity. Therefore, the MAC and the network layer
must be perfected ensuring that the energy used is directly
related to the amount of handled traffic and not to the overall
working time.

Other important properties are scalability and adaptability
of network topology, in terms of number of nodes and their
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density. As a matter of fact, some nodes may either be turned
off may join the network afterward.

Taking these requirements into account, a MAC protocol
and a routing protocol were implemented.

1) MAC Layer Protocol: Taking the IEEE 802.11 Dis-
tributed Coordination Function (DCF) [16] as a starting
point, several more energy efficient techniques have been
proposed in literature to avoid excessive power waste due to
so called idle listening. They are based on periodical pream-
ble sampling performed at the receiver side in order to leave
a low power state and receive the incoming messages, as
in the WiseMAC protocol [17]. Deriving from the classical
contention-based scheme, several protocols (S-MAC [18], T-
MAC [19] and DMAC [20]) have been proposed to address
the overhead idle listening by synchronizing the nodes and
implementing a duty cycle within each slot.

Resorting to the above considerations, a class of MAC
protocols was derived, named Synchronous Transmission
Asynchronous Reception (STAR) which is particularly suited
for a flat network topology and benefits from both WiseMAC
and S-MAC schemes. More specifically, due to the intro-
duction of a duty-cycle, it joins the power saving capability
together with the advantages provided by the offset schedul-
ing, without excessive overhead signaling. According to the
STAR MAC protocol, each node might be either in an idle
mode, in which it remains for a time interval 7 (listening
time), or in an energy saving sleeping state for a T (sleeping
time). The transitions between states are synchronous with
a period frame equal to Ty = T; + T partitioned in two
sub-intervals; as a consequence, a duty-cycle function can
also be introduced:

T

1= T, + T, M
To provide the network with full communication capabilities,
all the nodes need to be weakly synchronized, meaning
that they are aware at least of the awaking time of all
their neighbors. To this end, as Figure 4 shows, a node
sends a synchronization message (SYNC) frame by frame
to each of its neighbor nodes known to be in the listening
mode (Synchronous Transmission), whereas, during the set-
up phase in which each node discovers the network topology,
the control messages are asynchronously broadcasted. On
the other hand, its neighbors periodically awake and enter
the listening state independently (Asynchronous Reception).
The header of the synchronization message contains the fol-
lowing fields: a unique node identifier, the message sequence
number and the phase, or the time interval after which the
sender claims to be in the listening status waiting for both
synchronization and data messages from its neighbors. The
phase ¢ is evaluated according to the following rule:

o1 =711 @

if the node is in the sleeping mode, where 7 is the time
remaining to the next frame beginning. Conversely, if the
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Figure 4.

STAR MAC Protocol Synchronization Messages Exchange.

Table 1
POWER CONSUMPTION PARAMETERS FOR THE CONSIDERED
PLATFORM.

Cra 12 mA
Csleep 0.01 mA

Ciz 30 mAh

Ctx 0.001 mA

mote is in the listening status, ¢ is computed as:
G2 =7 +T;s 3)

In order to fully characterize the STAR MAC approach,
the related energy cost normalized can be evaluated as it
follows:

C = ¢rodTf + CsleepT§(1 —d) — NTppe)| + NCiy  [mAR]

where c;jeep and ¢, represent the sleeping and the receiving
costs [mA] and Cy, is the single packet transmission costs
[mAh], while T,, and T, are the receiving and sleeping
times [s], Tpk; is the synchronization packet time length
[s] and finally N is the number of neighbors. When the
following inequality is hold:

NTpkt < Tf
then:

C >~ ¢, pdTf + CsleepTs(1 — d) + NCiy  [mAR]

The protocol cost normalized to the synchronization time is
finally:

C NCiy

T; Crad + Csleep(1l — d) + T
As highlighted in Table I, it usually happens that ¢;, <
Csleep K Cry » Where Cip = Cyy/Tpiy and Ty is the packet
transmission time [s] assumed equal to 100 ms as worst
case. This means that the major contribution to the overall
cost is represented by the listening period that the STAR
MAC protocol tries to suitably minimize.

In Figure 5(a) the normalized cost versus the number
of neighbor nodes is shown for the S-MAC and STAR
MAC schemes. It is worth noticing that the performance of
the proposed protocol is better with respect to the existing

[mA] (4
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Table II
ROUTING TABLE GENERAL STRUCTURE.

[ Target [ NH | HC [ PH [ LQ | BL

Smk1 ]| A | Na | 6a | 7a | Ba | Ca
B | Ng | ¢ | nB | B | CB
Sink 2 C | No | ¢¢ | nc | Be | Cc
D | Np | ¢p | np | Bp | Cp

approach for a number of neighbor nodes greater than 7.
Finally, in Figure 5(b) the normalized costs of S-MAC and
STAR MAC approaches are compared with respect to the
duty cycle duration for a number of neighbor nodes equal
to 8. It is possible to notice that for d < 3.5% the proposed
protocol provide a significant gain.

2) Network Layer Protocol: In order to evaluate the
capability of the proposed MAC scheme in establishing ef-
fective end-to-end communications within a WSN, a routing
protocol was introduced and integrated according to the
cross layer design principle [21]. In particular, we refer
to a proactive algorithm belonging to the class link-state
protocol that enhance the capabilities of the Link Estimation
Parent Selection (LEPS) protocol. It is based on periodically
information needed for building and maintaining the local
routing table, depicted in Table II. However, our approach
resorts both to the signaling introduced by the MAC layer
(i.e., synchronization message) and by the Network layer
(i.e., ping message), with the aim of minimizing the over-
head and make the system more adaptive in a cross layer
fashion. In particular, the parameters transmitted along a
MAC synchronization message, with period T, are the
following:

o next hop (NH) to reach the gateway, that is, the MAC
address of the one hop neighbor;

o distance (HC) to the gateway in terms of number of
needed hops;

o phase (PH) that is the schedule time at which the
neighbor enter in listening mode according to (2) and
(3

o link quality (LQ) estimation as the ratio of correctly
received and the expected synchronization messages
from a certain neighbor.

On the other hand, the parameters related to long-term
phenomena are carried out by the ping messages, with period
T, > T, in order to avoid unnecessary control traffics and,
thus, reducing congestion. Particularly, they are:

e battery level (BL) (i.e., an estimation of the energy
available at that node);

o congestion level (CL) in terms of the ratio between the
number of packets present in the local buffer and the
maximum number of packets to be stored in.

Once, the routing table has been filled with these parameters,
it is possible to derive the proper metric by means of a
weighted summation of them. It is worth mentioning that
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the routing table might indicate more than one destination
(sink) thanks to the ping messages that keep trace of the
intermediate nodes within the message header.

C. Software and End User Interface Design

The software implementation was developed, considering
a node as both a single element in charge of accomplishing
prearranged tasks and as a part of a complex network in
which each component plays a crucial role in the network’s
maintenance. As far as the former aspect is concerned,
several TinyOS modules were implemented for managing
high and low power states and for realizing a finite state
machine, querying sensors at fixed intervals and achieving
anti-blocking procedures, in order to avoid software failure
or deadlocks and provide a robust stand alone system. On
the other hand, the node has to interact with neighbors and
provide adequate connectivity to carry the messages through
the network, regardless of the destination. Consequently,
additional modules were developed according to a cross
layer approach that are in charge of managing STAR MAC
and multihop protocols. Furthermore, other modules are
responsible for handling and forwarding messages, coming
from other nodes or from the gateway itself. Messages
are not only sensing (i.e., measures, battery level) but also
control and management messages (i.e., synchronization,
node reset). As a result, a full interaction between the final
user and the WSN is guaranteed.

The final user may check the system status through
graphical user interface (GUI) accessible via web. After
the log-in phase, the user can select the proper pilot site.
For each site the deployed WSN together with the gateway
is schematically represented through an interactive map. In
addition to this, the related sensors display individual or ag-
gregate time diagrams for each node with an adjustable time
interval (Start/Stop) for the observation. System monitoring
could be performed both at a high level with a user friendly
GUI and at a low level by means of message logging.

Figure 6 shows some friendly Flash Player applications
that, based on mathematical models, analyze the entire
amount of data in a selectable period and provide ready-to-
use information. Figure 6(a) specifically shows the aggregate
data models for three macro-parameters, such as vineyard
water management, plant physiological activity and pest
management. The application, using cross light colors for
each parameter, points out normal (green), mild (yellow) or
heavy (red) stress conditions and provides suggestions to
the farmer on how to apply pesticides or water in a certain
part of the vineyard. Figure 6(b) shows a graphical repre-
sentation of the soil moisture measurement. Soil moisture
sensors positioned at different depths in the vineyard make
it possible to verify whether a summer rain runs off on the
soil surface or seeps into the earth and provokes beneficial
effects on the plants: this can be appreciated with a rapid
look at the soil moisture aggregate report which, shows the
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Figure 5.

moisture sensors at two depths with the moisture differences
colore in green tones. Finally, Figure 6(c) highlights stress
conditions on plants, due to dry soil and/or to hot weather
thanks to the accurate trunk diametric growth sensor that can
follow each minimal variation in the trunk giving important
information on plant living activity.

IV. REAL WORLD EXPERIENCES

The WSN system described above was developed and
deployed in three pilot sites and in a greenhouse. Since 2005,
an amount of 198 sensors and 50 nodes have continuously
sent data to a remote server. The collected data represents a
unique database of information on grape growth useful for
investigating the differences between cultivation procedures,
environments and treatments.

A. Pilot Sites Description

The first pilot site was deployed in November 2005 on
a sloped vineyard of the Montepaldi farm in Chianti Area
(Tuscany - Italy). The vineyard is a wide area where 13
nodes (including the master node) with 24 sensors, running
STAR MAC and dynamic routing protocols were success-
fully deployed. The deployment took place in two different
steps: during the first one, 6 nodes (nodes 9,10,14,15,16,17)
were placed to perform an exhaustive one week test. The
most important result regards the multi-hop routing effi-
ciency, estimated as:

Mgy

NMHop = M )]

where narr0p 1S the efficiency, Mgy are the messages cor-
rectly received by the remote user and M., are the expected
transmitted messages. For the gateway neighbors, 1y mop
is very high, over 90%. However, even nodes far from
the gateway (i.e., concerning an end-to-end multihop path)
show a message delivery rate (MDR) of over 80%. This
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Table IIT
MESSAGE DELIVERY RATE FOR THE MONTEPALDI FARM PILOT SITE

Location | MDR |

Node 9 72.2
Node 10 73.7
Node 11 88.5
Node 12 71.4
Node 13 60.4
Node 14 57.2
Node 15 45.6
Node 16 454
Node 17 92.1
Node 18 87.5
Node 19 84.1

means that the implemented routing protocol does not affect
communication reliability. After the second deployment, in
which nodes 11,12,13,18,19,20 were arranged, the increased
number of collisions changed the global efficiency, thus de-
creasing the messages that arrived to the end user, except for
nodes 18,19,20, in which an upgraded firmware release was
implemented. The related results are detailed in Table III.
This confirms the robustness of the network installed and
the reliability of the adopted communications solution, also
considering the power consumption issues: batteries were
replaced on March 11" 2006 in order to face the entire
farming season. After that, eleven months passed before
the first battery replacement occurred on February 11*%
2007, confirming our expectations and fully matching the
user requirements. The overall Montepaldi system has been
running unattended for one year and a half and is going to be
a permanent pilot site. So far, nearly 2 million samples from
the Montepaldi vineyard have been collected and stored in
the server at the University of Florence Information Services
Centre (CSIAF), helping agronomist experts improve wine
quality through deeper insight on physical phenomena (such
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Figure 6. Flash Player User Interface

as weather and soil) and the relationship with grape growth.

The second pilot site was deployed on a farm in the
Chianti Classico with 10 nodes and 50 sensors at about
500 m above sea level on a stony hill area of 2.5 hectares.
The environmental variations of the the “terroir” have been
monitored since July 2007, producing one of the most
appreciated wines in the world.

Finally, the third WSN was installed in Southern France
in the vineyard of Peach Rouge at Gruissan. High sensor
density was established to guarantee measurement redun-
dancy and to provide a deeper knowledge of the phenomena
variation in an experimental vineyard where micro-zonation
has been applied and where water management experiments
have been performed for studying plant reactions and grape
quality.

B. Greenhouse

An additional deployment at the University of Florence
Greenhouse was performed to let the agronomist experts
conduct experiments even in seasons like Fall and Winter,
where plants are quiescent, thus breaking free from the nat-
ural growth trend. This habitat also creates the opportunity
to run several experiments on the test plants, in order to
evaluate their responses under different stimuli using in situ
Sensors.

The greenhouse environmental features are completely
different from those of the vineyard: as a matter of fact, the
multipath propagation effects become relevant, due to the
indoor scenario and the presence of a metal infrastructure.
A highly dense node deployment, in terms of both nodes
and sensors, might imply an increased network traffic load.
Nevertheless, the same node firmware and hardware used in
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the vineyard are herein adopted; this leads to a resulting
star topology as far as end-to-end communications are
concerned.

Furthermore, 6 nodes have been in the greenhouse since
June 2005, and 30 sensors have constantly monitored air
temperature and humidity, plants soil moisture and tem-
perature, differential leaf temperature and trunk diametric
growth. The sensing period is equal to 10 minutes, less than
the climate/plant parameter variations, providing redundant
data storage. The WSN message delivery rate is extremely
high: the efficiency is over 95%, showing that a low number
of messages are lost.

V. VINESENSE

The fruitful experience of the three pilot sites was gath-
ered by a new Italian company, Netsens, founded as a spin
off of the University of Florence. Netsens has designed a
new monitoring system called VineSense based on WSN
technology and oriented towards market and user applica-
tions.

VineSense exalts the positive characteristics of the exper-
imental system and overcomes the problems encountered in
past experiences, thus achieving an important position in the
wireless monitoring market.

The first important outcome of the experimental system,
enhanced by VineSense is the idea of an end-to-end sys-
tem. Sensors deployed in the field constantly monitor and
send measurements to a remote server throught the WSN.
Data can be queried and analyzed by final users thanks to
the professional and user-friendly VineSense web interface.
Qualified mathematic models are applied to monitoring
parameters and provide predictions on diseases and plant
growth, increasing agronomists’ knowledge, reducing costs,
while paving the road for new vineyard management.

VineSense improves many aspects of the experimental
system, both in electronics and telecommunications.

The new wireless nodes are smaller, more economical,
more robust and suited for vineyard operations with ma-
chines and tractors. The electronics is more fault tolerant,
easier to install and more energy efficient: only a 2200 mAh
lithium battery for 2-3 years of continuous running without
human intervation. Radio coverage has been improved up to
350 m and nodes deployment can be easily performed by
end users who can rely on a smart installation system with
instantaneous radio coverage recognition. Sensors used in
the VineSense system are low-cost, state-of-the-art devices
designed by Netsens in order to guarantee the best accuracy-
reliability-price ratio.

The VineSense wireless-sensor unit is shown in Figure 7.

Recovery strategies and communication capabilities of the
stand-alone GPRS gateway have been improved: in fact,
data received by wireless nodes are both forwarded in real
time to a remote server and temporarily stored on board
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Figure 7. VineSense Wireless Unit.

in case of abrupt disconnections; moreover, automatic reset
and restart procedures avoid possible software deadlocks
or GPRS network failures; finally, a high gain antenna
guarantees a good GPRS coverage almost everywhere. The
GPRS gateway firmware has been implemented to allow
the remote management of the acquisition settings, relieving
users from the necessity of field maintenance.

In Figure 8 the GPRS gateway with weather sensors is
shown.

Figure 8. VineSense GPRS Gateway with Weather Sensors.

The web interface is the last part of VineSense’s end-to-
end: the great amount of data gathered by the sensors and
stored in the database needs a smart analysis tool to become
useful and usable. For this reason different instruments are
at the disposal of various kinds of users: on one hand,
some innovative tools such as control panels for real time
monitoring or 2D chromatic maps create a quick and easy
approach to the interface; on the other hand, professional
plots and data filtering options allow experts or agronomists
to study them more closely.

VI. AGRONOMIC RESULTS

The use of VineSense in different scenarios with different
agronomic aims has brought a large amount of important
results.
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When VineSense is adopted to monitor soil moisture
positive effects can be obtained for plants and saving water,
thus optimizing irrigation schedules. Some examples of
this application can be found in systems installed in the
Egyptian desert where agriculture is successful only through
wise irrigation management. In such a terroir, plants suffer
continuous hydric stress during daylight due to high air
temperature, low air humidity and hot sandy soils with a low
water retention capacity. Water is essential for plant survival
and growth, an irrigation delay can be fatal for the seasonal
harvest therefore, a reliable monitoring system is necessary.
The adoption of VineSense in this scenario immediately
resulted in continuous monitoring of the irrigating system,
providing an early warning whenever pump failure occurred.
On the other hand, the possibility to measure soil moisture
at different depths allows agronomists to decide on the right
amount of water to provide plants; depending on different
day temperatures and soil moisture, pipe schedules can be
changed in order to reduce water waste and increase water
available for plants.

An example of different pipe schedules is shown in
Figure 9 . Originally, the irrigation system was opened
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Figure 9.
Levels.

Different Pipe Schedules in Accordance with Soil Moisture

once a day for 5 hours giving 20 liters per day (schedule
1); since sandy soils reach saturation very rapidly most
of this water was wasted in deeper soil layers; afterwards
irrigation schedules were changed (schedule 2), giving the
same amount of water in two or more times per day; the
water remained in upper soil layers at plant root level,
reducing wastes and increasing the amount of available water
for plants, as highlighted by soil moisture at 60 c¢m (blue
plot).

Another important application of the VineSense system
uses the dendrometer to monitor plant physiology. The trunk
diametric sensor is a mechanical sensor with 4+/— 5 microns
of accuracy; such an accurate sensor can appreciate stem
micro variations occurring during day and night, due to the
xilematic flux inside the plant. Wireless nodes measure plant
diameter every 15 minutes, an appropriate time interval for
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following these changes and for creating a plot showing this
trend. In normal weather conditions, common physiologic
activity can be recognized by agronomists the same as
a doctor can do reading an electrocardiogram; when air
temperature increases and air humidity falls in combining
low soil moisture levels, plants change their activity in order
to face water stress, preserve their grapes and especially
themselves. This changed behavior can be registered by the
dendrometer and plotted in the VineSense interface, warning
agronomists about incoming risks; as a consequence, new
irrigation schedules can be carried into effect.

Figure 10 shows an example of a plant diametric trend
versus air temperature. The blue plot represents the air
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[ Power board -> Charge status O ®E |4
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& Unita 4> Temp. Aria ® BHE 1%

Figure 10. Plant Diametric Trend vs. Air Temperature.

temperature in 10 days, from 13*" August until the 227¢
August 2009 in Italy; the blue line becomes red when the
temperature goes over a 35 degree threshold. During the
period in which the temperature is so high, plant stem
variations are reduced due to the lower amount of xilematic
flux flowing in its vessels, a symptom of water leakage.

WSN in agriculture are also useful for creating new
databases with historical data: storing information high-
lighting peculiarities and differences of vineyards provides
agronomists an important archive for better understanding
variations in plant production capabilities and grape ripen-
ing. Deploying wireless nodes on plants in interesting areas
increases the knowledge about a specific vineyard or a
specific terroir, thus recording and proving the specificity
of a certain wine. LE., the quality of important wines such
CRU, coming from only one specific vineyard, can be easily
related to “grape history”: data on air temperature and
humidity, plant stress, irrigation and rain occurring during
the farming season can assess a quality growing process,
that can be declared to buyers.

Finally, VineSense can be used to reduce environmental
impact thanks to a more optimized management of pesticides
in order to reach a sustainable viticulture. Since many of the
most virulent vine diseases can grow in wet leaf conditions,
it is very important to monitor leaf wetness in a continuous
and distributed way. Sensors deployed in different parts of
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vineyards are a key element for agronomists in monitoring
risky conditions: since wetness can change very rapidly
during the night in a vineyard and it is not homogeneous in
a field, a real time distributed system is the right solution for
identifying risky conditions and deciding when and where
to apply chemical treatments. As a result, chemicals can
be used only when they are strictly necessary and only in
small parts of the vineyard where they are really needed, thus
reducing the number of treatments per year and decreasing
the amount of active substances sprayed in the field and in
the environment. In some tests performed in 2009 in Chianti,
the amount of pesticides was reduced by 65% compared to
the 2008 season.

Figure 11 shows a vineyard map: the green spots are
wireless units, distributed in a vineyard of one hectare. Leaf

Figure 11. Distributed Wireless Nodes in a Vineyard.

wetness sensors on nodes 2 and 3 measure different wetness
conditions as shown in Figure 12. The upper part of the
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Figure 12. Different Leaf Wetness Conditions in a Small Vineyard.

vineyard is usually wetter (brown plot) than the lower part
(blue plot) and sometimes leaf wetness persists for many
hours, increasing the risk of attacks on plants.
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VII. CONCLUSION

This paper deals with the design, optimization and devel-
opment of a practical solution for application to the agro-
food chain monitoring and control. The overall system was
addressed in terms of the experienced platform, network
issues related both to communication protocols between
nodes and gateway operations up to the suitable remote user
interface. Every constitutive element of the system chain was
described in detail in order to point out the features and the
remarkable advantages in terms of complexity reduction and
usability.

To highlight the effectiveness and accurateness of the de-
veloped system, several case studies were presented. More-
over, the encouraging and unprecedented results achieved
by this approach and supported by several pilot sites into
different vineyard in Italy and France were shown.

The fruitful experience of some pilot sites was gathered
by a new Italian company, Netsens, founded as a spin
off of the University of Florence. Netsens has designed a
new monitoring system called VineSense based on WSN
technology and oriented towards market and user applica-
tions. In order to point out the improvements of the new
solution respect to the experimental one, the main features
of VineSense were described. Moreover, some important
agronomic results achieved by the use of VineSense in
different scenarios were sketched out, thus emphasizing the
positive effects of the WSN technology in the agricultural
environment.

Nowadays, the application of the solution described in
this paper is under investigation to the more general field of
environmental monitoring, due to its flexibility, scalability,
adaptability and self-reconfigurability.
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Abstract—Environmental monitoring in agriculture is an in-
teresting and promising area of application for wireless sensor
networks. Wireless sensor networks can deliver valuable infor-
mation about environment, animals and their habitat. This paper
describes a case where such sensing application was implemented
by the authors together with biologists. The wireless sensor
network collected data in hard outdoors conditions over a period
of one year, during which luminosity, temperature and humidity
were measured in a foxhouse. Evaluation of IEEE802.15.4 based
communication used was one of the main subjects of the study.
The throughput and the link quality statistics are presented and
some factors related to link quality are analysed. In addition
to reliability analysis, this paper describes the Foxhouse Case
implementation, reports on its results, presents the power-
consumption measurements and discusses the observations made
during project.

Index Terms—wsn implementation; environmental monitoring;
reliability; link quality; power-consumption

I. INTRODUCTION

Environmental monitoring, both indoors and outdoors, is
one of the most promising application areas for wireless sensor
networks. Compared to traditional sensing methods wireless
sensor network (WSN) technology offers some important
benefits: wide areas can be covered with inexpensive nodes,
battery-powered devices with a self-configuration ability en-
able quick and easy system installation, the energy-efficiency
of battery-powered devices makes long-term monitoring pos-
sible, and typically there is also a real time access to data.
In addition, when monitoring animals, for example, human
presence is unwanted and can distort the results or even
cause damage to the subjects of monitoring. By using WSNs,
measurements can be done without any other disturbance
except that caused by the deployment of the network. Thus
the results would also be free from any external impact.

In spite of the improvements in WSN technology there are
not too many cases reported where WSN has been used in
environmental monitoring. One such experiment was the Fox-
house case implemented by The Kokkola University Consor-
tium Chydenius (later Chydenius) [1]. The other environmental
wireless sensor networks have been built also, and valuable
information about hardware and software has been obtained,
see, e.g., [2], [3], [4], [5], [6], [7], and [8].

The Foxhouse project was undertaken jointly with the
MTT Agrifood Research Finland. The wireless sensor network

for environmental monitoring was implemented in the Fur
Farming Research Station at Kannus. The reason for the WSN
implementation was the need to get real time information
about the habitat of foxes in a foxhouse. The amount of light
received is presumed to be the key factor in stimulating repro-
duction of foxes, so measuring light intensity in different parts
of the foxhouse was the focal point of interest. Measurement
data for luminosity as well as temperature and humidity were
gathered outdoors over a period of one year. We also observed
the functionality and usability of the network, and some tools
for network maintenance were developed during the project.

In addition to habitat monitoring we also wanted long-
term information about WSNs in environmental monitoring
as well as about the performance of wireless communication
due to the IEEE802.15.4 standard. The amount of collected
data was large in the Foxhouse project. A total of 1 707 758
received packets were stored in the database over a period
of one year. This large database enabled us to evaluate the
wireless sensor network’s IEEE802.15.4 based communica-
tion. The performance of wireless communication is studied
by analysing the throughput and the quality of links. The link
quality is evaluated by using received signal strength indicator
(RSSI) which indicates the strength of the radio signal at
the receiver’s position. Measurement data for temperature and
humidity enabled analysis of the effects of weather conditions
on link quality. Measurements to analyse the effect of angular
orientation on link quality as well as to evaluate node’s power
consumption were performed also.

This paper is organized as follows. First we overview some
related research where WSN has been used in agriculture and
environmental monitoring. The Foxhouse case as a sensing ap-
plication is described and the CiNet sensor network and node
architectures are introduced. Resulting statistics about network
reliability, like the throughput and the quality of links, as well
as the application data are given. Some factors related to link
quality are analysed and the power consumption measurements
of a battery-powered sensing node are presented. Finally, the
project experiences are discussed briefly.

II. RELATED WORK

WSN implementations have been used and reported in
monitoring tasks during the past few years. In agriculture there
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have been applications where WSNs have delivered valuable
information about environment, e.g., about soil moisture and
microclimate [2], [3], and [6]. Also animals and their habitat
have been monitored. A famous implementation of this kind
was created by the project in Great Duck Island, where
some researchers from the University of California, Berkeley,
together with biologists from the College of the Atlantic, built
a sensor network and collected data from a seabird habitat
[7]. In that project the researchers discussed also the need and
possibilities for network status monitoring and retasking.

In the implemented sensor network projects, performance of
wireless sensor network has been one of the main concerns.
The impact of environmental conditions on the link perfor-
mance has been studied. For example, distance, height and
angular orientation of devices have been reported to affect
the received signal strength sensitivity [9]. Also the effect of
foliage and weather conditions on the propagation of radio
waves has been studied in [5], [10] and [11]. Reliability of
sensor networks includes more than just error-free wireless
communication. For example, validity of data is important,
and, when problems occur, fault detection is needed. A fault
detection system was tested in the project where groundwater
quality was measured [12] and [13].

Typically, monitoring testbeds have included some tens of
nodes. In some cases a network may include a few hundreds
of nodes. Trio Testbed was a large network with 557 solar-
powered nodes [14]. That network was functioning for quite a
long time. The researchers of Trio Testbed discussed main-
tenance issues as well as middleware and system software
challenges in outdoor sensing systems.

When monitoring environment, animals or their habitat,
pure technical knowledge about sensor network technology
is usually not sufficient; the implementations require also
knowledge about the ecosystem.

III. FOXHOUSE CASE

Furbearing animals have been raised on farms from the 19th
century. In the present housing system for foxes, rows of cages
are placed in sheds. They provide a normal outside temperature
while protecting against direct sunlight, wind and rain. In
addition to the traditional sheds, also special halls have been
tested as shelters. The goal of the scientific research has been
to improve the health and welfare of animals as well as their
productivity. From the economical point of view, successful
breeding of animals is important. The amount of light received
is presumed to be the key factor in stimulating reproduction.
This has been studied in the Fur Farming Research Station
at Kannus where, among other things, light intensity has
been measured in different conditions in sheds and in a hall
(foxhouse), and the results of fox breeding have then been
compared [15].

Luminosity varies during the day and year. So the mea-
surement should be more or less constant at least in the
breeding season. Luminosity can also vary a lot in different
parts of the foxhouse and many sensors are needed to cover
the whole area. The measuring problem thus matched perfectly
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the potential for solution behind the idea of WSNs. By using
the wireless sensor network the researchers could get real
time data from the habitat all year round. Another reason
for this experiment was to get practical experience about the
reliability of communications in a CiNet network. The project
was carried out cooperatively between Chydenius and MTT
Agrifood Research Finland.

The Foxhouse project, funded by the Finnish Funding
Agency for Technology and Innovations, started on April
11th 2006, and the wireless sensor network gathered data
for over one year. A foxhouse is a large wooden building
(approximately 15x75 meters in area) where fox cages are
placed in four rows about 80 centimeters above the ground.
The building has an asphalt floor and a part of the roof and
the walls are made of transparent fiberglass. Luminosity in
all areas of the foxhouse was the focal point of interest, but
some of the nodes were equipped also with temperature and
humidity sensors. There was no heating in the building.

The system architecture in the Foxhouse case is shown in
Figure 1. The sensor nodes in the foxhouse send measurements
to a sink, which is connected to a PC by a serial cable. All
received information is stored into a SQL database in the PC.
Data in the database can be browsed by a web application.

CiNet WSN
network

y @ ; Apache Tomcat
[ RS232 MySQL database
N Struts Application

Framework

Gateway sink

Excel

web reports

pages

Internet

Figure 1.

System architecture

Normally environmental monitoring networks require nodes
with a battery supply. In this special case we could however
use the main supply, because electricity was already available.
This way we could also eliminate any effects of batteries’
voltage variation on link quality. A battery powered node was
included in the network for testing the real power consumption
of the measuring nodes.

The nodes were attached about 1 meter above the metal
cages as shown in Figure 2. Each wireless node was lightly
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encapsulated in a small plastic box while the sensors were left
outside the box. The photodiode was shielded additionally with
an aluminium tube.

Node and photodiode placement

Figure 2.

A. System Architecture

The system architecture is depicted in Figure 1. The wireless
sensor network produces measurements data, which is deliv-
ered to the gateway (sink node). The sink node is connected to
the server via a RS232 cable. The PC acts as a server in this
system, running a Java program for reading packets from serial
port. The Java program has the following functions: it reads
data from the serial port, parses measurement data and adds
timestamps, and finally stores the prepared data to a MySQL
database. The Java program has no control functions, it
only stores incoming packets. The system’s database contains
all information about the actual measurements (temperature,
humidity, and luminosity) and also management data (RSSI,
packet counts) for diagnostic purposes. The database includes
basic information about nodes, nodes’ location etc. A raw
packet payload is also stored in the database.

The application is built as a 3-tier web application and
it relies on freeware and open-source software. It consists
of a Tomcat Java application server, Struts framework, and
MySQL database server. The Tomcat Application server and
Struts framework together act as a web server and the MySQL
database server provides data storage.
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Figure 3. User interface in the Foxhouse monitoring system.

The user interface of the web application enables browsing
and reporting of stored measurements. Data can be viewed as
a graph on a web page or Excel report. An example of the user
interface can be seen in Figure 3, in which the temperature
from the 1st May 2006 until the 30th July 2007 is displayed.
The measurement period can be defined by start and end dates.
The period is also possible to choose from pre-entered values
for day, week, or month. Also averaging is done by day, week,
or month. In addition to physical quantities also statistical
information about measurements as well as communication
statistics can be monitored on the web site.

B. Network

The network was build to collect as reliable information
as possible from the habitat of animals. It was likely that
luminosity values would vary inside the foxhouse and nodes
were situated in places that were interesting from the re-
searchers’ point of view. Cluster topology appeared to be
the most suitable topology for this purpose. The network
included two kind of devices: sensing nodes (RFD) and routing
nodes (FFD). Some of the routing nodes worked as cluster
heads also. The wireless sensor network in the Foxhouse case
consisted of 14 nodes in two clusters: the front cluster and
the rear cluster. Node 102 was the cluster head of the rear
cluster (nodes 211-213) and node 101 was the cluster head of
the front cluster (nodes 221-225). The placement can be seen
in Figure 4. Nodes were programmed beforehand with fixed
routing table as well as ID numbers, since the platform does
not support hardware MAC address.

In figure 4 the nodes with RFD labels are sensing nodes
that are extremely energy-efficient. They used the same mea-
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Figure 4. Node locations in the Foxhouse

surement interval and woke up in every 5 minutes to send
measured values to cluster heads which forwarded packets
through routing nodes to the sink. Rest of the time they were
in deep sleep. Measuring in every 5 minutes produced more
data than needed, but, because packet losses are likely in
WSNs, a quite high measuring frequency was wanted. The
current consumption of a sensing node during the measuring
and transmitting period is explained in Subsection 4F.

The nodes with FFD labels are routing nodes, which take
care of multi-hop communication and collect also statistical in-
formation about packet losses and link qualities. The network
was not synchronized, and that is why routing nodes had to
be active and listen to incoming packets all the time. Their
energy consumption was higher than that of sensing nodes.
Multi-hop communication was based on fixed routing tables,
which means that each sensing node is sending packets to a
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sink via the same route, which minimizes control traffic. The
solution was justified in this special case, because the network
was both small and static and a predefinition of topology was
possible.

The communication protocol used, IEEE 802.15.4, allows
frames of 128 bytes, including the protocol overhead which is
needed in every packet. Because all the messages have their
starting cost, we aggregated management data cumulatively in
each node, i.e., when a sensing node sends a message to a
sink, each node in the communication path appends its own
management data to the message. This method reduces the
number of delivered packets. Thus, the light data aggregation
used is cost-effective.

For studying the reliability of wireless communication two
different communication methods were used. In the first phase
(implementation and testing) from April 2006 to October
2006 all the communication links were unidirectional, so no
acknowledgements were used. In the second phase (evaluation)
from October 2006 to June 2007, acknowledgements and
management data were required to ensure communication over
link. In case of missing packets, there could be a maximum
of three retransmissions.

C. Sensor Node

The nodes used in the Foxhouse network were CiNet nodes.
CiNet is a research and development platform for wireless
sensor network implemented by Chydenius. The hardware in
the CiNet node is specially designed for WSNs and consists
of inexpensive standard off-the-shelf components. The CiNet
node includes all the basic components for wireless sensor
networks. It has a microcontroller and a transceiver on board
as well as one temperature sensor for testing purposes. In real
monitoring more sensors are needed. These sensors can be
placed on a special sensor board, which can be connected
to the main board. The device is shown in Figure 5 and its
architecture in Figure 6.

The CiNet main board

Figure 5.

The processor in the CiNet main board is an inexpensive
8-bit controller ATmegal28L. It is highly integrated, and as a
low-power CMOS controller it is suitable for battery-powered
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devices. It has good power saving features and enough internal
memory. The AVR RISC architecture supports efficient C
programming and is able to execute most instructions in a
single clock cycle. The RF transceiver CC2420 is connected
directly to the controller with an SPI connection.

In addition to the main board, a sensing node in the
Foxhouse network included a sensor board. The sensor boards
were equipped with photodiodes (Osram BPW21), and some
of the nodes have also temperature/humidity sensors (Sensirion
SHT7x). A measurement period could take a relatively long
time, in the worst case 380ms. To save energy, the sensing
nodes use a short duty cycle, i.e., they are in a sleep mode
approximately 99.8% of time depending on the sensors con-
nected.

The software in nodes was implemented according to the
cross-layer architecture [16]. The cross-layer approach seemed
to offer good performance in devices with reduced resources
and it appeared to be a working solution. The software
architecture used in a node is shown in Figure 6. The main
idea in this model has been to implement the wireless sensor
network’s basic tasks, such as topology management and
power saving functionalities, as separate protocols in a cross-
layer management entity. These modules can control directly
both the application and protocol stack. Data structures, which
are in shared use, are also implemented in the cross-layer
management entity. The biggest advantage of the cross-layer
implementation is its reduced computational and memory
requirements - not all the information need to be transmitted
between the application interfaces and protocol layers.

Wireless communication between two neighbour nodes
takes place according to the 802.15.4 protocol, and these layers
are implemented in the RF transceiver. All other modules are
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implemented in the microcontroller. The application takes care
of communication with sensors. If a node has several sensors
connected, data from all used sensors is added to the same
payload. The protocol stack routes packets according to the
IP protocol by using routing table information. The modules
in cross-layer management are in common use or control
both the protocol stack and application. The power saving
module controls the functionality of other modules. Topology
control in the cross-layer management gathers some statistical
information from the received packets. The measured statistics
were link quality and number of received packets in each
node. Link quality was estimated in practice by measuring
the signal strength from each received packet. These statistics
are presented in more detail in Chapter IV.

IV. RESULTS

The amount of collected data in the Foxhouse project was
large. A total of 1 707 758 received packets were stored in
the database. Based on this material, the researchers were able
to analyse the physical circumstances of the foxhouse, the
reliability of the network, and the quality of links. The effects
of weather conditions and angular orientation of devices on
the link quality are analysed also as well as the power
consumption of the battery-powered sensing node.

A. Environmental Monitoring

The WSN in the Foxhouse collected luminosity, tempera-
ture and humidity values for one year. Typically, luminosity
measurements were done manually a few times each day. The
WSN reduced the need for manual measurement and recording
in the database and made constant real-time data available for
the biologists of MTT Agrifood Research Finland. Moreover,
the network increased the number of measurements manyfold
and, therefore, the network gave more information about the
physical circumstances in the foxhouse. The measurements
were stored in a SQL database, and are thus easily available
for further studies. In this respect the sensor network can be
regarded as a working solution for environmental monitoring.

For the biologists the most important information was the
luminosity inside the foxhouse. They were especially eager
to know how light conditions varied in different parts of the
foxhouse and also how luminosity values change during winter
and spring. In Figure 7 there is an example of luminosity
values in the foxhouse depicted graphically. From the figure
it is easy to get an overall understanding of how luminosity
begins to increase after winter and of the related differences
between nodes. In the figure, luminosity is averaged by week,
and a rising trend is clear. Differences between trends show
that the amount of light varies in different parts of the
foxhouse. By using other filters, more variations in daytime
luminosity values can be observed. In Figure 8 luminosity
values are averaged by day. Measurements are available also
in the SQL database and in an Excel format. Similar statistics
are also available about temperature and humidity conditions.
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Figure 8. Development of averaged luminosity from March to June 2007.

B. Reliability of Communication

Reliability of IEEE 802.15.4 based wireless communication
was one of the research subjects in this project. The plan was
to relate it to the number of packet losses. Due to collisions
and external disturbances, packet losses are possible.

Table I shows the received packets from the sensing nodes
from the 12th of January until the 8th of February 2007. The
throughput of the rear cluster was very good and that of the
front cluster was almost 100%. The period was free from
device failures and the throughput of the routing nodes 101,
102 and 103 was 100%. Thus the results in Table 1 show also
the ratio of received packets to delivered packets at the cluster
heads. Table II shows the longest continuous break and the
number of consecutive missed packets for each sensing node
during the break. The results of the front cluster were very
good, at most only 8 consecutive packets were missed. Nodes
212 and 213, the sensing nodes of the rear cluster, had minor
problems: node 212 missed 501 consecutive packets and node
213 missed 171 consecutive packets. This can be seen in the
throughput statistics also. The short breaks of a single node
had no effects on the environmental monitoring application. It
can be concluded that wireless links were very reliable. The
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statistical calculations were based on 69 014 received packets.

Table T
THROUGHPUT STATISTIC BETWEEN 12TH JAN AND 8TH FEB

Node H Throughput %
Rear cluster
211 99.85
212 93.42
213 97.81
Front cluster
221 99.59
222 99.29
223 99.95
224 99.77
225 99.95
226 99.28

Table II
THE LONGEST BREAK AND THE NUMBER OF CONSECUTIVE MISSED
PACKETS BETWEEN 12TH JAN AND 8TH FEB

Node H Packets H Break start H Break end
Rear cluster # Date Time Date Time
211 3 25.01 | 20:52 || 25.01 | 21:07
212 501 16.01 | 05:06 17.01 | 22:53
213 171 16.01 | 07:56 16.01 | 22:53
Front cluster
221 7 24.01 | 04:27 || 24.01 | 05:02
222 8 02.02 | 08:04 || 02.02 | 08:44
223 3 13.01 | 09:05 13.01 | 09:20
224 6 24.01 | 05:32 || 24.01 | 06:02
225 3 02.02 | 08:04 || 02.02 | 08:44
226 8 02.02 | 06:59 || 02.02 | 07:39

Table III presents the corresponding figures as Table I
from the 12th of January until the Ist of May 2007. The
throughput of the nodes of the front cluster is good (excepting
node 224), but not as good as in Table I. The reason is
that the cluster head, node 101 in the front cluster, had a
severe two weeks failure between the 24th of February and
the 8th March. Similarly, the throughput of the rear cluster
was not good and was basically due to two longer periods
when node 102, the cluster head of the rear cluster, was dead
and the communication from the rear cluster was disabled. The
throughput of the rear cluster was also affected by the failure
of node 101. The statistical calculation in Table III was based
on 203 494 received packets.

The results show clearly that the network used could not
guarantee reliable communication whenever there were prob-
lems in some critical nodes, like cluster heads. The poor results
were basically due to device failures and the topology used.
On the other hand, a failure of a single node is not necessarily
a big problem in environmental monitoring. For example, a
sensing node, node 224, broke during the spring 2007, and it
shows in the statistics as a poor throughput. In any case, only
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the measurements of that node were lacking; the other nodes
in the front cluster gave enough information for the needs of
the environmental monitoring application. Thus, it can be con-
cluded that the network of sensing nodes was dense enough for
the application but the network of routing nodes was too sparse
for reliable communication. Reliability of communication can
easily be improved by increasing alternative communication
paths to the sink.

Table IIT
THROUGHPUT STATISTIC BETWEEN 12TH JAN AND 1ST MAY

Node H Throughput %
Rear cluster
211 58.14
212 57.81
213 59.76
Front cluster
221 88.93
222 88.66
223 89.01
224 28.62
225 89.02
226 88.78

C. Link Quality

The significance of sufficient link quality came apparent
at the beginning of the project when the network was in-
stalled. Distributing the nodes was difficult because of the
unpredictable radio range. As it is well known, soil and other
surfaces considerably affect the radio range by emitting signals
and causing reflections. Also devices’ angular orientation as
well as variable weather conditions affect wireless commu-
nication. For that reason, radio range is difficult to predict
beforehand. The average radio range inside the foxhouse was
only 30-40m with the maximum transmission power of 0 dBm.
Some nodes did not necessarily have a line of sight. Outside
with the same transmission power the nodes have about 100m
radio range.

Link quality can be evaluated by using the Received Signal
Strength Indicator (RSSI), which indicates the strength of the
radio signal at the receiver’s position. The observed good
throughput statistics indicate that there are no problems with
the quality of links. However, during the project the received
RSSI values varied significantly in time. An example of the
received RSSI variation is shown in Figure 9.

The noticed RSSI variation forced us to ensure an adequate
signal level. We added some functionalities which helped us
to monitor the quality of links. The cluster heads measured
the strength of the received signal from each sensing node
and included this information to the end of data frame. The
received RSSI values appeared to be especially useful when
distributing nodes. Finding the positions for each node in a
static network was easy and quick when the quality of link
was known.
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Figure 9. RSSI of the front cluster between 1st May and 15th May.

Tables IV and V present the statistics of RSSI values from
the 12th of January until the 8th of February 2007. For each
node the average of RSSI is above -80dBm and the standard
deviation of RSSI varies between 0.76dBm and 2.90dBm.
From Table IV it can be seen that the RSSI value of a single
node can vary as much as 18dBm. However, Tables IV and
V show that on average the link quality of nodes is good
apart from the sensing node 211, which had the RSSI value
below -75dBm for most of time. The minimum RSSI value
was -83dBm, which in our experience can indicate unreliable
communication. On the other hand, the throughput between
sensing node 211 and sink was very good, which implies that
the link quality was good enough for reliable communication.
In spite of significant variation of the received RSSI values it
can be concluded that the link qualities of the sensing nodes
were very good on average.

Table TV
LINK QUALITY STATISTIC BETWEEN 12TH JAN AND 8TH FEB

Node Mean Std Min Max

RSSI | RSSI | RSSI | RSSI

Rear cluster dBm dBm dBm dBm
211 -77.2 1.7 -83 =73
212 -69.5 29 -75 -62
213 -71.1 1.0 -73 -68

Front cluster dBm dBm dBm dBm
221 -59.9 1.6 -64 -55
222 -65.4 2.5 -78 -60
223 -54.9 1.9 -63 -54
224 -55.1 1.0 -57 -53
225 -64.4 1.0 -67 -61
226 -54.5 0.8 -58 -53

D. Effects of Angular Orientation on Link Quality

During the project there seemed to be also variations
between apparently similar devices; the link quality seemed to
be better in some devices than others. Variations of the distance
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Table V
RELATIVE FREQUENCY DISTRIBUTION FOR RSSI BETWEEN 12TH JAN
AND 8TH FEB

Node H Relative frequency %
Rear cluster || [—83,—75] | (=75,—65] | (—65,—57]
dBm dBm dBm
211 85.7 143 0
212 0 89.8 10.2
213 0 100 0
Front cluster || [—83,—75] | (=75,—65] | (—65,—57]
dBm dBm dBm
221 0 0 100
222 0.1 54.1 45.8
223 0 0 100
224 0 0 100
225 0 133 86.7
226 0 0 100

between nodes could not alone explain the variations of the
link quality. The angle of a device was also significant. Minor
changes in positions were able to destroy the communication
link between two devices. The effect of antenna’s angular
orientation has been reported in [9] also.

We designed the measurement procedure such as to obtain
knowledge about how the received RSSI depends on a device
and angular orientation. The measurements were done inside
a large football hall in spring 2006. One transmitter device
and six similar receiver devices were used. The transmitter
and each receiver were attached to one-meter high wooden
poles. The distance between the transmitter and a receiver was
4 meters. The transmitter was transmitting packets at -10dBm
while in 8 different orientations (0, 45, 90, 135, 180, 225, 270,
and 315 degrees) The transmitter was configured to send 20
packets per transmission period. When calculating the mean
of RSSI, the maximum and minimum values were dropped in
order to eliminate possible outliers. Figure 10 shows that there
exist variations of RSSI values between different devices, but
the impact of the angular orientation on the received RSSI is
clearly more significant. In the worst case, the effect of the
angular orientation on the received RSSI can be over 20dBm.
Thus, the angular orientation clearly affects the received RSSI.

E. Effects of Weather Conditions on Link Quality

The weather conditions in the foxhouse were comparable to
typical Scandinavian outdoor weather conditions. The lowest
temperature during the measurement period was —33.6 °C and
the highest 32.4 °C. The relative humidity inside the Foxhouse
varied between 14.3% and 93.1% . The temperature and the
relative humidity outside the Foxhouse were approximately the
same as inside. A very low temperature and a high relative
humidity make the conditions demanding for WSN.

While the network seemed to work well one day some
of the static links could some other day prove unreliable.
The link quality statistics show that the standard deviation of
RSSI could be as high as 2.9dBm and RSSI of a single node
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Figure 10. Variation of RSSI with angular orientation

could vary as much as 18dBm. The observed anomalies in the
link performance of a single node can be explained by multi-
path propagation and dynamic environmental factors, such as
the presence of people, movements, and weather conditions.
These factors can interfere with the radio signal propagation,
varying the received RSSI. On the other hand, most of the
nodes had the line of sight and there was very little changes
in environmental factors except in weather conditions. Since
the radio frequency of 2.4GHz is also the resonant frequency
of water, variation in air’s moisture content can interfere with
the received RSSI. An environment with a high humidity tends
to absorb more power from the radio signals than when the
humidity level is lower.

Figure 11 shows the average of relative humidity and RSSI
from the 12th of January until the 8th of February. The values
are averaged each hour. The effect of the relative humidity
on the RSSI values can be seen in Figure 11. When the
relative humidity increases, RSSI values decrease. Similar
negative correlated results have been observed by others as
well [17] and [5]. On the other hand, opposite effects of
relative humidity on the RSSI values have been observed by
[10]. When the relative humidity increases, the received signal
strength increases. We observed similar positively correlated
results also. Figure 12 shows the average of relative humidity
and RSSI from the 14th of June until the 30th of June. The
values are averaged each hour. The figure shows that the RSSI
values are clearly positively correlated with relative humidity.
The results are contradictory to each other in this matter.

Relative humidity is dependent on the temperature. Figures
13 and 14 shows temperature and relative humidity from
the 12th of January until the 8th of February and from the
14th of June until the 30th of June, respectively. The values
are averaged each hour. When the temperature changes, the
relative humidity will change. However, as in the case of RSSI,
the Figures 13 and 14 show clearly that relative humidity
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Figure 11. Relative humidity and RSSI between 12th Jan and 8th Feb
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Figure 12. Relative humidity and RSSI between 14th June and 30th June

correlates both positively and negatively with temperature.
On the other hand, relative humidity and temperature are
associated with the dew point. If the temperature 7" and
the relative humidity R are given the dew point T,; can be
approximated by

WL R)
Tam 25T Ry

where

JrR) =

= 17.27,
= 237.7°C.

In R,

When the dew point remains constant and temperature in-
creases, relative humidity will decrease. At a given barometric
pressure, independent of temperature, the dew point indicates
the mole fraction of water vapor in the air, and therefore
determines the specific humidity of the air. Thus, the dew
point can be a better "absolute” measure of the air’s moisture
content than relative humidity.
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Figures 15 and 16 show the dew point and relative humidity
from the 12th January until the 8th of February and from the
14th of June until the 30th of June, respectively. The values
are averaged each hour and the dew points are calculated by
using the above equation. Both Figure 15 and Figure 16 show
that RSSI values are negatively correlated with the dew point.
We can conclude that the main part of the observed variation
of the received RSSI of a single static node can be explained
by the variation of weather conditions.

E. Power Consumption of Sensing Nodes

Normally environmental monitoring networks require
battery-powered nodes. In this special case we could, however,
use the main supply. In spite of main supply, the protocols
of the used nodes supported energy-efficiency. The power
consumption of a sensing node was measured by adding a
8.2Q2 resistor next to the power supply. We measured the
voltage over the resistor and calculated the current using the
Ohm’s law. Similar methods have been used in [18] and [19].
In order to indicate the different phases, an output pin is
triggered when there is a phase transition.

A sensing node works periodically and each cycle has two
main modes: a sleep mode and a work mode. During a sleep
mode the radio module is turned off and the microcontroller
wakes up every second which takes at most Sms and the power
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Figure 16. Dew point and RSSI between 14th June and 30th June

consumptions stays below 6mA. The entire sleep mode takes
300s and the power consumption is below 30uA on average.

The work mode can be divided into 5 phases, which are
depicted in Figure 17. The phases t1, to, and t3 are the tem-
perature, relative humidity, and luminosity measuring phases
which take approximately 216ms, 62ms, and 102ms, respec-
tively. The power consumption is approximately 12.4mA. The
phase t4 is the message preparing phase which takes about
81ms, and the power consumption is about 13.2mA. During
the phases ¢; — t4 the microcontroller is turned on and the
radio module is turned off. In the phase ¢5, the transmitting
phase, both radio module and microcontroller are turned on,
and the duration of this phase depends on the number of
retransmissions. In case of missing acknowledgements, there
are at most three retransmissions. The phase takes at most
95ms, and the power consumption stays below 30.6mA.
The entire work mode takes at most 556ms, and the power
consumption is 15.6mA on average.

The duty cycle of the sensing node is very short. Sensing
nodes are in a sleep mode about 99.8% of the time. In average
the power consumption of the entire cycle is at most 59u.A.
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Figure 17. Power consumption of a sensing node

In the project a typical AA-type battery with voltage of 3.6V
and capacity of 1000m Ah was used. It can support the sensing
node 1000mAh - 1/0.064m A = 17014 hours, which is about
708 days.

During the project battery duration in a low temperature was
tested also. A battery-powered node measured temperature,
humidity and luminosity during 10 months from October 2006
onwards. The lowest temperature during the measurement
period was —33.6°C and the highest 32.4°C. The node
function was 100% reliable in all weather conditions. The
node was still working in July 2007 when the test period
ended. Thus, the test of battery powered node supports the
above calculations.

V. DISCUSSION

Although the application in the Foxhouse case was quite
small, we believe that it is actually quite a typical sensing
network with its typical problems and features. The imple-
mented network met the requirements. The biologists from
MTT Agrifood Research Finland got desired information
about habitat of animals, and the network reduced the need
for manual measurements.

From the network developers’ viewpoint the Foxhouse case
was twofold. The tested IEEE802.15.4 wireless communica-
tion links proved very reliable in hard outdoors conditions.
However, during the project the received RSSI of the static
nodes could vary significantly in time, which could be ex-
plained by the variation of weather conditions. In spite of
some variations of the received RSSI, the quality of links
proved to be very good on average. Also the battery-powered
node worked fine in spite of cold weather and the proto-
cols proved to support energy-efficiency. On the other hand,
the sensor nodes appeared to have some problems and the
cluster topology could not guarantee reliable communication
whenever there were problems in cluster heads. Alternative
communication paths would have been needed. Also, it is
important to recognize possible communication problems soon
after malfunctioning.
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During the project we added some functionalities which
helped us to monitor network status. Information about quality
of links together with information of successful packet delivery
gave an idea about the network status and also helped to
evaluate possible reasons for malfunctioning. It is however
obvious that, in the future, network management in the CiNet
network needs more attention, and we are going to focus
our work on this question. Improvement of both diagnostics
and reconfiguration is essential when thinking of usability and
reliability of the CiNet network.

VI. CONCLUSION

The environmental monitoring system in the Foxhouse case
proved that WSN using the IEEE802.15.4 communication pro-
tocol is reliable. The quality of links proved to be good on av-
erage in spite of some observed anomalies in link performance.
The project showed also the technology used is relatively
easy to implement in an environmental monitoring application.
The use of WSN made constant real-time data available
for biologists, and it also reduced manual measurements. To
that extent, the WSN in the Foxhouse case was successful.
There were nevertheless problems in functionalities of some
routing nodes, which together with the fixed topology caused
unnecessary packet loss. Reliability of communication can be
improved by using a dynamic routing protocol. Design and
implementation of a dynamic routing protocol will be future
work. The Foxhouse case made it clear that IEEE802.15.4
based communication is suitable for environmental monitoring
applications, but more attention must be paid to network
management issues in the future.
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Abstract - This paper presents an automatic forest fire
surveillance ground system applied to early fire detection.
Sensor wireless network scheme allows not only supervising
remotely wide-forest area, but also to detect immediately any
fire threat. A real system for forest fire detection in actual
operation is presented. The system is based on advanced
thermal image processing techniques with the purpose of
determining the presence of fire The projected system
performs the fusion of different detectors, which exploit
different expected characteristics of areal fire, like persistence
and increase in time. Theoretical results, practical simulations
and resultsin areal environment are presented to corroborate
the control of the probability of false alarm (PFA) and to
evaluate the probability of detection (PD) dependence on signal
to noise ratio (SNR). Delays of the system for alarm detection
of controlled fire have been also evaluated. And finally,
temporary evolution of false and true alarms is presented to
evaluate thelong-term performancein areal environment.

Keywords - I nfrared sensors, image processing, fire detection

l. INTRODUCTION

Video surveillance by means of sensor technologies is of
great interest when monitoring wide forest areas. Video
sensors and particularly therma sensors [1] congtitute a
powerful tool to automate and complement human
capabilities in wide-area surveillance tasks, since human
capabilities are limited, among others, by the decrease of
vision perception and by the range of coverage area. Thereis
no need to comment on the importance of this type of
systems for the protection and conservation of natural spaces
(2]

Studies on forest fire detection and different
contributions have been developed in the past. They have in
general, severa practice limitations. We can cite, among
others, satellite based applications [3], but they are time
limited when continuous surveillance over the same area is
required [4]. Visible light cameras applications [5] but they
are limited by the decreasing of vison perception at night
[6]. And infrared based systems [7], [8] and [9] but in this
kind of systems, signal processing algorithms are calibrated
in a rather empirical manner, without relating to optimum
filtering or detection theory.

Luis Vergara Dominguez

Institute of Telecommunications and Multimedia
Applications (i TEAM)
Universidad Politécnica de Valencia
Valencia, Spain
Ivergara@dcom.upv.es

So an automatic forest fire surveillance wireless system
based on infrared sensors is presented at this paper in which
we have introduced some significant innovations regarding
classical infrared based systems. Basicaly, the algorithms
are selected inside the framework of optimum statistical
signa processing theory. Optimality is in the sense of the
Neyman-Pearson criterion: given a selected Probability of
False Alarm (PFA), try to maximize the Probability of
Detection (PD). In our scheme, we have total control of the
PFA because we have knowledge of the datistical
distribution of every statistic involved in it. Also the PD is
maximized by appropriate selection of different energy
detectors, which are known to be optimum under very
general models of the background noise and of the unknown
signa to be detected. Therefore, the proposed system
provides total control of atolerable level of false darms and
has maximum sensitivity to the presence of an uncontrolled
fire for the defined false-alarm rate. In the end, thisimplies a
greater detection range and greater reliability of the overall
system.

In this paper, we focus on how to process the images
captured from each infrared sensor with simulated and real
experiences. In Section 2, a description of the global system
is presented. In Section 3 a scheme for infrared image
processing is presented. In Section 4 the theoretical basis is
corroborated with practical smulations. In Section 5 a
prototype system and some real data results are presented,
and finally, some conclusion about the operation of the
system will be aso offered.

II.  GLOBAL SYSTEM

The implemented system has two types of stations;
severa loca stations strategically located to render a
required coverage and a central station, see Figure 1. The
local stations have three basic stages: a first stage of thermal
and visible image capture, a second stage of image
processing, and a third stage of communications.

Since the system has been designed to work in wide
forest areas and the required number of sensors and its
location depend on the concrete scenario, it is important to
choose a scalable technology system. For al these reasons,
we have used an infrared sensor network based on awireless
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communication link in order to collect all the sensor

information in a central station.

’ LOCAL SENSOR STATIONS @ CENTRAL STATION

==« WIRELESS LINK
Figurel. Global System diagram.

The local sensor dation main functions are data
acquisition (from each of the sensor belonging to the
monitoring network) and real time image processing.

An acquisition card captures the images from the IR
sensor. The captured images will be the input data to the
image-processing step. Furthermore, another camera in the
video range is used to provide visible access to the area
under surveillance. If an alarm is detected, the system
captures both thermal image and a visible one, which only
contributes to information if there is sufficient diurnal light.
In spite of the automatic operation of the system, both
cameras can be remotely controlled in manua mode in order
to change system parameters or to verify the detected fire
threats. See Figure 2.

The thermal cameras which are used can be low cost and
without the ability to show temperature values, they do not
require the specific values of temperature, but rather the
relative increments of infrared energy in every pixel with
respect to some properly defined reference level.

Moreover, the proposed system indirectly uses physical
properties of the environment (such as temperature) to
reduce fase alarms. In the calibration stage, the system
adjusts the sensitivity based on numerical parameters such as
level and span, which are supplied by the infrared camera.
These have a direct correspondence with physical
temperature values.

The thermal images captured from each sensor are
processed in real time to meet temporal restrictions and to
minimize the information flow as discussed below in section
3. Therefore, the communication unit performs the
management for a correct transmission of this basic
information.

For example, if a possible fire is detected, an alarm must
be sent to the central station indicating the geographic
location of the fire in minimum time and optimizing the
communication resources. To avoid an excessive flow of

International Journal on Advances in Networks and Services, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/networks_and_services/

information, only alarm threat coordinates, together with
complementary time-space information, are sent from the
local station to the central station.

IR camera

 Visible came

Figure2. Real global system with infrared/visible cameras and wireless
comunication unit

In addition, an optimized system of alarm information
compression has been implemented to transmit only the
contour of the form of the object described by the alarms,
when they are numerous and close to each other.

The wireless link manages the information transmission
between each sensor of the network and the central station.
The central station represents fire threats in a zone map by
means of a Geographic Information System (GIS), or any
other equivalent form for locating aarms in a given area.
The central station also performs other functions, such us
management of historic alarm data-bases or remote
connection to surveillance ports. In addition, all the control
parameters of the system can be modified in real time by the
central station through of communications unit. Finaly, note
that the system has control of the thresholds of each detector
type, which are calculated from the desired PFA and from
the sensitivity of the system, which depends on the level and
the span obtained from the camera in each recalibration. This
alows the thresholds to change based on the different
seasons and the different weather conditions, such as
morning, afternoon, night, summer, winter, etc.

We focus on processing the thermal images from each
local sensor, as described above. We perform a pixel to pixel
processing. We turn each thermal image into a matrix of
pixels, where each pixel is associated with a resolution cell
corresponding to certain coordinates of rank and azimuth. In
this way, we generate a vector that describes the time history
of each resolution cell (see Figure 3).

A first approximation to the problem of automatic alarms
detection could be to decide the presence of fire, in one
resolution cell, when the energy level of the pixel under test
reaches a certain threshold. If the statistic distribution of the

PROCESSING THE IMAGES FROM INFRARED SENSORS
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noise is known, the threshold can be fitted to satisfy adesired
probability of fase adarm (PFA), getting a probability of
detection (PD) that depends on the signal to noise ratio
(SNR).

image n-1 image n image n + 1

X1 X2 X

range

azimuth

Figure3. Temporal processing of resolution

@ Resolution Cell

On the other hand, usually, infrared noise registered from
wide-area surveillance (registered values from usual
environment conditions, without considering fires), is highly
correlated, that is: the temperature among neighbor cells, and
for the same cell along successive images, changes slowly.
We can take advantage of this additional information about
infrared background noise to improve the SNR using a noise
predictor. The noise predictor will compute the noise leve of
the cell under test, through different scans. Then, this
estimated level may be subtracted from the pixel under test,
thus improving SNR. Note that if we improve the SNR we
get abetter PD for a given PFA.

The proposed ideas are applied in the detector scheme of
Figure 4. The detector is applied to each resolution cell.

ENVIROMENT
STATISTICAL
INFORMATION

PFA

R

Alarm

—

CALBRATION [~ *  PREDICTOR (]

| vesomo ]

INFRARED FIRE
IMAGE EVOLUTION
CAFTURE EMNOWLELDGE

DETECTOR

No Alarm

Figure4. Uncontrolled fires detector general scheme

Partial aspects of the agorithms were previously
presented. In [10] the design of an optimum linear predictor
was considered. The input to the linear predictor was the
values of the pixel under analysis recorded in previous scans.
In [11] the linear predictor is extended to the non-gaussian
case by including a nonlinear gain. Also in [10] a matched
subspace detector is considered to suppress undesired alarms
due to “occasional” effects like cars, people or wind. In [12]
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the matched subspace detector is complemented with an
increase detector to take advantage of the expected
increasing temperature behavior of an uncontrolled fire.
Fusion of the decisions made by both detectors is dso
considered in [12]. Findly in [13] a complete detector
scheme is proposed, which makes use of both detectors, but
considering a different time-scale for everyone. Thus several
matched subspace detectors corresponding to short-term
intervals are fused to give the so-called persistence decision.
Then along-term increasing detector isimplemented, to give
the increase decision. Finally both decisions are fused.

In the system described in this paper we have basicaly
implemented the detector scheme of [12] plus a linear
predictor, which uses a reference image for prediction
instead of the previousimages as it was donein [10].

In the following we include a brief explanation of the
algorithms. More specific details may be found in the
mentioned references. A main objective is to have control of
the overall PFA achieved; hence we present some new
simulation to verify the capability of controlling the overall
PFA in the complete detector system. And also we presented
a dependence study of PFA and PD with the system
parameters.

The input signal to the scheme is the vector x = s + wp
containing the level of one resolution cell through D
consecutive image scans. So, x will always have a noise
component wp and when atrue alarm is presented, the vector
x will also contain the signal component < due to the
presence of a fire. In order to improve the signal to noise
ratio (SNR) of x, a reference image is also computed. This
image represents the infrared scene noise computed from N
consecutive scans of the cell under test, assuming that there
isno signal present at those scans. Then, we predict wp from
the reference image, using a predictor (details about the
optimum design of the predictor could be seen at [10]).
Subtracting the prediction x, from the signal x we get vector
€ that defines the detector input with improved SNR.

An uncontrolled fire is supposed to be afire that persists
on time, increasing continuously their temperature, in
contrast with other occasional effects like cars or
atmospheric changes that may produce undesired alarms (see
Figure5).

e
FIRE THREAT .~
? I
&«
1 ?

| * .
n ntint? n+s3 n n+iln+2 n+3

UNDESIRED ALARM

Figure5. Uncontrolled fire vs undesired false alarm pattern

This consideration let us to propose the detector scheme
of Figure 6. This scheme exploits the assumption about
persistence and increase by means of decision fusion
algorithms.
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Figure 6. Detector Scheme

Persistence detector alows removing false alarms due to
sporadic effects, which behaviour can be assumed to be
"high pass'. So the persistence detector is implemented by
dividing vector € into L non-overlapped segments z; ... z,
assuming that the fire signature across each segment isinside
a"low pass' subspace with projection matrix P. The energy
E, inside the subspace P, of vector z, is compared with a
threshold A that is calculated to meet adesired PFAg, whichis
the probability of false alarm for each individua detector
(which is equal for al of the chain) in the form of a classic
subspace matched filter.

T >
E =2 Pz, _A )
To compute the false aarm probability after fusion
decision, PFA,, it is important to define an optimal fusion
rule in order to combine the obtained decisions for each of
the L segments or detectors of M elements. The optimal
decision fusion, as proved in [13], isas follows:

1, , if the number of onesin u>nu; )
R, (U) = ¢ Lwith probability y, if the number of onesinu = nu;
0, , if the number of onesin u < nu;

Where vector U =[U,,...,u, ]" is the vector formed by

the individual binary decisions and nu is the number of
detectors, from the total number, that we require to meet the
persistence criterion.

From this, we get the next expression for PFA, and PD;:

orn - $

k=nu+1

- PFAS(1-PFA) ™ +y - PFAS (1-PFA)™ 3)
" )

L

2

k=nu+1

L L
PD; = [ijDok (1- PD,)™ + y(nUJPDg (1-PD, ) 4

To illustrate the performance of expressions 3 and 4 we
have done a simple recreation where we select as input of the
persistence detector a continuous level signal under a
background noise.

As a result of this simulation we get the ROC curves
depicted in Figure 7 and Figure 8.
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Figure7. ROC curve PD, vs PFA,

The Figure 7 shows the evolution of PDy with PFAq
(note that this curves are for a single detector). The PD, has
been computed for a range of PFA’s between 0.9 and 0.01
with SNR = 1dB and taking for the computation of each PD
1000 Gaussian and correlated vectors of 5 samples size,
under a continuous level of signal that depends on the SNR.
We can notice, as natural, that if we increase PFA, the PDg
also increase.

— o049 ||
—— 06775 |
—— 045
—— 023 |
— 00

o 0t 02 03 04 05 06 07 08 03
PFAp

Figure8. ROC curve: PD,vs PFA, with 5 PFA,'s

As regards the ROC curve for the PD, vs PFA, (see
Figure 8. and comparing it with Figure 7) we can notice that,
we get higher values of PD;, for the same PFA, and thisis
due to the fusion decisions.

On the other hand, long time increase detector will
enhance the presence of increasing trends. The structure is
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based on a filter matched to a continuous component,
preceded by a linear transformation Q®, which order
depends on the speed of fireincreasing . It isimplemented by
looking for increasing trends in the energy vector zg =
[E....E.]" where E; was defined in (1). To this end, the vector
Ze is transformed by a difference matrix of order n, Q®, and
then matched to a continuous component vector of L-n
elements s, = [1...1} " . The corresponding test is given by

[13],
-1
ZETQ(n)T(Q(n)Q(n)T) S . )
J2msT (@7 )7,
where the difference matrix is defined

byQ(”) = QL—n+1”'QL—n+1'QL and

-1 1 0 .. O

O -11 .. O
QL =

0O O -1 1

L,L-1

The threshold 2q is caculated to meet a desired PFA
caled PFA,.

Once described the persistence and increase detectors, we
define the final decision rule (final fusion in Figure 6). In a
simple way we can formulate the final fusion rule as follows:

R(u):{lifu=[11]

. (6)
0, otherwise
Where u=[u, u]" are the binary random variables that
represents the persistence and increase decisions
respectively. Although some correlation may exist between
both decisions, in a first approximation we can formulate the
total PFA and PD as.

PFA = PFA, -PFA )

PD, = PDp-PDi ®)

As presented in next section, some practical simulations
have been carried out to corroborate the above equations (3),
(4), (7) and (8).

IV. PRACTICAL SIMULATIONS

Settled the theoretical basis and once the design of the
system has been considered, some practical simulations are
addressed, at this section, to show the correct operation of
the proposed system.

Theoretical (continuous line) and experimental curves,
obtained by simulation, are superimposed to verify the
control on the required PFA by fitting parameters L, nu and
PFA,.

For the experimental curves, we suppose that the input
vector is a correlated Gaussian vector of T =L - M correlated
samples taken in L segments of size M and fixing M = 6 to
simplify.

On the subject of the relation between PFA, and nu,
fitting M=6, L=20, and nu varying from O to 20 and PFA,
from 0.5 to 0.01, we have, as expected, that for a fixed PFA,,
when nu increases the PFA, decreases (see Figure 9).
Moreover, if the PFA; decreases the curves shift to the left,
thet is, for the same value of nu we get alower PFA,.

g
09
0.8
07
08

g 0.5
0.4
03
02
o1

ESoppoe
F=hwrn

2

D=t T

- e :ﬁ e +
0 2 4 8 8 10 12 14 1‘6 18 20
nu

Figure9. Therotical and practical PFA, vs nu with L=20 for different
PFA. values

Regarding the relation between PFA, and L we have
fixed a value for nu=6, L varying from 6 to 20 and PFA,
from 0.5 to 0.01. As depicted in Figure 10. , if we increase
the number of segments L we have more positive decisions,
for afixed nu. For this reason PFA, increases with L.
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Figure 10. Theoretical and practical PFA, vs L with nu=6 for diffrerent
PFA, values

In the case of the relation between PFA, and PFA, we
fixed nu=6, L varying from 6 to 18 and PFA, from 0.5 to
0.01. Looking at Figure 11. , we can notice that PFA,
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increases with PFA,. It is a natural result since the
probability of fase darm of the fusion follows the same
trend that the probability of false alarm of each independent
detector.
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Figure 11. Theoretical and practical PFA; vs PFA, with nu=6 for different
L values

An important conclusion to stress of these simulations is
the similar response of theoretical and practical results, thus
validating equation (3).

In the case of the dependence of PD, on the involved
parameters by simulation we only depicted practical curves
since PD for each detector are known. For these curves we
use the same Gaussian vector as input of the scheme, now
generating afire increasing along the T samples. To generate
the simulated fire we use a linear model with increase slope,
crec, the initial value xi,; will be recalculated depending on
SNR and the noise variance var(x):

fire=x,, +crecv' Q)
wherev =10, 1,2, ..., T-1],and
SNR

X, =V10 1 -var(x) if crec> 0 and X, = X, ,

X =X —Crec(T —1) if crec<0

Theresults were asfollows:

Regarding the relation between PD, and nu as we can see
in Figure 12. , fitting L = 10, SNR = 1, and increase dope
crec = 0.01, nu varying from 0 to 20 and PFA, from 0.5 to
0.01, we have that when nu increases PD,, decreases. That is

because when nu increase we have done a more restrictive
fusion and we get lower probability of detection.

28Snmam| |
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Figure 12. Practical PDy vs nu with L=20, SNR=1, crec=0.01, for different
PFA, values

Regarding the relation between PD, and L (see Figure
13.), fitting nu = 6, SNR=1, and increase dlope crec = 0.01, L
varying from 6 to 20 and PFAq from 0.5 to 0.01, we have
that PD, increases with L, because we have more local
decisions to manage in the fusion decision.
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Figure 13. Practical PD, vs L with nu=6, SNR=1, crec=0.01 for different
PFAO values

In the case of the relation between PD, and PFA, we
fixed nu = 6, SNR = 1, crec = 0.01, L varying from 6 to 18
and PFA, from 0.5 to 0.01. Looking at Figure 14. , we can
notice that if PFAy increases PD, also increases, note that
PD,, increases quickly in comparison with the curve depicted
for one detector (see Figure 7).
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Figure 14. Practical PDyvs PFA;with nu=6, SNR=1, crec=0.01 for
different L values
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Regarding the relation between PD,, and SNR fitting L = 10,
nu=6, and increase slope crec = 0.01, SNR varying from 0O to
20 and PFA, from 0.5 to 0.01 (see Figure 15. ). If the SNR
increases the PD increases, this is a natura result, if we
increase the signal level we increase the probability of
detecting.
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Figure 15. Practical PDyvs SNR with L=20, SNR=1, crec=0.01, for
different PFA, values

Another important conclusion to stress from these
simulations is the importance of the decision fusion step to
improve the PD of only one detector.

In the case of the increase detector, we have no
theoretical expressions that connect the PFA; and PD; with
the model parameters, so we cannot show the curves which
compare the theoretical and practical resullts.

Finally we show the practical and simulated operation of
the final decision fusion as a fusion of the persistence
detector and the increase detector.

We have a so represented the evolution of PFA; with L in
Figure 16. and with PFA, in the Figure 17. for a fixed value
of nu.
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Figure 16. Theoretical and practical PFA; vs L with different PFA, values

As expected, we can seein Figure 16. , as if we increase
the value of segments L we have more positive decisions, for
afixed nu, and thisincreases the PFA..
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Figure 17. Theoretical and practical PFA; vs PFA, for different L values

In the case of Figure 17. occurs something very similar,
increasing the probability of false alarm of each independent
detector PFA increases the probability of false alarm of the
fusion PFA; and more significantly by increasing L.

In the same way, in Figures 18, 19 and 20 we have
represented the evolution of PD; with L, PFA,, and SNR thus
corroborating the concordance between the practical and
theoretical results.

1

Figure 18. Theoretical and practical PD; vs L with SNR=1, crec=0.01 for
different PFAo values

In Figure 18, if we increase the number of segments L we
have more local decisions and this increases the PD; .
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Figure19. Theoretical and practical PD; vs PFA, with nu=6, SNR=1,
crec=0.01 for different L values

In Figure 19, if we increase the probability of false alarm
of each independent detector PFA,the PD; increases.
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Figure 20. Theoretical and practical PD;vs SNR with L=10, crec=0.01 for
different PFAq values

In Figure 20, if we increase the signal to noise ratio SNR
the PDy increases because we increase the probability of
detecting.

Moreover, if we compare the continuous and dotted lines
we can notice that the practical results are perfectly fitted to
the theoretical ones.

Equations (7) and (8) also verify thus, indicating that the
assumed uncorrelation between the increase and persistence
detector is an appropriate hypothesis.

Another important issue to take into account is the
capability of the system to make an early detection of fire.
The curve depicted in Figure 21 have been computed for a
fixed L=10, and PFA,, PFA; varying from 102 to 10° and
show the delay that the system requires to generate the first
fire alarms from the beginning of thefire.

We can conclude that for a fixed value of L, if nu is
decreased L-nu increases and the persistence decision fusion
is less redtrictive and the fire can be detected earlier. For a
fixed value of L-nu, if the PFA, is increased, the system
response speed increases.
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Figure 21. System delay vs L-nu, for fire detection with diferent PFA,

We can conclude that the system performs an earlier
detection like tens of seconds, if we compare the system
response with that of the average watchman.

V. RESULTSIN A REAL ENVIRONMENT

Some results in a rea environment were shown to
demonstrate the correct operation of the proposed system.
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First, the system was tested under various real scenarios
by performing the capture of infrared images from real ares-
controlled forest fires under the supervision of several
firemen. Specifically in two tests with controlled fires made
in Ayoraand Alcoy parks.

The signa processing parameters were: L=10, nu=2,
PFA, = PFA; = 10 One of the processing testing resut was
shown in Figure 22. In this test we can see how the
processing system is capable of discerning possible
unwanted effects due to other hot zones detected by the
thermal camera. In this example, the fire was detected at
1500 m of direct vision.
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Figure 22. Systemtested in areal scenario

Finaly the system was ingtalled in the natura park
named "El Carrascal de la Font Roja’" in the Spanish city of
Alcoy. The Font Roja natural park area is about 2500
hectares, and its maximum atitude is 1352 m.

Specificaly it was installed in the tower of the
“Sanctuary of the Red Font” building, see Figure 23.

@,__—__-_;L

Figure 23. Natural park named “El Carrascal de la Font Roja’

During its normal operation, the system has generated
true detections (see Figure 24. ) and false alarms (see Figure
25.).
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Figure 24. True alarms/day

A true detection is defined as an adarm that can be
associated a posteriori to a true fire (whether or not the areas
is under human control). On the other hand, afalse alarm is
one that cannot be associated to areal fire. And it istherefore
asystem error.
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Figure 25. False alarms/day

A small average number of 40 false alarms per day were
produced, which isin concordance with the configured value
of PFA; of approximately 8E-9.

Some possible explanations can be found for the false
alarms. Many of them were produced during the night or in
especially cool weather conditions in the presence of fog.
Other false alarms were produced during the night by the
lights of the city of Alcoy (part of the scanning angle
included this city). Finaly, some false alarms were observed
on sunny days that had alternate periods of clouds.
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Figure 26. Thermal and visible images of false alarms examples

These results are due to the automatic calibration of the
infrared camera. When the average infrared energy level is
very low, the camera increases the sensitivity, so more false
alarms are to be expected.

Appropriate control of the automatic calibration of the
camera by means of a temperature sensor could avoid most
of these false alarms. Then, if these problems are resolved,
this amount of false alarms will be reduced drasticaly,
theoretically getting average values of 14 false alarms per
day or a PFA; of 3E-9.

On the other hand the system has generated many true
fire dlarms (see examples in Figure 27.).

Figure 27. Thermal images of detection examples

Most of the true fires were detected from a significant
distance approximately 1 to 10 km. To our knowledge, no
fires went undetected during this period.
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VI. CONCLUSIONS

A system for early forest fire detection based on images
obtained from an infrared sensor network, has been
presented. The system is based on the use of several sensors
strategically located to render arequired coverage.

We have focus on processing the images captured from
the infrared sensors. Particularly interesting is the fusion of
two decisions respectively corresponding to persistence and
an increase detector. In essence both detectors try to
reproduce the behavior of a human watchman: an
uncontrolled fire must persst at short-term, and must
increase at long-term.

The correct operation of the system has been justified
verifying that the final PFA may be controlled by appropriate
selection of the detector parameters. We have also evaluated
that the theoretical PD for the total fusion decisions is
consistent with practical simulations, and we can stress from
here the advantage of decision fusion.

The functionality of the system has been verified in
diverse controlled real tests and in normal operation in order
to authenticate the accuracy of the proposed system. We
have shown the temporary evolution of false darms and true
detections to evaluate the performance of the system in the
real environment. We have also evaluated the delay of the
system in order to generate an alarm corresponding to a real
fire.

The obtained results show large potential interest for this
system to replace human surveillance. Furthermore, and once
it has been justified the correct operation of each single
sensor, it is important to emphasize the importance of a
network sensor in order to increase the coverage area of the
system. [14]
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Abstract— Nowadays the use of wireless technologies provides
a great benefit to the society. This article shows a wireless
sensor network for Intravenous Dripping System, which can
detect when an intravenous liquid, provided to patients in
hospitals, run out, as well as detecting obstructions in the
catheter. This way, the attention in sanitary centers is more
efficient and immediate, as the observation of the state of the
container will not need human supervision. Also a novel
algorithm has been simulated in order to improve the network
with its own mobility.

Keywords- Wireless Sensor, Dripping, Network, Device, low
power consupmtion.

l. INTRODUCTION

The reduction of costs that the wireless technology is
experiencing has incremented the number of applications
which are able to implement this technology, in which
medicine is one of the fields and is also known as "eHealth".
This has caused many companies to dedicate their research
into the development of wireless sensor platforms for generic
use, which entails having complex operating systems,
meaning a high consumption of energy.

The sensor network we are proposing has been developed
focusing on the application, the detection of the intravenous
dripping, for which the cost and the energy consumption
have been optimized.

This sensor network is formed by different wireless
devices, which are placed in the drip chamber of the patients,
and by a central device located in every room of the sanitary
center. The wireless device consists of four modules: the
sensor module, the radio module, the feeding module and the
MICroprocessor.

It is possible to emphasize that this article includes the
study of the dripping detection techniques, as well as the
development and implementation of the sensor and the base
station. In this moment, the project is focused on the
implementation of the location and routing algorithms of the
sensor network.

A. State of art

There are different techniques for dripping detection;
therefore a practical study on the effectiveness of these
techniques has been carried out, in order to detect the
dripping within the intravenous drip chamber. This will
allow us to choose the most suitable method for our sensor.

As a reference of the different detection methods, several
patents dealing with all the ways of dripping detection have

been consulted and tested. These methods can be divided in
the following sections: ultrasounds[1][2], piezoelectric
materials [3], applying capacitive electrodes [4] and optical
methods [5][6][7], which can be described follow.

1) Ultrasonic method

This dripping detection method consists of the detection
of the tension variation produced by a drop that crosses a
beam of ultrasounds. The ultrasound emitter generates a
wave at a frequency of 25 KHz, which is detected by the
receiver. The effect produced by the crossing of a drop
between the emitter and receiver has been analyzed. The
scheme of the assembly is shown in Figure 1.

NN

Figure 1 Ultrasonic method

It has been observed that the amplitude of the tension in
the receiver varies depending on the obstacles that are
between emitter and receiver.

This method may present some more disadvantages, like
the fact that when the patient moves, moving the dripping
chamber at the same time, the ultrasonic detection may be
inaccurate, or even not work.

2) Piezoelectric method

Sheets of piezoelectric material have been used for the
implementation of this method (see Figure 2). The
piezoelectric material has the characteristic of varying the
voltage between its tips due to some mechanical deformation
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to which it is exposed. Thus, external vibrations will be able
to be detected by a minimum deformation in this material.

Figure 2 Measurement assembly with piezoelectric material

The technique of using piezoelectric materials can be
optimized in order to obtain the dripping detection. However,
we can see that the external vibrations affect the measures,
thus making this method invalid for the mobile dripping
systems.

3) Capacitive electrodes

The capacitive electrodes method consists in the
detection of the capacity variation between two copper sheets
produced by the dielectric change generated by the crossing
of a drop through the generated field. In Figure 3 the
assembly can be seen.

Figure 3 Measurement assembly of capacitive electrodes

The capacity between electrodes follows this equation:

kA
d

C

Where:
C = capacity in Faradays.
A = area of copper sheet in m2.

()
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d = distance between sheets in meters.

k = dielectric constant of the inter-sheet material.

€0 = permitivity in free space (8.85x10-12 F/m).

In order to ease the calculations when the materials
between the plates are different, the capacity also could be
defined as:

51

A
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e 81 82 gn
Where |, is the equivalent thickness, &’ is the relative

permitivity of the material and I, the length. If we consider

that the media is isotropic, homogenous and linear K = &".

Having in mind the material of the drip chamber
(polyurethane) and making the suitable operations, the
capacity between the electrodes varies a bit with the passage
of the drop, which makes the detection circuits more
complex.

4) Optical method

The optical methods try to detect a variation in the
tension level in a phototransistor or photoelectric cell,
produced by the deflection of the beam of light generated by
the passage of the drop. To achieve that, visible LEDs
(Light-emitting Diode) of diverse colors, infrared LEDs and
lasers have been used as emitters, whereas, phototransistors
and photoelectric cells have been used as receivers. In Figure
4 one of the assemblies of the optical method can be seen.

Figure 4 Method of optical measurement

Using these optical methods the dripping detection
through the intravenous drip chamber is possible. The use of
this method for the implementation of our sensor has been
chosen, which has fundamentally lower cost, minor circuital
complexity and low energy consumption, because the sensor
will be battery-fed.

B. Aims of the system

The overall objective of the system is the dripping
detection of all the patients in a sanitary center and to contact
with a control center, so that the personnel in charge
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attending to the patients will be more efficient. To do that,
the system is equipped with wireless sensors for dripping
detection and central devices in charge of receiving and
redistributing the signals received by the wireless sensors.

Besides, the system is optimized to minimize the energy
consumption as well as the cost. The energy consumption
optimization is done in each module, achieving a
considerably long battery life.

There are other similar thematic articles which are not
centered in the energy consumption [8].

Il.  HARDWARE IMPLEMENTATION

The hardware architecture of the wireless device has
been divided in four modules: the sensor module, the radio
module, the feeding module and the microprocessor. In
Figure 5 the scheme of this new platform can be observed.
As it is possible to see, in order to save energy, the sensor
module, in the left part of the figure, is fed by a switch,
which is activated by the microprocessor when it is desired
to make a measurement.

Battery

| |

Pra/ "o

Amp
F PIC

C Y

CC1000
RF

jin
-

I"l

Figure 5 Sensor Scheme

The hardware design, at electronic scheme level as well
as at PCB “layout” level, has been made using the OrCAD
tool [9].

In the next paragraphs we will do a brief description of
the functionalities of each module:

A. Sensor module

This module consists of two stages: on the one hand we
have the sensorial stage, composed by the emitting LED and
the phototransistor, and on the other hand is the stage of
preparation and amplification of the detected signal.

The study of dripping detection techniques has
determined that the beam of light used for the sensor is the
optical one. The passage of the drop turns aside the beam and
the light intensity that arrives at the phototransistor
decreases, so a small fall of tension takes place.

That tension difference is the signal we will have to
prepare and amplify for its insertion into the microprocessor.
For that purpose, a double operational amplifier is used; one
of them is used to stabilize the reference tension and the
other to amplify the variation of tension produced by the
drop. In Figure 6 the block diagram of this module can be
seen, where the comparator part is done inside the
microprocessor, which have two comparators.

On one hand, the reference level is introduced to one of
the pins of the internal comparator of the microprocessor and
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on the other hand, the reference signal plus the amplified
signal is introduced in the other pin.
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Figure 6 Signal Preparation

B. Radio module

The radio used for the wireless communication is the
CC1000 of Chipcon [10]. The handling of the radio is carried
out by the microprocessor of the serum sensor, to that
purpose, we connect 6 pins of the microprocessor to PALE,
PDATA, PCLK, DCLK, GAVE and CHP_OUT/LOCK pins
of the CC1000 radio.

In order to achieve the objective of low power
consumption of the wireless device, the radio remains in low
consumption mode most of the time, only changes to TX
mode to transmit strictly necessary messages, as they are the
warning of dripping end and low battery.

The sensor has a button to activate the configuration
mode of the wireless device. In that configuration mode the
wireless sensor communicates with the central device asking
for one unique ID. This way, the central device assigns one
unique ID to the sensor, and it is known what room it
belongs to. Thus, the switch insertion problems are avoided
and any sensor can be operative under any central device of
the different rooms.

C. Microprocessor

The microprocessor module is the core of the system. It
receives the dripping signal and determines if the intravenous
infusion system is dripping or not. The microprocessor also
controls the battery level of the device.

However, the microprocessor changes the operation
mode into configuration mode if it detects an interruption
produced by the configuration button.

The  microprocessor also controls the radio
communication; in such way that the first routine it must do
is configuring the radio, which means, to choose the correct
frequency, the correct power and so on. Another process is to
check the information of the received signals, and to send the
corresponding message to the central device using the
designed communication protocol.

The energy saving is very important in the wireless
sensor device, so the microprocessor also is in charge of
increasing the energy saving using a listening algorithm. To
do that, it is able to switch-off the sensor module when the
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dripping monitoring is not important. This software saving
obtains a great increase of battery life.

For the design of the wireless device, the microprocessor
PIC16F688 of Microchip has been used [11], which is made
with the new nanoWatt technology, so it has a very small
consumption in “running” mode, around 300uA with 4 MHz
clock, and in “Sleep” mode it consumes near 80nA.

In the next figure, Figure 7, an image of the prototype of
the wireless sensor device can be seen.

Figure 7 Wireless sensor device prototype

D. Feeding module

The feeding module is in charge of providing adapted
tensions to each part of the sensor and also controls the
battery level. When the battery level is low, it warns to the
microprocessor so it sends an alert signal of low battery, then
the corresponding person changes the battery of the device.

The battery life in a wireless sensor is the key for its
acceptance in the market, so here is a study of the lithium
battery load duration of the CR2 of Panasonic; its rated load
is 750mAnh.

Figure 8 shows the obtained results of the evaluated
battery during 100 hours with a continuous unloading current
of 10mA. It is observed that both voltages in the graph agree
at any moment. During the first 80 hours the voltage
provided by the battery is stable and superior to 2.5V. With
the applied unloading cycle, around 30.000 unloading cycles
each 24 hours are considered, which supposes about 100.000
cycles in 80 hours. These consumption maximums have been
of 25mA during 25ms and 10mA during 2.5s. Therefore, the
energy consumed in these 80 hours is of 730mAh
approximately, which is equivalent to a battery yield of 93%.
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Figure 8 Curve of unloading of the battery

Ill.  SOFTWARE IMPLEMENTATION

A. Software implementation of the Wireless Sensor Device

The correct implementation of software is a key point
when communicating all the modules described in the
hardware section. The chosen language to program the
microprocessor is C.

The software developed to be embedded in the platform
has a modular scheme. This design allows the software being
independent from the platform and also gives flexibility.

The whole software structure is divided in 4 layers as it is
depicted in Figure 9. The layers are separated by dotted lines
and a short description for each one is given below:

e Physical level: is the lowest level and it depends on
the hardware directly. The modules present in this
level are corresponding to the physical modules of
the node; these are analog and digital sensors, Serial
Parallel Interface (SPI bus), Timers, Memory
Access, etc.

e Controller level: this layer is the interface between
controller and application. The functions developed
in this level permit the application level to invoke
controller functions. The ADC (Analog Digital
Converter) module converts analogical signals from
the analog sensors to digital, and the SPI allows
communications of the CPU with the CC1000 RF
chip. In this layer are also included the set of RTC
(Real Time Clock) functions.

o Interface level: this layer contains the main functions
that the sensor node performs during its duty cycle.
These functions range from reading ADC channels
or communicating through the SPI interface, to
sending and receiving data from RF chip and access
to the comparator module. Programmed interrupt
routines functions are also developed in this layer.

e Application level: this is the top level layer and
executes related actions according to interruptions
received (external switches or internal interruptions).
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Figure 9 Embedded Software

In Figure 10 the flow chart of the Application layer can
be seen, which shows the wireless device operation,
summarized in the following lines: once the device is ON,
the program sets up the radio to operate at 868.3 MHz and
also sets up other conditions like power output, etc. Later the
wireless device asks for the unique ID to the central device
and keeps it in memory. This unique ID will identify it
throughout the session. It would be possible to change the
unique ID in the same session by pressing the configuration

mode button.
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Warning via | | Warning via
Radio Radio

Dripping
Detection

Dripping End no—»{ Energy saving

d

Figure 10 Software diagram

When the whole set up is done the microprocessor is
pending of three tasks. One of the tasks is the dripping
detection and warning of the end of dripping in case it is
necessary.

International Journal on Advances in Networks and Services, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/networks_and_services/

Apart from that, the microprocessor is pending to see the
battery state to warn about the need of change if it is low.

Finally, the microprocessor is pending of the external
interruption generated by the configuration mode button
pulsation.

B. Energy saving algorithms

The end of the dripping detection in the intravenous
systems is not essential to be immediate, so a margin period
from the end of the dripping to the renewal exists. This
margin makes it possible to accomplish a listening period to
verify if the intravenous system is dripping or if it has
stopped.

The listening periods make that the time when the sensor
module is ON to be minimized, which implies an energy
saving.

Figure 11 shows that the energy consumption can be
reduced to 50% (or less), making listening and extinguished
periods equitable o minors.

ON
T <50% T
OFF » Time
ON
50%
OFF > Time
ON
100%
OFF p Time

Figure 11 Energy Saving algorithm

Making studies had determined that more energy can be
saved if during the listening periods we count the number of
drops. Thus, if during listening we count a fixed number of
drops, for example 3, we already can know that the dripping
exits, so we do not have necessity to continue listening the
dripping the rest of the listening period, then the saving is
increased in more than a 50%, depending on the dripping
frequency (first graphic in Figure 11).

C. Protocol Implementation

Figure 12 shows the composition of the data bytes that
are sent from WS (Wireless Sensor) to the Room Base
Station (RBS). The number of bytes to send is 18, which can
be described in the next paragraphs:

e Preamble: is composed by 32 bits and it allows to
the RF chips to start the communication. | our case
the double word chosen for preamble was
OXAAAAAAAA.

e ID: there are 2 bytes (16 bits) reserved for the ID,
which can be unique for the devices.

e The Payload is composed of 64 bits (8 bytes) as
shown in the figure. The content of the payload is
the following bits:
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— The Time: each sensor has a Real Time
module and it serve to know the exact time
at which sensor has an alarm.

— Status bits are the most relevant, and are
composed for the status of the dripping
system (empty or not), the status of the
battery, etc.

- Reserved: there are 16 bits reserved for
future applications.

e CRC: is used to control that the data that is send to
the RBS station reach this target.

Praamble D Payload CRC
(32 bits) (16 bits) {64 bits) (16 bits)
Time Status Resernved
[32 bits) (16 bits) (16 bits)
Figure 12 Protocol Implementation
D. PC application
#~ DrippingTest @@El
Archive Editar Ver Ayuda
hEH & || 0§ ®?
Rec. from RBS 1-> ID:10
Rec. from RBS 2-> ID:20
Rec. from RBS 1-> ID:30
WS ID: 10 WS ID: 20 WS ID: 30

T:12:48

Preparado NUM

Figure 13 PC Program Application

The PC application is a windows based program, which
was designed only to test the devices. This environment has
been developed in Visual C++ platform and has the
following functionalities:

e It allows knowing how many wireless sensors (WS)

are in the system.

e To see when each WS is empty or not, in which case
it sends an alarm to the Room Base Station (RBS)
located nearer. In that case, the PC program can
represent it using colors (in our case, red color),
which means that the dripping chamber is empty and
will be replaced immediately.

e To configure the sensors: set the date and some
configuration parameters in the node, like the
frequency channel for wireless communication,
power of transmission, 1D, etc.

International Journal on Advances in Networks and Services, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/networks_and_services/

e To store the information in a local database for
further analysis

IV. NETWORK TOPOLOGY

Prior to describing the network topology of the dripping
detection wireless sensor network, a separation between two
kinds of dripping systems has to be done.

In every hospital we can find patients which cannot move
and are lain down on the bed all the time. Apart from those,
there are also patients which can move around and walk
during the day, in any moment, and with a high degree of
freedom.

Each of these patients may need an intravenous dripping
system. Thus, two systems of this kind can be found in
hospitals currently:

e  Static intravenous dripping system: these are located
in each room, next to the beds, and are used by those
patients which cannot move and spend all the
hospitalization time in bed.

e Mobile Intravenous dripping system: these are used
by those patients who have the ability to move
around, and consist of a human-height-size metallic
bar, equipped with small rollers or wheels. On top of
it is where the serum bag and the dripping detection
system are located.

In both cases the need of automatic detection of a run put

of intravenous solution is present. As a consequence, a
different network topology has to be defined for each case,
determined by the mobility of the patient.

A. Static network topology

As mentioned before, the static intravenous dripping
systems are those which are located in each room of the
hospital, next to the beds in which the patients lie down.
Figure 14 shows a picture of one of these systems. And there
is one for each patient, so it can be established a one-to-one
equivalence between patients and dripping systems. This
eases the identification of the dripping systems which need
to be replaced.

i
.*(.-/“ ]
- _

.

Figure 14 Static intravenous dripping system
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The implemented static network topology can be
observed in Figure 15. The wireless sensor devices (WS)
communicate via RF with the central devices of each room
(RBS). RBS devices are in a LAN (Local Area Network),
communicated with the central server in which the control of
the dripping state of all the intravenous systems will be
carried out.

The configuration mode of WS sensors makes it possible
to a sensor from a room to be transferred to another one and
the system will continue working in the correct way, because
the changed WS will contact with the new RBS in the
present room.

Figure 15 Diagram of the System

B. Mobile network topology

As stated before, the mobile intravenous dripping
systems are those which can be carried along the hospital
corridor by patients capable of moving around. Figure 16
shows a picture of one of these systems.

Figure 16 Mobile intravenous dripping system

For the case of the mobile system, simulations have been
carried out. The simulated network topology for this case can
be seen in Figure 17.
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The diagram represents a patient carrying a mobile
intravenous dripping system along a hospital corridor. The
dripping system is equipped with a wireless sensor, and
along the corridor, several Base Stations (BS) are located.

The mayor challenge in this case is to achieve a
continuous and seamless connectivity, in order to be ale to
carry out two functions:

e Send an alert of intravenous liquid replacement in
any moment, and anywhere the patient is in that
moment.

e Localize the patient in the hospital, using the Base
Station ldentifier of the BS to which it is connected
in that exact moment.

Corridor

BS BS BS

I LAN

<
;

Serve

Figure 17 Diagram of the Mobile system

V. MOBILITY

This section describes the mobility algorithm designed
for the mobile intravenous dripping system, as well as the
simulations carried out in order to validate the system.

Traditionally, in the field of wireless sensor networks,
only three types of mobility were defined:

e Node mobility: is the case in which the wireless
nodes themselves are mobile. The network must be
capable of reorganize itself frequently enough to be
able to function correctly.

e Sink mobility: the most interesting case involving
sink mobility is the one in which the sink isn’t part
of the sensor network.

e Event mobility: in applications like event detection
and in particular in tracking applications, the cause
of the events or the objects to be tracked can be
mobile.

The application presented in this research work

corresponds to the first type of mobility listed above.

A. State of the Art in node mobilty

Nowadays, the wireless sensor node mobility principles
are studied mainly under the umbrella of MANET (Mobile
Ad-hoc Network) related research work.

A mobile ad hoc network (MANET), sometimes called a
mobile mesh network, is a self-configuring network of
mobile devices connected by wireless links. Each device in a
MANET is free to move independently in any direction, and
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will therefore change its links to other devices frequently.
Each must forward traffic unrelated to its own use, and
therefore be a router. The primary challenge in building a
MANET is equipping each device to continuously maintain
the information required to properly route traffic.

The limited resources in MANETSs have made designing
an efficient and reliable routing strategy a very challenging
problem. An intelligent routing strategy is required to
efficiently use the limited resources while at the same time
be adaptable to the changing network conditions such as
network size, traffic density, and network partitioning.

One of the most popular methods to distinguish mobile
ad hoc network routing protocols is based on how routing
information is acquired and maintained by mobile nodes.
Using this method, mobile ad hoc network routing protocols
can be divided into proactive routing, reactive routing, and
hybrid routing.

In a reactive routing protocol, routing paths are searched
only when needed. A route discovery operation invokes a
route-determination procedure. The discovery procedure
terminates when either a route has been found or no route is
available after examination for all route permutations. In a
mobile ad hoc network, active routes may be disconnected
due to node mobility. Therefore, route maintenance is an
important operation of reactive routing protocols.

For the research work presented in this paper, a similar
strategy to that used by reactive routing protocols has been
chosen. As the wireless sensor moves along the coverage of
different base stations, the active route or link is determined
and selected reactively, based on the signal power received
from the base stations.

B. Design of the algorithm

Figure 18 shows the flow diagram which determines how
the mobility algorithm operates.

The determination of the active link is based on the
received signal strength. Among all the received signals
coming from the base stations, the wireless node selects that
which has the higher received power.

The algorithm, after the initialization stage, measures the
received power of all the signals coming from the reachable
base stations, and with that it builds a data base, including
the identification of the base station and the received signal
strength. With that information, the algorithm is able to
identify which of the base station has the highest received
signal strength, which will be used by the next stage of the
algorithm.

The next stage establishes the link using the information
provided by the previous steps of the algorithm. The whole
process is repeated every second, in order to update the
status of the connection.

This algorithm allows the achievement of the two main
objectives determined before:

e It allows the mobile wireless sensor to be
permanently connected to the hospital LAN, and
thus, send an intravenous—liquid-replacement alert
anytime and anywhere the patient is.

o It allows the localization of any wireless sensor in
the hospital, due to the characteristic of each of them
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being permanently attached to a base station.
Looking at the identifiers of the wireless node and
base station that form a certain link, the task can be

performed.
INITIALIZATION
Measure RSSI values
i Sort RSSI values
BUILD RSSI —
DATABASE Primary_BS_id = Set
primary Base Station
i |(RSSI database)
SET PRIMARY
BS [link_id = Set link
(node_id,
Primary_BS_id)
v il

ESTABLISH LINK

Y
Wait 1 sec
NO BUILD NEW New_primary_BS_id
RSSI = Set primary Base
DATABASE Station (RSSI
database)

SET NEW

PRIMARY BS

Is there a SET NEW

LINK

link_id = Set link (node_id,
New_primary_BS_id)
(Primary_BS_id =
New_primary_BS_id)

(New_primary_BS_id #
Primary_BS_id)

Figure 18 Flow diagram of the mobility algorithm

VI. CONCLUSIONS

In this section we will summarize the most important
conclusions which can be extracted from this project. It is
necessary to emphasize the following aspects obtained with
the present design:

e Reduction in consumption in comparison to other

wireless devices with the same characteristics.

Low cost of the device.

The device size, the sensor
considerably smaller.

dimensions are
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o Network forming flexibility, being able to use any

sensor in any room.

e Great contribution in the improvement
effectiveness and security in the health care of the

patients.
e Easy scalability of the system.

Regarding the mobility algorithm, there are two main
tasks pending, which are planned as future work. On the one
hand, obtaining concrete parameter measurements from the
simulations, e.g. bitrate, number of lost packets, or switching

time.

On the other hand, the implementation of the mobility
algorithm is planned. It will be carried out using the sensor
nodes described in this paper, and real life measurements are
going to be done using a backbone network deployed along a

concrete area of a building.

We also can mention the great ease of the system
evolution. The future work can be focused on these topics:

e Location systems.

e Use of the wireless sensor itself as a node, therefore

they could resend signals from other nodes.

e Greater advantage of the processing capacity of the
wireless sensors.
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Abstract—This paper describes the development of a Wireless
Sensor Network personal health monitoring system called
Medical MoteCare which uses a combination of medical and
environmental sensors. SNMP and CodeBlue agents are
incorporated in the system as is the network management
software Jaguar SX. Network management models and tools
provide an alternative, scalable and affordable solution to
WSN health monitoring applications that allow for data
storage correlation and dissemination as well as timely alerts
when parameters are breached. This work forms part of a
large grant aimed at providing assistive healthcare for the
elderly.
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Management; Data Correlation.

l. INTRODUCTION

This paper describes the development of a Wireless
Sensor Network (WNS) Personal Healthcare application
capable of monitoring a patient’s vital signs such as
temperature, heart rate and blood oxygen level. The WSN
based medical application uses network management tools
and models to store and correlate the collected data and issue
warnings if thresholds are breached. The Medical MoteCare
prototype aims to assist all stakeholders in the personal
healthcare arena to improve the monitoring and, therefore,
the health outcomes for the aged, the chronically ill and the
infirm. It is the latest in a series of 4 prototypes that have
been developed so far [1], [2], [3], [4].

An ageing population trend is particularly noticeable
in developing countries and, overal it is forecast that,
between the years 1990 and 2020, the proportion of people
aged between 65— 74 will increase by 74% [5]. The impact
of these population changes means that governments and
relatives/caregivers will need to spend increasing amounts of
money and time to care for this cohort. Wireless sensor
networks offer some hope for decreasing the cost of
monitoring the elderly and sick in their own, or in nursing,
homes. Wireless Sensor network nodes (Motes) equipped
with sensors can be used to monitor such items as
temperatures in the environment or on the person, cameras
may be linked to motes to enable remote monitoring and

YenYang Lim
University of Technology Sydney
Sydney, Australia
Brian.lim@uts.edu.au

thresholds can be set to ensure that action is taken if a
particular limit is reached.

The justification for this research is spread across
economic and sociad imperatives, such as helping
governments to limit the rising costs for caring for the sick
and the elderly whilst not jeopardizing the standard of care.
One overarching area of interest of the healthcare industry is
in heterogeneous and autonomous data acquisition systems.
It is important to develop cost effective treatments which
optimize patient safety, while minimizing treatment cost and
the possibility of malpractice litigation.

This paper describes Medical MoteCare as a proof of
concept of a network management based healthcare
monitoring system and reports on the outcomes. The next
section provides background information while section 3
outlines health sensing and monitoring. Section 4 describes
the architecture of the Medical MoteCare based on an
adaptation of the Three-Tier and SNMP Proxy Network
Management Organizational Models, using the network
management tool JaguarSX. Section 5 describes the system
and a scenario setting is outlined in Section 6 and results are
displayed and discussed in Section 7. The conclusions are
drawn in Section 8.

Il. BACKGROUND

Given the increase in the numbers of the elderly and the
current and projected nursing shortages, health care
organizations must find ways to meet demands with fewer
resources [6]. The ability to integrate sensors for fall
detection, video surveillance, deep disorder monitoring,
heart attack identification and problems with obesity, will
improve the usefulness of the Medical MoteCare prototype.
People will be able to move about in their own home secure
in the knowledge that they are being monitored. Just as
airplanes are monitored by air traffic controllers, our patients
may be monitored remotely by healthcare providers or carers
who will have access to the patient’s information via a web
server and, in the case of an emergency or at a predetermined
time, viaaudio and video links[7].

The following statistics illustrate the potential savings
that can be gained by using home monitoring systems that
alow patients to leave hospital early. Table | provides the
following figures from 2004 for the United Kingdom:
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TABLEI. Economics OF UK PATIENT CARE [§]
Explanation Amount

Average cost of care per week/per person in a hospital GB Pounds
805

Average cost of care per week/per person in anursing GB Pounds
home 337

Average cost of care per week/per person in own home GB Pounds
120

Other statistics from [8] further illustrate the savings
that can be made if mobile health devices are used by early
discharged patients in Germany (Table Il). The figures
exclude administrative costs that are also applicable if using
amobile monitoring system.

TABLEII. ECONOMICS OF GERMAN PATIENT CARE AND MOBILE
HEALTH DEVICES[8]
Explanation Amount
Early discharged hospital patients (mobile services 3.3 million
(20% of total)) Euros
Average costs for one hospital day 150 Euros
Average number of hospital days saved through 3 days
early discharge
Total yearly cost savings through early discharge 1.5 hillion
Euros

Thus health economics reveal that potential savings
can be made by using mobile and wireless home monitoring
devices. Hopefully patients will not be admitted to hospital
unnecessarily; they may be discharged earlier; the burden on
emergency services could be reduced; medical personnel
could remotely assess patients, the patient and relations
could reduce their travel times and home visits by experts
could be reduced.

I1l. HEALTHCARE SENSING AND MONITORING

A sensor is a device that detects the presence and/or the
variation of some physica phenomena and converts the
sensed quantity into a useful signal that can be directly
measured and processed, such as voltage or current. A smart
sensor is a sensor that provides extra functions beyond those
necessary for generating a correct representation of the
sensed quantity. Often they possess processing, storage, and
decision making capabilities. Table Il below outlines
sensing properties and examples.

TABLEII. SENSING PROPERTIES AND EXAMPLES[9]

Sensing Examples

Physical pressure, temperature, humidity, and flow
properties

Motion position, velocity, angular velocity, and
properties acceleration

Identification by personal features

Biochemical by biochemical agents

Contact strain, force, torque, slip and vibration
properties
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For health monitoring, wearable medical sensors are of
particular interest as these devices are used to monitor a set
of key ambulatory parameters in domains such as oncology,
paediatrics, and geriatrics. Some of these parameters include:
heart rate for cardiac function; acceleration during walking
and running for activity; body temperature for illness; virtual
capacity for severity of airway obstruction in chronic
obstructive pulmonary disease; blood glucose for vascular or
neurological complications; EEG for seizure disorders,
confusion, head injuries, brain tumours, infections,
degenerative diseases, and metabolic disturbances that affect
the brain; ECG waveform for cardiac arrhythmias; blood
pressure; arterial oxygen saturation for deep disorder; and
body weight [10].

The Medica MoteCare system sensing can be achieved
with on-body and off-body sensors. With on-body sensors,
the elderly can be mobile and the on-body sensors can form a
body area network (BAN) which reacts when the conditions
recorded imply that the elderly needs immediate assistance
(Fig.1). In Medica MoteCare, the network management
software suite Jaguar SX is utilized for correlating the data
and alerting the caregiversif problems arise.

(%

ZigBee or
BlueTooth

Wi-Fi or BlueTooth

PDA

Body
Sensors

Figure 1. Body Sensors and Communications.

IV. MEDICAL MOTECARE DESCRIPTION
USING JAGUARSX

The strength of the Medicad MoteCare system is its
innovative deployment of a network management model in a
scalable, flexible way to manage multiple sensors and
networks of sensors reliably and securely. The building of
the Medical MoteCare system brings the integration and
testing of specialized sensors for healthcare monitoring
(pulse oximeters, light and temperature sensors with Zigbee
motes [10]) through the use of an enhanced version of the
Harvard CodeBlue software suite [11], a Simple Network
Management Protocol (SNMP) Agent, and the Network
Management (NM) tool JAguarSX for scaability,
performance improvement and data correlation.
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The Medicad MoteCare system was based on the
adaptation of the Three-Tier and SNMP Proxy Network
Management Organizational Models [12]. The SNMP Proxy
enhancements enabled this system to improve the scalability,
modularity and flexibility of the system by potentialy
bringing to the developer communities the freedom of
selecting from a vast range of existing SNMP based NM
tools to fit their specific WSN application requirements. The
adapted Three-Tier NM Organizational model can be seenin
Fig.2.

- JaguarSX Server
SNMP
Proxy Agent

Manager

@

Other Devices
Nethan Standards Compatibi
Managed Objects

Unmanaged Objects

Figure2. Adapted Three-Tier NM Organization Model to the Medical
MoteCare System [12].

The enhancements in the adapted Three-Tier NM
Organization model with a tailored SNMP proxy agent
shown in Fig.2 allow for the natural implementation of any
SNMP-capable NM tool in the Medical MoteCare system.
This makes the system not only capable of having more than
one manager entity without the risk of over polling the
managed devices, but also makes it platform independent by
allowing SNMP standard communication with any number
of NM systems acting as Manager, Middle Manager or
Agent Entities.

The integration of an SNMP agent in conjunction with
the CodeBlue Communication module enabled the system to
be accessed via any network management tool that
understands SNMP. This ensured that the system was able to
scale up easily and provide a robust and well tested,
standardized environment.
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Figure 3. System Process Overview for the Medical MoteCare System
[13].

The system process overview of the Medical MoteCare
System in Fig.3 depicts the high level system processes for
each of the system components (labeled in bold). A more
detailed explanation of these components and their processes
is further explained in this section.

The WSN architecture of this prototype was based on Micaz
motes [2] which added robustness to the system
communication (as a result of the use of the Zigbee
protacol). The sensors include the Pulse Oximeter, a medical
sensor from BCI, Inc. consisting of a standard finger or ear

sensor, a pulse oximetry module (BCI Micro Power
Oximeter board) and a mote [6].
Figure4. MicaZ Mote[10].
Blood oxygen saturation (Sp0O2), pulse and

plethysmogram waveform data are relayed via a serid
interface to the MicaZ node. The pulse oximeter mote device
periodically transmits packets containing the measured
samples.
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Figure5. The Pulse Oximeter [14].

The MTS310CA flexible sensor board has a number of
sensors such as light and temperature which are incorporated
into the Medical MoteCare system, to illustrate the potentia
importance of environmental impacts on the physica
condition of a monitored patient. For example, an elderly
depressed person might need adequate lighting to alleviate
mental health problems. The light sensor could prove that the
light is appropriate. Alternatively, if a person, who has
suffered a heart attack recently, suddenly starts sweating, the
symptoms could signal another attack or it may be that the
room istoo hot.

The Data Acquisition Board is the Stargate Persond
Server processing board sourced from Crossbow. The
Personal Server, Stargate has the ability to connect
wirelesdy to other devices using Wi-Fi, GSM and GPRS.
This hardware alows a system to move from a centralized
network management system to a distributed one.

The Monitor Unit comprises the enhanced CodeBlue
software that incorporates log files of data recordings
captured by the sensors on the MicaZ motes and an SNMP
agent to enable it to deal with standardized network
communication using the SNMP protocol. The Monitor Unit
connects to the Gateway Mote either via a USB connection,
a serial connection or Internet Protocol (1P) [2].

On the Monitor Unit side CodeBlue captures the data and
storesit locally on log files. It is then sent through an SNMP
agent after a request is made by the Network Management
Server. The CodeBlue system with the incorporated SNMP
agent provides access to the widely accepted TCP/IP
protocol suite. As motes have extremely limited processing
power, battery life and transmission budgets, SNMP was not
implemented on the motes themselves as the additiona
overhead would have dramatically reduced battery life[2]. In
the Monitor Unit of the Medical MoteCare system, using the
CodeBlue component, an SNMP agent was set up to act as
an |P-based Data Delivery Unit (DDU). The DDU is able to
act as an agent and deliver information collected on the
WSN into a TCP/IP based network [2]. In keeping with the
philosophy of the team to utilize as much existing and freely
available code and protocols as possible, several Object
Identifiers (OIDs) from RFC 1213 were used for the Medical
MoteCare system (see Table 1V). An object identifier is a
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label used to name an entity. Structurally, an OID consists of
a node in a hierarchicaly-assigned namespace, formally
defined using the ITU’s Telecommunication Standardization
Sector (ITU-T) Abstract Syntax Notation 1(ASN.1) standard.
Successive numbers of the nodes, starting at the root of the
tree, identify each node in the tree. Designers set up new
nodes by registering them under the node's registration
authority [15]. Standard and customized Management
Information Bases (MIBs) for the Medical MoteCare system
are set out in Table V. The customized MIB was devel oped
by the mHealth team at UTS creating specific OIDs for the
polling of health and environmental data from the WSN
nodes[3].

TABLE IV. OBJECT IDENTIFIERS USED FOR THE MEDICAL MOTECARE

OoID Variable Utilized for

Name

136.1.21221.1 ifIndex mote 1D as number
136.1.21.221.2 ifDesc mote ID as string (mote-xx)
136.1.21.22.1.6 ifPhysAddress | moteID ashex value
1.3.6.1.2.1.2.2.1.10 | ifInOctets pulse sensor value
1.3.6.1.21.22.1.11 | iflInUcastPkts light sensor value
1.36.1.21.2.2.1.16 | ifOutOctets oxygen sensor values
1.36.1.2.1.22.1.17 | ifOutUcastPkts | temperature sensor values

The Medica MoteCare system incorporated an SNMP

agent. The development of more sophisticated SNMP
versions such as SNMPv3 allows for more security which is
important when dealing with medical data. The benefits of
SNMPv3 for the Medical MoteCare system are that data can
be collected securely from SNMP devices without the fear of
the data being tampered with or corrupted. This is vital in
any healthcare system. As well, confidential information, for
example, the SNMP Set command packets that change a
router’s configuration, can be encrypted to prevent its
contents from being exposed on the network. The
incorporation of the SNMP agent to the MoteCare Monitor
Unit was facilitated by the use of SNMP4J, an enterprise
class, free open source and up-to-date SNMP
implementation for Java [3].The system therefore utilized an
agent derived from the SNMP4J standard example which
provided a static SNMP table to hold the sensor data and
alow for SNMP requests[2].

The log file is used to communicate between the
CodeBlue component and SNMP agent in the Monitor Unit.
The structure of the files consists of time and data stamps,
Mote/patient ID and sensors available. The standard format
isasbelow:

<date stamp> <time stamp>:<Mote/patientiD number
type of sensor = data from the sensor>

An example is set out below:
<14 Jan 2008 10:25:16.939 EST :
PULSE= 92>

<patientiD= 102

Upon detection, the motes will continuously send data
from the sensors with 1Ds on a first come, first served basis.
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After the motes are detected, data with an ID code are sent
and logged into the Monitor Unit [2].

This Medical MoteCare system utilized commercial
software in the form iReasoning MIB Browser for MIB
browsing and MIB customisation and SysUpTime Network
Monitor and Jaguar SX for aert configuration and event
correlation. iReasoning MIB browser alowed the team to
load standard and proprietary MIBs for the Medicd
MoteCare system and issue SNMP reguests to retrieve
agents' data, or make changes to the SNMP agent. JaguarSX
allowed for correlation of data so that alarms could be issued
on more than one parameter.

See Fig. 6 for a screen shot of the iReasoning MIB
Browser, which will be explained in the section describing
the implementation of the Medical MoteCare system.
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Figure 6. iReasoning MIB Browser.

With the iReasoning MIB Browser and SysUpTime
Network Monitor, all network information is stored in a
relational database such as FirebirdSQL, PostgreSQL or
SQL Server to enable easy and efficient device management
and reporting. In a smilar manner, the data monitored from
the wireless sensor based healthcare application will be
stored in such a database to facilitate its manipulation and
provide secure storage, discrimination and fusion of data as
specified as a requirement of such a healthcare monitoring
system.

The SysUpTime Network Monitor can aert network
administrators or, in the Medical MoteCare implementation,
the health carer, by email, sound, the running of a script, or
triggering, as well as taking corrective actions such as
executing remote Windows or Linux commands. The data is
stored in a relational database that can be accessed via the
Internet. Refer to Fig. 7 for a graphica overview of
SysUpTime Network Monitor.
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Figure 7. Overview of SysUpTime Network Monitor. Source:
http://www.ireasoning.com/sysuptimeoverview.shtml

Using SysUpTime Network Monitor asaNM tool further
illustrates the flexibility of using a variety of NM software
packages in the Medical MoteCare system. Fig. 8 illustrates
the user interface of SysUpTime Network Monitor. In the
Performance Graph section of the screen shot, the heart rate
of the tester is shown increasing and decreasing in value —
the horizontal line indicates the pre-set threshold that will
ensure that a warning is given once the threshold is reached.
The remote SNMP agent properties are displayed on the
right hand side of the screen and show the OID
1.3.6.4.1.4976 that corresponds to the pulse oximeter sensor
on the mote as well as the name and |P address of the host
(Satellite and 138.25.13.209 respectively) where the agent is
residing. It also shows the SNMP version number.
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Figure8. SysUpTime Network Monitor.

As can be seen in Fig. 8 the Medical MoteCare system
using the NM tools iReasoning MIB Browser and
SysUpTime Network Monitor was able to display medical
data in graphical form in real time as well as provide alarm
triggering. However the author wanted to illustrate some of
the data fusion aspects of NM tools by implementing
correlation of medical data and alarm triggering and for that
the author used the NM tool Jaguar SX. This will be further
discussed in the following section.
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Event correlation techniques embedded in various
network management tools are expected to allow for the
development of personalized applications specific to certain
health conditions. Current techniques such as rule-based
reasoning (RBR), code-based reasoning (CBR) and case-
based reasoning [12] are utilized to add intelligence to
system and network management tools by correlating
variables and prioritizing them based on thresholds for
labeling, various agorithms and hierarchica structures
associated to them. For instance if a sufficient number of
‘events’ in the system are triggered at the same time, e.g.
temperature of the person and temperature in the
environment, the system will check correlation and prioritize
in order to trigger an alarm, message or action [16].

The NM tool Jaguar SX was implemented in the Medica
MoteCare prototype with the purpose of adding intelligence
to the system by making use of network management
correlation techniques to interpret multi-variable collected
data and automatically react or prevent harmful health
conditions. The system was tested for aarm triggering
functionality. Fig. 9 shows a partial view of the Jaguar SX
Monitor Exceptions window in which the multi-variable
alarm triggering conditions are configured. The compared
values and conditions from variables identified by Object ID
on column five can be correlated by grouping them into the
same Object Group in column four. In order for Jaguar SX to
trigger an alarm or notification, al the compared value
conditions with the same Object Group have to be “True”
(refer to Compare Vaue and Compare Type on columns six
and seven).

LESS_THAN VALUE_CURRENT  CRITICAL NOTIFY

GREATER_THAN  VALUE_CURRENT  MAIOR  NOTIFY

_Add| Delete

Figure9. Partia View of Jaguar SX Monitor Exceptions Window.

V. MEeDICAL MOTECARE SYSTEM DESCRIPTION

In Fig. 10 below the implementation of the Medical
MoteCare System is illustrated. For the implementation of
Medica MoteCare the researcher set up the system as
follows. A tester was fitted with pulse oximeter device,
which was connected to the sensor board on the mote via a
serial cable. As the data are being collected it is sent
wirelesdy to the Stargate Personal Server. The Stargate then
sends the data through an Ethernet port to the monitor unit
where it is stored in the form of log files created by the
CodeBlue component. This step enables the agent to access
the collected data and transform it into a SNMP format
which makes it accessible to any network management tool
that is SNMP-compatible, such as the iReasoning MIB
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Browser, SysUpTime Network Monitor, Jaguar SX or any
other commercialized or open source network management
tool.
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Figure 10. System Overview for the Medical MoteCare System [13].

This step enables the agent to access the collected data
and transform it into a SNMP format which makes it
accessible to any network management tool that is SNMP
compatible, in this instance with iReasoning MIB Browser,
SysUpTime Network Monitor and JaguarSX. See Fig. 11
for advantages of this system.

allows for multiple
SNMP agents to
talk to multiple
SNMP managers

allows for ease of

enables analysis
scalability

for trend spotting

facilitates the
reactive
capabilities when
defined thresholds
are reached

polls the SNMP
agent thus
minimizes traffic
onthe WSN

provide extensive
data storage
facilities

bridges non-
TCP/IP based
networks to TCP/IP
enabled networks
via SNMP

enables data
correlation and
dissemination from
datagathered viaa
variety of sensors

utilizes the
improved ZigBee
protocol

enables
authentication to
enable layered data
access for security and
privacy

supports
encryption and
end-to-end point
security (SNMP v3)

Figure 11. Advantages of Medical MoteCare System [2].

VI. SCENARIO SETTING

In this section, a typical clinical scenario that serves for
the testing and simulation of the system is described. A
middle aged woman has recently recovered from the after-
effects of a severe car accident. She had to spend two months
in hospital and has now returned to her home. She
immediately began to experience flashback and panic attacks
as she relived her accident. The doctor suspected tachycardia
and suggested she wore a pulse oximeter while resting
during the afternoon and at night so that he can monitor her
condition and ascertain whether the medication he has
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prescribed is succeeding in regulating her heart rate. The
doctor has asked her to use the pulse oximeter for one week
so that he can establish enough evidence to decide whether
he needs to change her medication or test for other
conditions such as Wolff Parkinson White syndrome. Wolff-
Parkinson-White  syndrome  (WPW) represents an
abnormality of the heart's electrical system. In patients with
WPW, there is an extra electrical connection between the
atria (the upper chambers) and the ventricles (the lower
chambers). This abnormal electrical connection can cause
episodes of rapid heart rhythms called paroxysmal atrial
tachycardia, pre-existed tachycardia, or pre-existed atrial
fibrillation [17]. The aim of the monitoring is to ascertain if
the heart rhythm reverts to normality during this week of
monitoring and medication.

VII. TESTING

In order to test the above scenario in alaboratory setting
the author set up the following implementation using five (5)
participants to test the Medica MoteCare system (refer to
Fig. 10). The participants ranged in age from 20 to over 60
yearsold.

With the testing, the author was attempting to establish
that the system would detect the variations in the heart rate
and blood oxygen levels as if the monitored person was
starting to experience a panic attack. The system would send
acritical alarm via a red flashing screen and an email to the
carer notifying them that a particular threshold was reached.
The author tested the system on five participants performing
a variety of activities that could change the heart rate while
connected to the system in a testing setting as described
below.

The system captured the readings of the heart rate and
blood oxygen levels as the participants carried out the
different activities. Furthermore the system was expected to
react to predefined thresholds and aert the carersto potentia
problems. The system was able react to a series of correlated
thresholds — for example if the heart rate is over a particular
threshold but the blood oxygen level is normal a warning
notification is generated whereas if the heart rate is high and
the blood oxygen is low acritical alarm is produced.

A. Experimentsto Smulate Increased Heart Rate

In this scenario, two testers were each attached to a pulse
oximeter and given the following instructions. For the first
minute they had to sit calmly while the resting heart rate
figure was established. They then were asked to stand and
walk on the spot slowly while till attached to the system.
Pulse oximeters are supposed to be used on a patient at rest
but to increase the heart rate artificially, the researcher had
the testers walk quickly on the spot. At the end of these two
minutes they were instructed to walk quickly for two
minutes. The graph in Fig. 12 below shows the changes in
the heart rate with the threshold marked to show when the
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system was to react — in this case, for the purposes of testing,
the figure of 110 bpm was selected.

Fig. 12 illustrates the results of one experiment where the
heart rate went over the 110 bpm and the alarm trigger
screenshot isshown in Fig. 13.
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Figure 12. Graph from iReasoning M B Browser.

In Fig. 13 alist of triggered aarms, illustrating different
levels of severity, is shown. In the top row alarm, a critical
event, highlighted in red, is shown. Column Severity can
indicate ‘Critical’, ‘Normal’ or ‘Warning'. The next column
indicates the IP address of the source where the event was
polled. Time and date stamps are indicated in the next
columns and in the last column, the current value of the heart
rate plus a description of the alarm is located.
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Figure 13. SysUpTime Network Monitor Alarm Triggering.

The screen shot of Fig. 14 shows the Simple Mail
Transfer Protocol (SMTP) configuration window used by
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SysUpTime Network Monitor to send email aerts once a
preset threshold has been reached.
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Figure 14. SysUpTime Network Monitor Email System Alert.

Fig. 15 shows the email sent to the carer indicating that a
heart rate warning has been triggered and shows the current
heart rate value (in this case 118 — well over the threshold of
110 bpm)
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Figure 15. SysUpTime Network Monitor Email System Alert Scenario to
Simulate Increased Heart Rate.

The author was able to demonstrate that the Medical
MoteCare was capable achieving the requirements of
monitoring healthcare variables via network management
tools. However to make the system more robust and useful
the author utilized Jaguar SX to demonstrate event
correlation for more than one healthcare variable.

B. Data Fusion with NM Event Correlation

The Medical MoteCare system implemented Jaguar SX
by incorporating a customized MIB in the system engine of
Jaguar SX and by performing the appropriate discovery and
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polling of the medical and environmental motes via the
SNMP proxy. See Fig. 16 for a view of the discovered
system devices via JaguarSX and refer to Fig. 17 for a
graphical view of the collected medical datain real time.
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Figure 16. JaguarSX WebUI Discovery of the Motes.
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Figure 17. JaguarSX WebUI Data Collection of Heart Rate and Oxygen
Level in Real Time.

As can be seen in Fig. 17 both blood oxygen level and
heart rate measurements are being measured in real time with
the resulting graphs being refreshed every five seconds. A
false sensor was used to generate extreme variations of data
to test the responsiveness of the system to sudden
fluctuations in the monitored data. There may be limitations
regarding security here. As in real world scenarios, there
could be falsification of measurement values. If falsified data
is delivered to the sensor (like higher temperatures, etc.) a
consistency check may need to be done. This will be
explored further in our next iteration. The Monitor
Exceptions module of Jaguar SX was used to setup the
conditions for multiple variable event correlation. In Fig.8
the monitor exceptions from the variables oxygen, pulse,
light and temperature have been configured to trigger an
alarm in the event of their preset conditions, corresponding
to the “Compare Vaues’ in column six and “Compare
Types’ in column seven.
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Monitor Exceptions
Below is a grid of monitor exceptions currently registered in the system. You may add, delete, or modify those exceptions here,

n Monitor Type  Enableq Object| Object ID Compare  Compare Type | Compare Object Severity| Action
Group Value

H codebemote  ® Yes 1 light 1 LESS_THAN VALUE_CLRRENT  INFORMAT NOTIFY
3 codebliemote ¥ Yes 1 OKgEN 80 LESS _THAN VALUE_CURRENT  WARNING NOTIFY
k] codebemote ¥ Yes 1 puse 0 LESS_THAN VALLE_CLRRENT  CRITICAL NOTIFY
B todbliemote ¥ Yes 1 temperature 7 GREATER THAN  VALUE_CURRENT ~ MAIOR  NOTIFY

Figure 18. Jaguar SX WebUI Monitor Exceptions Configuration Page.

Alarm triggering is colour coded depending of its level of
criticality, for example a critical alarm is bright red whereas
a minor or warning alarm is colored yellow or blue
respectively (Fig. 19).

As can be seen in Fig. 20, the Medical MoteCare system
triggering alarm module from the Jaguar SX window shows
a diverse set of aarm notifications generated from preset
multi-variable conditions. For example, long term reports
show a patient’s history of oxygen saturation levels for a
predefined period of time, such as, in this case for the last
hour. Different types of graphs can be selected by the
medical personnel as can a number of different reporting
styles. We are now able to customize the triggers and alarms
of the Jaguar SX system to individualize alarm triggering,
based on a patient’s medical history and their current
medical condition.

With a ubiquitous Medical Monitoring System, we can
use data mining techniques to create models and templates
to assist in the prediction, prevention and treatment of a
wide variety of possible medical conditions. This will form
the focus of our ongoing work.
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Figure 19. Jaguar SX Alarm Triggering for Heart Rate & Oxygen Level.
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Figure 20. Jaguar SX Reports Module for Oxygen Saturation.

To further illustrate the versatility of the system, the users
can access the Medical MoteCare system through the use of
a PDA or a smart phone (Fig. 21). This would enable carers
to move around while still being able to monitor patients
remotely.
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Figure 21. Mobile Medical MoteCare.

Fig. 21 shows that JaguarSX has discovered the Medical
MoteCare system via SNMP and is able to push this
information to a smart phone or PDA.
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VIII. CONCLUSION

The Medical MoteCare system demonstrates the
feasibility of using traditional network management systems
for monitoring personal health parameters in an inherent NM
distributed environment. The incorporation of medical
sensors to the prototype allowed for the feasibility testing of
the system for the handling of medical data. The use of an
SNMP agent and a tailored MIB enhanced the scalability,
modularity and flexibility of the system by potentialy
bringing to the researcher or developer communities the
freedom of selecting from a vast range of existing SNMP
based NM tools to fit their specific WSN application
requirements. This was exhibited by the implementation and
testing of NM tools of varied complexity and purpose,
namely iReasoning MIB Browser, SysUpTime Network
Monitor and JaguarSX. The Medical MoteCare System
developed is a proof of concept that the use of standard
network management tools and models. iReasoning MIB
Browser, SysUpTime Network Monitor and Jaguar SX can
assist in the development and implementation of robust
distributed, wireless sensor networking applications for
monitoring healthcare parameters for patients. This NM tool
and, consequently any other NM tool that utilizes the SNMP
NM standard protocol, can be successfully integrated into
WSN applications, and, in this case, of a personal health care
monitoring nature. The implementation of JaguarSX added
intelligence to the system by utilizing NM correlation
techniques to interpret the collected events automatically and
react, or sometimes even anticipate from the collected
statistical data, harmful health conditions.
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Abstract—This paper describes the development of two low
power wireless body sensor network (BSN) prototypes that
allow the real-time monitoring of wearable sensors data from
multiple users with a single base station. The prototypes
present differences in the architecture, wireless network
hardware and implemented protocols. These systems integrate
inertial sensors that allow the monitoring of users’ posture and
goniometric development, as well as heart rate and respiratory
rate sensors. The design of body sensor networks is challenging
due to the requirements of quality of service provisioning and
low energy consumption, combined in many cases with high
traffic loads. The solutions presented in this paper address
these challenges, with particular focus on the implemented
medium access control protocols, which overcome some
drawbacks presented by standard protocols when applied to
BSN scenarios. The performance of the developed systems is
presented, compared and discussed using theoretical,
experimental and simulation methods. Results show that the
proposed mechanisms provide good bandwidth efficiency and
decrease the delivery error rate without significant increase in
the energy consumption.

Keywords-body sensor networks, medium access control,
wireless sensor networks, quality of service

I. INTRODUCTION

A body sensor network (BSN) is characterized by the
presence of sensors nodes attached to a user’s body in order
to acquire physiological signals and a central monitoring
unit, which receives the data from the sensors, either
directly or through intermediate nodes. These networks may
allow the monitoring of several kinds of signals, such as
electrocardiogram (ECG), oximetry, temperature, heart rate,
blood pressure and respiratory rate, as well as the motion of
segments of the body. Conventional wired BSN monitors
have been used in places like hospitals over the last decades;
however, these systems impose significant restrictions on
the users’ mobility.

Recent advances in  microelectronics, wireless
communications and sensors technology, with the
corresponding reduction in size and cost, foresee a rapid
expansion on the development of wireless body sensor
networks over the next years, enabling mobile and
continuous monitoring of users even during their daily life
activities, with applications in the areas of healthcare, sports
and entertainment.

In the healthcare area, although extensive physiological
data monitoring is currently available in many hospitals, the
monitoring and diagnostic procedure is normally limited in
time, restraining the capability of these systems to properly
capture the patients’ physiological states, since transient
abnormalities cannot always be detected in this scenario.
For example, many cardiac diseases are associated with
relevant episodic abnormalities such as arrhythmias,
episodes of myocardial ischemia or transient surges in blood
pressure [2]. Since the timing of these abnormalities is
impossible to predict, much time and effort is wasted when
trying to capture an episode with controlled monitoring
using wired systems, making many vital and even life
threatening disorders go undetected due to their random
behavior. Wireless body sensor networks facilitate the
continuous wireless monitoring of wusers, having the
potential to replace life saving but expensive therapies. It is
expected that these systems will be used initially to monitor
at-risk patients, with their use being gradually extended to
benefit a larger proportion of the population.

Despite of the benefits that can result from the adoption
of wireless BSNs, there are some challenges that still limit
their widespread application. Normally these systems need
to satisfy demanding requirements in terms of quality of
service (QoS), such as reliable data delivery, sustainable
throughput and bounded delay. At the same time, since
sensor nodes are normally battery powered, it is necessary
to minimize their energy consumption to increase their
lifetime. A challenge arises from the fact that some kinds of
sensors must be sampled quite often, generating a great
amount of data and, consequently, requiring the network to
operate under high loads. For example, a motion capture
system based in inertial sensors placed on the body needs to
sample multiple sensors several times per second to provide
satisfactory results (30 frames per second in many
applications). Another example is ECG monitoring, which
can require sampling rates of up to 250 Hz per lead with a
resolution of 12 bits [3]. If contention-based MAC (Medium
Access Control) protocols typically proposed for wireless
sensor networks are used, the high traffic load generated by
these data-intensive applications will lead to frequent
collisions between sensor nodes.

This paper describes the design and development of two
multi-user wireless BSN prototypes that enable the
simultaneous monitoring of the posture and movements of
several users in real-time with a single central monitoring
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unit (base station). An application of this systems is the
monitoring of teams of athletes in a gymnasium for sports
such as basketball, volleyball, handball and gymnastics,
with the goal of providing detailed information in order to
enhance the performance of both the athletes individually
and the team as a whole. Another application is in the
medical field, namely in physiotherapy sessions, where such
a system can benefit both the patient, by increasing his
levels of confidence, and the therapist, by providing detailed
information about the patient evolution. The first system
prototype also implements sensors to measure the heart rate
and respiratory rate.

This paper is an extended version of [1]. Compared to
the original paper, it includes a section about wireless
network standards and extends the description of the first
developed prototype. In addition, this paper also includes
the description of a new prototype, comprising an overview
of its design characteristics, the presentation of its enhanced
MAC protocol and the presentation and discussion of
simulation results comparing the performance of the
protocols used by both prototypes.

Next section presents an overview of current wireless
standards and discusses their suitability to BSN
applications. Section III presents the architecture of the first
prototype, the implemented MAC protocol (LPRT) and the
developed PC application, as well as a theoretical analysis
and experimental results. Section IV presents the
architecture of the second prototype, describes its MAC
protocol (iLPRT) and presents simulation results. Finally,
Section V presents the conclusions.

II. WIRELESS NETWORK STANDARDS

Most wireless networks can be classified in the
following five categories: wireless local networks (WLAN),
wireless personal networks (WPAN), satellite networks,
mobile cellular networks and broadband wireless access
(BWA) networks. Some characteristics of former two differ
substantially from the characteristics of the latter three.
WLAN and WPAN are relatively short range technologies
that normally work in unlicensed frequency bands and
where all the network equipment normally belongs to the
user. On the other hand, the latter networks tend to work in
licensed bands, with the infrastructure belonging to the
network operator, which charges the user for the provided
services. The characteristics of the former are more
convenient for the applications considered in this paper, so
those networks will be discussed further in the remaining of
this section.

The most common WLANSs available in the market are
based on the IEEE 802.11 standards [4]. WLANs present
higher range and data rates than most WPANs. However,
they normally present also higher energy consumption and
large protocol overhead with short data packets, which make
them less adequate to be used with battery-operated body
sensor network nodes. For example, the MAC header and
trailer of 802.11 data frames occupy a total of 34 bytes,
which represents a significant overhead given that the
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payload generated by sensor applications is normally
composed of few bytes.

Bluetooth [5] is a WPAN technology that works in the
2.4 GHz band using frequency hopping spread spectrum
(FHSS). The network, called piconet, is organized in a star
topology composed by one central node (master) and a
maximum of seven active end nodes (slaves). A piconet has
a range from 10 to 100 m, depending on the class of the
device. Piconets can be interconnected to form a scatternet.
Bluetooth uses a polling based MAC protocol that provides
support for both real-time and asynchronous traffic.
However, the restriction of only seven slaves per piconet
imposes a severe limitation on the number of wireless nodes
of the BSN system. While the scatternet functionality
provides a way to increase the number of the nodes of the
network, its multi-hop multi-channel and single radio
architecture tends to increase the complexity and decrease
the performance of the network, making it harder to provide
QoS guarantees to the application. Another obstacle for the
implementation of large scale BSNs based on Bluetooth is
that few commercially available devices are able to support
the seven slaves per piconet specified by the standard, and
even less, if any, are able to properly support scatternets.

The standardization of WPAN networks at the IEEE is
under the scope of the 802.15 group. One of these standards,
the IEEE 802.15.4 [6] defines the physical and MAC layer
of ZigBee [7], which targets wireless sensor network (WSN)
applications through the provision of low power and low bit
rate WPANSs. At the physical layer, the IEEE 802.15.4 relies
on direct sequence spread spectrum (DSSS) to enhance the
robustness against interference, providing gross data rates of
20/40 kbps, at the 868/915 band, and 250 kbps, at the 2.4
GHz band. The basic IEEE 802.15.4 MAC protocol is a
contention-based CSMA/CA (Carrier Sense Multiple
Access with Collision Avoidance) mechanism, which is not
the most suitable option to provide the QoS required by
BSN applications, especially under high loads, due to the
increased probability of collisions. The performance of the
CSMA/CA mechanism is also negatively affected by
collisions due to the hidden node problem.

The IEEE 802.15.4 standard also provides a guaranteed
time slot (GTS) scheme in order to support devices
requiring dedicated bandwidth and low Ilatency
transmission. However, only seven GTS allocations per
superframe are supported with this scheme, imposing a
limitation on the number of wireless nodes of the BSN
system. Besides that, the granularity of the transmission
periods that can be allocated to the nodes is coarse, since
each superframe is composed by just 16 slots, which can
result in wasted bandwidth, reducing the bandwidth
efficiency.

Given the drawback of the current wireless networks
standards for the BSN applications considered in this paper,
we decided to design and implement our own MAC
protocols. These implementations are based on low power
COTS (Commercial Off-The-Shelf) wireless network
components that are compliant with the IEEE 802.15.4
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standard at the physical layer, in order to benefit from the
economies of scale (low cost) and component integration
(small size).

III. FIRST SYSTEM PROTOTYPE

An emerging new area of research that combines the
strengths and capabilities of electronics, sensors and textiles
is the field of electronic textiles (e-textiles) [8]. If these e-
textiles are further combined with wireless communication
capabilities, wireless smart textiles systems with local
monitoring and computation skills and remote data storage
become reality [9].

A. Prototype Overview

The architecture of the first multi-user wireless BSN
prototype is composed by a personal computer (PC), a base
station and several smart shirts (wireless stations), as
depicted in Figure 1. Each shirt aggregates data from a heart
rate sensor, a respiratory sensor and several posture sensors,
which allow the measurement of the user’s posture and
goniometric development, and transmits this information
continuously to the base station using its wireless station.
Microcontroller, power supply, RF transceiver and antenna
are also attached to the shirt. The base station is connected
to a PC, where the data collected from the shirts can be
stored and visualized in real-time.

Bage Station

O R

Computer (PC) |
1% I

Figure 1. Architecture of the first prototype.

An ear clip infrared sensor is used to measure the heart
rate, based on the skin reflectivity to infrared light. Since the
reflectivity changes with blood pressure, which in turn
changes with the pumping action of the heart, the variations
in reflectivity are used to measure the heart rate.

The respiratory frequency is measured with inductance
plethysmography, which measures cross-sectional area
variation and is commonly used to carry out respiration
measurements. The respiratory sensor is made of a copper
yarn crocheted in a polyester belt, providing an adjustable
stretch due to the addition of rubber yarns. If the belt is
sewed on the suit around the abdomen or thorax,
circumference and length changes of the belt caused by

International Journal on Advances in Networks and Services, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/networks_and_services/
Article part of a special issue on Wireless Sensor Networks

breathing result in an inductance variation, which can be
measured and processed.

The posture monitoring system is composed by one
module for each segment of the body requiring monitoring.
The developed shirt has sensor modules in the spine, hips
and arms. The same modules could also be used to measure
the angles of other segments of the body, such as the legs, if
desired. Each module contains a 3-axis accelerometer and a
3-axis magnetometer that are used to obtain the pitch, roll
and yaw angles. Both the gravitational force and the Earth’s
magnetic field are used to detect the angles of the segments.
The former is used to detect inclination while the later is
used to measure the rotation of the body about the axis
perpendicular to the gravity field. Figure 2 shows the
posture sensor module that was developed. Each module is
able to provide angles resolution of around 1 degree. The
posture monitoring system is described in patent WO
2008/018810 A2 [10].

Both the base station and the shirt stations are
implemented using Crossbow MICAz motes [11] (Figure 3).
The MICAz integrates a microcontroller (Atmel
ATMegal28) and a RF transceiver (Chipcon CC2420) that
is compliant with IEEE 802.15.4 at the physical layer.

Each shirt can be seen as a wired BSN where the
multiple sensor modules are linked to the MICAz mote
through the use of an I°C serial bus. The shirt electronics is
powered by two AA batteries.

The base station is attached to a MIB520 interfacing and
programming board, which allows the MICAz to
communicate with and receive power from the PC through a
USB cable.

Figure 2. Posture sensor module.
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Figure 3. MICAZz (left) and MIB520 (right).

B.  The LPRT MAC protocol

The LPRT (Low Power Real Time) protocol was
implemented in the MICAz motes using the TinyOS
operating system and the nesC programming language [12].
LPRT is a hybrid schedule-based dynamic TDMA protocol
and contention-based CSMA/CA protocol that is based in
the superframe structure presented in Figure 4. Each
superframe is divided in a fixed number of mini-slots (1024,
in this implementation), and starts with the transmission, by
the base station, of the respective beacon frame (B), which
is followed by the Contention Period (CP). During the CP
any station can transmit using the rules of a CSMA/CA
protocol. The CP allows the stations to associate with the
base station and to request mini-slots for transmission
during the Contention Free Period (CFP). It can also be used
to convey non-real-time asynchronous traffic. Stations must
not initiate a CSMA/CA transaction if it cannot be
completed before the beginning of the CFP.

Superframe

] RP NTP

cP CFP

Figure 4. Superframe format of the LPRT protocol.

The Contention Free Period is placed after the CP.
Transmissions during the CFP are scheduled by the base
station using resource grant (RG) information announced
previously in the beacon frame of the current superframe.
Since transmissions during the CFP are regulated by the
base station, they are not affected by the hidden node
problem, unlike transmissions of protocols that rely on
carrier sensing.

The CFP is composed by an optional retransmission
period (RP) and a normal transmission period (NTP). The
RP gives a new opportunity for transmission of data frame
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when it was not delivered correctly in the previous
superframe. The RP is placed after the CP so that a data
message is retransmitted away from an eventual burst error
condition responsible for the transmission failure occurred
during the previous NTP. The RP is placed before the NTP
to allow the data message to reach its destination before the
next one is transmitted, in order to limit the delay and
preserve the sequence of data. This division is not
mandatory, however, as retransmissions can be mixed with
regular transmissions during the entire CFP period. The
retransmission procedure is intended to increase the
reliability of the protocol, which is fundamental for
applications with low loss tolerance.

MICAz motes use fixed 16 bit long station addresses.
Instead of using these addresses in the resource grant (RG)
fields of the beacon to identify the stations that are allowed
to transmit during the CFP, the LPRT protocol uses a
smaller association ID (AID) that is dynamically assigned to
the stations when they associate with the base station. This
approach reduces the length required for the beacon, making
it less sensible to channel errors. The current
implementation uses 5 bit long AID addresses, allowing a
maximum of 32 associated stations, which is sufficient for
the envisioned applications.

Figure 5 shows the structure of the payload of the
beacon frame. The superframe duration field gives the
duration of the current superframe in multiples of a
minimum superframe duration time. It is followed by a list
of resource grant (RG) fields, whose quantity is expressed
by the RG list length (RLL) field. Each RG is composed by
a transmission direction (TD) bit, the association ID (AID)
field and an initial transmission slot (ITS) field. The RG
allows the scheduling of data transmissions either to or from
the station identified by the AID, depending of the value of
the TD bit: “0” for downlink and “1” for uplink direction.
More than one RG can be granted to a station in the same
superframe. The total transmission period granted by a
given RG goes from the beginning of respective ITS until
before the beginning of the ITS of the next RG on the list.
The uplink data can include piggybacked information for
alteration of resource allocation parameters, if desired.

SUpEHiEnE RG List ACK List
Duration
RG List
Length RG1 RGn .
ACK ACK
Length| Bitmap
TD| AID ITS

Figure 5. Structure of the beacon frame payload.

For downlink transmissions the ACK frame follows the
data transmission, while for uplink transmissions the
acknowledgment is made using the ACK list of the next
beacon frame. The piggybacking of acknowledgments in the
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beacon frame eliminates the bandwidth overhead associated
with the reception of individual ACK frames for each uplink
data frame. As an example, in the 250 kbit/s version of the
IEEE 802.15.4 standard, the transmission of an ACK frame
(11 bytes) takes 352 pus and the gap between the data and
ACK frames can vary from 192 to 512 ps. Even using the
minimum gap, the overhead introduced by the use of ACK
frames, considering the data frame length used in Section
IV-C (43 bytes), would be 40%.

The ACK list is composed by an ACK length (AL) field
and an ACK bitmap field containing one bit for each uplink
RG of the previous superframe. A successful transmission is
indicated by a “1” in the respective bitmap position, while a
lost or corrupted transmission is indicated by a “0”.

To reduce the power consumption of the stations, after a
station listen to the beacon, it turns off the radio transceiver,
turning it on again in the beginning of each scheduled data
transmission or reception. After that, it turns off the
transceiver again. The station turns on the transceiver again
at the beginning of the next superframe to receive a new
beacon, and so the cycle repeats. Each time the station
receives a beacon it resynchronizes its clock with the base
station.

C. Theoretical analysis

This section presents an analysis of the LPRT protocol
with uplink data traffic, assuming an AWGN/BSC (Additive
White Gaussian Noise/Binary Symmetric Channel) channel,
which is later used for comparison with experimental data.

The packet error rate (PERp) for an uplink data
transmission is given by:

PER, =1-(1- BER)"*, (1)

where L is the length of the data packet in bits and BER is
the channel bit error rate. The packet error rate (PERp) for a
beacon transmission, with L as the beacon length in bits, is
calculated in a similar way.

The delivery error rate (DER) is defined here as the
probability of failure in the delivery of a data message from
a given station to the base station. We consider that one data
message (e.g., a sample from all sensors of a smart shirt) is
generated at each superframe. For the LPRT protocol, the
basic frame exchange transaction required for the delivery
of an uplink data message consists of the transmission by
the base station of a beacon frame at the start of a
superframe followed by the transmission by a station of a
data frame, at the position announced by the beacon, in the
same superframe.

A successful transaction in this case requires the
successful transmission of both the beacon and the data
frame; therefore the delivery error rate in this case (DERy)
is:

DER, =1-(1—- PER,;)(1— PER,))- (2)
In order to increase the robustness of the
communications, the LPRT protocol implements a

contention-free retransmission mechanism that works by
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automatically rescheduling the transmission of a data
message in the next superframe whenever the delivery in the
current superframe fails. If the attempt of delivery of the
data message fails in two consecutive superframes the
message is dropped. The improved delivery error rate with
one retransmission attempt is:

DER, = DER,. 3)

One can notice that the rescheduled transmission in the
RP can be either a retransmission, if the data transmission in
the previous superframe failed, or the first transmission of
the data, if instead the beacon in the previously superframe
was not received, since it precludes the corresponding data
transmission. For the sake of simplicity, however, the
rescheduled transmission will continue to be referred here as
a retransmission.

The sensors samples included in the data message are
taken just before its transmission, so the delay without
retransmission is just the data transmission time, while the
delay for a retransmitted data message is always less than
one superframe period.

The average current consumption of the LPRT protocol
without retransmissions (/) is given by:

_TB+GB+TD+GD

T _[OFF)+I()FF (4)
SF

I,

oy

where Ty and T are the beacon and data transmission times,
G and Gp are the respective guard times, /oy is the current
consumption in the active state and lypr is the consumption
in the sleep state. The guard times are the periods between
the transition to the active state and either the effective
transmission of data or the reception of the beacon.

The average current consumption with retransmissions
increases by a factor that depends on the DER, and is given

L (ION - IOFF )DERO (5)

D. PC application

The TinyOS installation CD includes a java application
called SerialForwarder that reads packets from the serial
port and forwards those through a given TCP port to a
network client application, and vice versa. Based on this
java application, we developed an application that
introduces several new functionalities.

The main window provides information about the state of
the connection between the base station and each station in
real-time (Figure 6), including the number of beacons not
received by a station and the number of data frames not
received by the base station, as well as the DER with and
without retransmissions. The user interface presents this
data both for the current values (evaluated from the last N
samples) and cumulative values (since the start of data
collection). The receiver signal strength indicator (RSSI)
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and the battery voltage of the station are also presented. The
data can also be registered in a file for posterior analysis.
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Figure 6. Main user interface of the PC application.

The developed PC application also includes a
functionality that allows the sensors to be remotely
calibrated though the wireless sensor network (Figure 7),
thereby avoiding the requirement of physical connection of
the data station to a programming board.

& calibration EI@EI
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Figure 7. Calibration interface.

The application receives the raw posture sensors data
through the wireless network, performs the calculation of
the angles of the articulations and forwards this information
to the client application, which acts as a data base and
allows 3D visualization of data. Figure 8 presents an
OpenGL application that was developed for real-time
visualization of the posture and movements of the users.

E.  Experimental results

First results in this section present the current
consumption of the MICAz motes as a function of time,
which include both the consumption of the transceiver and
of the microcontroller. The evaluation scenario is composed
by a base station and four stations. Each station collects 36
byte samples (corresponding to the data generated by four
posture sensor modules) periodically, with a sampling rate
of 5 Hz, which results in a packet inter-arrival time of 200
ms. The superframe period was chosen to be equal to the
packet inter-arrival time, so one sample is transmitted per
superframe. Figure 9 presents the current consumption for
one of the stations. The current consumption of the
microcontroller (/pgr) is 8 mA while the consumption with
the transceiver turned on (/py) is around 28 mA.
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Figure 9. Current consumption of the LPRT protocol as a function of time
for one particular station.

Figure 10 presents a closer look to the current
consumption charts of the four stations in the RG list,
superimposed, where the transmission of each station and
the reception of the beacon of the next superframe can be
seen. Each superframe is divided in 1024 mini-slots,
allowing a high level of granularity in the allocation of
transmission time to the stations. With these data frame size
and without channel errors, the LPRT protocol allows up to
60 stations per superframe. It can achieve high throughput
with high loads without losses due to collisions that are
typical of contention based protocols.

The evaluation setup for the second experiment is
composed by two networks operating in different channels
(11 and 26) at the same time in the same place. Each
network is composed by only one base station and one
station located 3 meters apart and using the same
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transmission power (0 dBm). The superframe period is 7Tz =
100 ms. The samples are 75 bytes long, so the data frame
length, including headers is Lp = 712 bits while the beacon
length is Lz = 160 bits, which means that the respective
transmission times, given that the network data rate is 250
kbit/s, are Tp = 2.85 ms and T3 = 0.64 ms.
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Figure 10. Current consumption of the LPRT protocol as a function of time
for four stations.

Each station was powered by two 2300 mAh Ni-MH AA
batteries. Both networks started to operate in a Thursday at
17:00h. The channel 11 network ceased to operate when the
batteries drained out. The operation of channel 26 network
lasted longer but was terminated due to a power outage in
the laboratory.

MICAz is compliant with the 2.4 GHz version of the
IEEE 802.15.4 standard at the physical layer, which
provides 16 non overlapping channels (11 to 26) spaced 5
MHz apart. The center frequency for channel 11 is 2405
MHz, while for channel 26 the center frequency is 2480
MHz.

The signals of three IEEE 802.11 access points operating
on channel 1 were detected at the place of the experiment.
Channel 1 is centered on 2412 MHz and has a width of 22
MHz, so it overlaps with channel 11 of 802.15.4. 802.11
access points operating in other channels were also detected,
but there were no overlapping with 802.15.4 channel 26.

Figure 11 presents the DER as a function of time
calculated using the previous 1000 samples. Asterisks in the
graph identify disconnections, triggered by several
consecutive missing data frames, followed by new
associations. The number of errors for the network operating
in channel 11 was significantly higher (overall DER without
retransmissions was 0.66% for channel 11 and 0.02% for
channel 26). These results can be explained by interference
from nearby 802.11 networks. In fact, the great majority of
errors occurred during working hours.

In order to avoid interference, the user interface of the
developed PC application allows the operator to change the
operating channel (Figure 6). The information about the new
channel is sent on the beacon, allowing a seamless channel
transition for the stations. Since the state of the links is
monitored in real-time by the application, an automatic
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channel selection mechanism could be easily implemented
as well.
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Figure 11. Delivery error rate as a function of time.

Figure 12 presents the relation between the DER with
and without retransmissions, comparing the experimental
data for channel 11 with the analytical data (equation 3).
Even though there is a set of data points around the
analytical curve, there is another set of points where the
efficacy of the retransmission mechanism is almost none. In
this situation, the overall performance is worse than
expected, which indicates that future analysis needs to take
into account other effects, such as burst errors due to fading
and/or interference.

Delivery Error Rate (Channel 11)

« Experimental
= Analytical

With retransmissions

Without retransmissions

Figure 12. DER with and without retransmissions.

Figure 13 presents the battery voltage as function of
time. It drops quickly when the voltage reaches around 2.2
V. The guard times that were used are Gp = 1 ms and Gy =
3.2 ms, thus, according to equation 4, the average current
consumption without retransmissions is 7, = 9.54 mA, so the
theoretical lifetime of the station with fully charged 2300
mAh batteries is 241 h. An inspection of the channel 11
chart indicates that the lifetime of the channel 26 station
would probably be around 230 h, which is close to the
theoretical value, if it was not for the power outage. The
lifetime of the station on channel 11 was lower, probably
because its batteries were not with full capacity anymore,
since the increment in consumption due to retransmissions
(equation 5) is small. Even in the worst case (DER, = 1) it
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would be only 8 %. The average current consumption of
stations could be reduced to 2.15 mA if the microcontroller
was turned off during the sleep state, increasing
significantly the lifetime.
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Figure 13. Battery voltage as function of time.

Another set of experiments was made in a hall with one
base station and one station. A range (») of 30 m with
moderate channel errors (DER, < 10 %) was achieved when
both the base station and the station were at the chest level.
However, when the station was placed at ground level, the
errors increased significantly and disconnections were
frequent, even for shorter distances. This behavior can be
explained by the radio signal power dropping off with
[13] due to ground reflections for short antenna heights.

When the base station was placed over the station, the
channel conditions were not affected by the height of the
station antenna, even when the station was placed at the
ground. This results lead to conclusion that a good place to
put the base station is at the ceiling, in the middle of the
hall, since it is a central position with relation to the stations
and the signal is less affected by the height of the stations
antennas.

IV. SECOND SYSTEM PROTOTYPE

While the architecture of the first prototype comprises a
wireless network of suits where the sensor nodes in each
suit are connected through a wired BSN to a wireless station
that communicates with a base station, the second prototype
is based on a fully wireless architecture, i.e., all sensor
nodes communicate wirelessly with the base station, as
shown in Figure 14.

A. Prototype Overview

The architecture of this second prototype provides more
flexibility of use compared to the first prototype, extending
the range of applications of the system, since the number of
sensor nodes and their distribution through the body can be
easily changed according to the needs of the application.
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Figure 14. Architecture of the second prototype.

The design of the wireless sensor nodes requires a
microcontroller, an analog-to-digital converter (ADC), a
transceiver, an antenna and a battery, as well as the sensors.
The sensor nodes should be as small and lightweight as
possible, since the user may need to use several of them in
the body.

The MICAz mote, used in the first prototype, is not
adequate in this case, since its size, excluding the battery
pack, is 58x32x7 mm. The second prototype is based on the
CC2430 [14], a system-on-chip (SoC) from Texas
Instruments that integrates a microcontroller, an ADC and a
transceiver in a 7x7 mm QLP48 package. Like the MICAz
mote, the CC2430 is compliant with the 2.4 GHz version of
the IEEE 802.15.4 at the physical layer. Figure 15 presents a
CC2430 evaluation module (EM) with external antenna.
These modules are part of a development kit [15] used to
program and debug the MAC protocol implemented in the
second prototype.

-]
S
=
=
=

(®)}

Figure 15. CC2430 evaluation module with external antenna.
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The hardware of the prototype of the wireless sensor
nodes consists of a PCB integrating a CC2430, an antenna,
the sensors and the battery. Instead of using an external
antenna, the sensor node will use a small size PCB antenna,
described in [16].

B. MAC Protocol

The second prototype implements an improved version
of LPRT, called iLPRT [17]. This protocol explores the fact
that the traffic of BSN applications is mostly periodic to
avoid the transmission of allocation information (RG list) in
every superframe (a characteristic of LPRT). Instead of
placing the RG list in the beacon, iLPRT includes only the
CP size, which is necessary to avoid transmissions during
the CFP from nodes that are using CSMA/CA. For
transmissions during the NTP, nodes use the same allocation
from the previous superframe. For transmissions in the RP,
each node computes the period that is reserved for its
retransmission with basis on the ACK bitmap information
contained in the beacon, using a distributed algorithm that is
shared by all nodes.

To ensure fairness in the allocation of retransmission
periods when the available RP space is not sufficient to
support all retransmissions, the algorithm performs rotation
of allocation periods through all network nodes.

Unlike LPRT, if a node does not receive a beacon or a
short sequence of beacons, it may continue to transmit new
data in the NTP, since the clock drift should allow the node
to continue synchronized during a few consecutive beacon
intervals. Like LPRT, the node cannot retransmit in the RP
when it does not receive the respective beacon, since the
ACK bitmap is not available, so it does not know how the
RP slots were allocated.

Since the RG list is not included in every beacon, a
reconfiguration scheme, such as the algorithm proposed in
[17], is required to inform the nodes when a new allocation
is made or an existing allocation is released.

The use of shorter beacons tends to decrease the DER
and the energy consumption of the sensor nodes. The
possibility of transmission during the NTP when the beacon
is lost also tends to decrease the DER. This is an advantage
also when compared to the GTS mechanism of IEEE
802.15.4, since in this protocol if a device misses the beacon
it must not use its allocated slots until it receives a beacon
correctly.

C. Simulation Results

Simulation models of the LPRT and iLPRT protocols
were implemented using the version 4.0 of OMNeT++, an
open source, component-based, modular and open-
architecture discrete event simulation environment [18]
[19].

Table I presents the parameters related to the posture
sensors and their corresponding values. Most motion
capture applications operate with a frame rate of 30 fps
(frames per second), so the sampling rate of the posture
sensors (f;) was set to 30 Hz. Since each posture sensor

International Journal on Advances in Networks and Services, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/networks_and_services/

module has three accelerometers and three magnetometers,
N;=6.

TABLE I. MOTION CAPTURE PARAMETERS.

Parameter Name Value
Number of sensors N 6
Sampling rate fs 30 Hz
Sensors sampling resolution O 12 bits
Battery sampling resolution O 8 bits

Table II presents the network-related parameters and
values. The PHY overhead corresponds to the physical
preamble and header of IEEE 802.15.4. The MAC overhead
is due to the MAC header and trailer. For data messages, it
includes the following fields: FCF (Frame Control Field),
data sequence number, PAN address, destination address,
source AID, frame type and FCS (Frame Check Sequence).

TABLE II. NETWORK PARAMETERS.

Parameter Name Value
PHY data rate R 250 kbit/s
PHY overhead OHpyy 6 bytes
MAC overhead OHyuc 9 bytes
Payload length L, 28 bytes
Superframe duration Tsr 100 ms
Mini-slots per superframe Mg 500

The superframe duration (7sr) was set to 100 ms. With
this value, the number of samples (,,) of each sensor in the
posture sensor module, using a sampling rate of 30 Hz, is 3,
according to the equation:

Nyo = fTsr- (6)

Besides of the multiple samples of the posture sensors,
each data message carries also a sample of the battery
voltage. The length of the payload (L,) of the data messages
is given by the equation:

Lp = Ny NsQs + Qp, @)

where N, is the number of sensors, O, and Q, are the
sampling resolution of the posture sensors and the battery
voltage, respectively. To save space, each two 12-bit
samples are compressed into three bytes. With the values
obtained from Table II, the payload length results in 224
bits, or 28 bytes.

There is a tradeoff between the delay and the energy
consumption and network capacity (number of supported
nodes). An increase in the superframe duration would tend
to increase the network capacity and decrease the energy
consumption, since the payload length would increase,
reducing the protocol overhead. However, the delay would
also tend to increase.

The maximum PPDU (PHY Protocol Data Unit) size of
133 bytes, imposed by the IEEE 802.15.4 specifications,
limit the number of RGs in the beacon and, consequently,
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the number of transmissions in the CFP for LPRT, to a
maximum of 55. On the other hand, iLPRT does not suffer
this constraint since the RG list is not included in the
beacon.

Comparing with the RG field format used in the first
prototype, the length of the AID field was increased from 5
to 6 bits, while the length of the ITS field was decreased
from 10 to 9 bits, which means that the RG field maintains
the overall length of 2 bytes. With 6 bits in the AID, the
addressing capability of the network is increased to 64
nodes. With 9 bits in the ITS field, the superframe can have
up to 512 mini-slots. The number of mini-slots per
superframe (Mgr) was set to 500 instead, because with this
value the period of each mini-slot, with the superframe
duration of 100 ms, is 200 us, which is an integer multiple
of the resolution of the timer of the CC2430 that is being
used (4 ps).

The minimum duration of the CP (CP,,;,) was set to 11
ms, which is enough to support the exchange of two full
length frames, including the CSMA/CA backoff and the gap
between the frames. The CP is used, for example, for the
exchange of association request/response messages between
the nodes and the base station and for the transmission of
sporadic sensor calibration data. The maximum duration of
the CFP (CFP,..) is the superframe duration (7z) minus a
reserved period (15.26 ms) composed by the CP,;, plus the
time required to transmit a maximum length beacon (4.26
ms). Therefore, given the used superframe duration, CFP,,,,
= 84.74 ms, which corresponds to 423 mini-slots. According
to the values defined on Table II, the length of the PPDU
(Physical layer Protocol Data Unit) is 43 bytes. That means
that the transmission time is 1.376 ms, requiring 7 mini-
slots. One additional mini-slot was used as guard time
between the transmissions of the sensor nodes, resulting in 8
reserved mini-slots for each data message. Consequently,
the maximum number of transmissions that can be carried
out in the CFP is 52, either with LPRT or iLPRT.

A brief analysis of the IEEE 802.15.4 GTS mechanism
shows that the limited options for the superframe duration
combined with the low granularity of the slots result in poor
bandwidth efficiency. The IEEE 802.15.4 standard provides
only 15 choices for the superframe duration, ranging in a
geometric progression from 15.36 ms to 251.658 s. The
closest options to the value defined in Table II (100 ms) are
61.44 ms and 122.88 ms. Using the latter value, the average
number of samples per superframe with 30 fps would be
3.69 and the average payload length (applying equation 7)
would be 34.21 bytes, so the data frame transmission time
would be 1.58 ms. Since each superframe is composed by
16 slots, each slot would have a period of 7.68 ms, which
means that 79.5% of the available slot space would be
wasted if the GTS mechanism was used.

The next three figures present the simulation results for
the delivery error rate (DER) as a function of the number of
sensor nodes (considering different channel error models
and parameter values). For each figure the following cases
were simulated:
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e LPRT without retransmissions;

e LPRT with one retransmission attempt;

e iLPRT without retransmissions;

e iLPRT with one retransmission attempt.

Simulation results presented in Figure 16 assume an
AWGN/BSC channel identical to the used in the theoretical
analysis presented on Section III-C. It is also considered that
the channel is symmetrical in terms of bit error rate, which
means that the BER used in the transmission of the beacon
by the base station is the same BER used in the transmission
of the data messages by the sensor nodes.

The simulation results for the LPRT protocol are
identical to the ones obtained with the theoretical analysis,
using equations 2 and 3, for the cases without
retransmissions and with one retransmission attempt,
respectively. The consistency of results between these two
analysis methods provides validation to the simulation
model of the LPRT protocol.

As shown by the figure, the DER with LPRT increases
with the number of the nodes due to the increase of the
beacon length. This is mainly due to the corresponding
increase in the RG list length, which takes two bytes per
allocated transmission (Figure 5). The beacon of iLPRT
does not carry the RG list and its length only increases by
one bit per node due to the ACK bitmap, so the DER with
iLPRT is practically independent of the number of nodes in
the network.

The DER with retransmissions is much better than the
DER without retransmissions, for both protocols, when
there is sufficient space available in the superframe for all
retransmissions. As the number of nodes approaches the
capacity of the network, the number of scheduled
retransmissions decreases, due to lack of space in the
superframe, increasing the DER. For example, the DER
with iLPRT starts to increase with more than 48 nodes. In
the limit, when the number of nodes reaches 52 and there is
no space for retransmissions anymore, the DER with the
retransmission mechanism for both protocols reaches the
corresponding value of the DER without retransmissions.

z T /
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=

0 5 10 15 20 25 30 35 40 45 50 55
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Figure 16. DER using the AWGN/BSC model with BER = 10,
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As the figure shows, iLPRT improves the DER with
respect to LPRT. The main reasons for this improvement are
the shorter beacons used by iLPRT, that are less sensitive to
channel errors, and the transmission of data by the nodes
during the NTP when the beacon is not received, which is
allowed with iLPRT but not with LPRT.

A second scenario that takes into account the occurrence
of burst errors was considered. The channel errors for this
scenario were modeled using the Gilbert-Elliot model [20].
According to this model, the channel alternates between a
good state with low bit error rate (BER,,,;) and a bad state,
with very high bit error rate (BER,,;), with mean dwelling
time Ty,,q for the good state and 7, for the bad state. The
choice of values for these parameters, presented in Table I1I,
is intended to model fast fading, which typically occurs on
timescales of milliseconds to tens of milliseconds [21] and
can also represent interference from other sources such as
IEEE 802.11 transmissions in the same band. The channel
errors for the different nodes were made independent, which
means that at any moment the channel for some nodes can
be in the bad state while for others it can be in the good
state. The channel state is the same regardless of the
direction of the transmission (from the node to the base
station or vice-versa).

TABLE III. PARAMETERS OF THE GILBERT-ELLIOT MODEL.

Parameter Value
BER.q (nodes to base station) 10
BERq (base station to nodes) 10%/10°
BERg00a 0

Thaa 10 ms
Teo0d 90 ms

Figure 17 presents the DER curves obtained using the
same value of BER,,, (10'2) in both directions. The average
BER, using the parameters of Table III is 107, which is
significantly higher than the constant BER used in the
previous scenario.

With this value of BER,,,, the probability that a beacon
or a data message is corrupted by errors when the channel is
in the bad state is near 100%, which means that almost all
successful transmissions occur only when the channel is in
the good state. Since in this scenario all beacons tend to be
corrupted when the channel is in the bad state, regardless of
their length, the DER using LPRT without retransmissions
shows little sensitivity to the number of nodes in the
network, unlike what occurs in the previous scenario (Figure
16).

Like in the previous scenario, iLPRT presents an
improvement in the DER with respect to LPRT; however,
the DER observed in the figure, for both protocols, is worse
with small rather than medium number of nodes in the
network. The explanation for this behavior relates to the
burst errors channel model and the way the transmissions
are allocated in the superframe. The scheduling of mini-slots
for transmission of data messages starts from the end of the
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superframe and goes towards to its beginning, as the number
of nodes increases, which means that the transmission of the
first node is closely followed by the beacon of the next
superframe. In a scenario with burst errors, the probability
that the bad state observed during the transmission of this
data message extends into the reception of the beacon is
high. When the beacon is corrupted, the node is unable to
make the retransmissions, since it does not have the
feedback about the delivery of the data message neither the
information about the allocation of mini-slots for
retransmission. Therefore, burst errors tend to reduce the
effectiveness of the retransmission mechanism for data
messages that are scheduled for transmission close to the
next beacon. As the number of nodes in the network
increases, the average distance between the data
transmissions and the following beacon also increases,
decreasing the probability that the reception of the beacon is
compromised by the bad state observed during the
transmission of the data message.

The behavior observed in Figure 17 provides an
explanation for the experimental results of DER with
retransmissions using LPRT that was presented in Figure 12
(in a scenario with a single sensor node and equal output
power in both directions). The experimental results are
worse than expected by the theoretical results provided by
equation 3, which consider a channel with constant BER,
while the simulation results obtained in Figure 17 are closer.
This suggests that, in similar circumstances, channel models
that take into account burst errors tend to be more realistic
than models that assume an AWGN/BSC channel.

18
.......................................... g
16 e
g ! £
S 1
g /
g 1 /
i
2 10
& ISSSEE = ==
Ea — e b E==E=: -
g~ i
2 N— /
4 SESES
: i
0 :
0 5 10 15 20 25 30 35 40 45 50 55

Number of Nodes

------- LPRT (Without Ret.) LPRT (With Ret.)

= - iLPRT (Without Ret.) iLPRT (With Ret.)

Figure 17. DER using the Gilbert-Elliot model with BER,,,= 102

The BER at the receiver depends, among other factors,
of the modulation used and the SNR (signal-to-noise ratio)
[22]. Since the SNR depends of the output power, a solution
to improve the robustness of these protocols consists in
increasing the output power of the base station transmitter.
This increase is not problematic in terms of energy
consumption since, unlike the sensor nodes, the base station
is not energy constrained.

Figure 18 presents the DER curves obtained in a
scenario similar to the previous one. The only difference is
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that the BER;,,; for the transmissions of the beacon from the
base station to the nodes is reduced to 10 , to account for an
increase in the base station output power, while the BER,4
for the transmissions from the node to the base station
maintains the value of 107. As Figure 18 shows, the
increment in the probability of reception of the beacon when
the channel is in the bad state has a overall positive effect on
the DER with retransmissions for both protocols, but
especially when the number of nodes is small, correcting the
problem detected in the previous scenario.

Since the BER,,,; for the beacon in this scenario is lower
than in the previous one, the probability of corruption of the
beacon becomes significantly dependent of the beacon
length again and, consequently, the DER using LPRT
without retransmissions shows a dependence on the number
of nodes in the network. On the other hand, the DER using
iLPRT without retransmissions in this scenario remains the
same when compared to the previous scenario, even though
the probability of corruption of the beacon is different, since
the transmission of data messages during the NTP with
iLPRT does not depend of the successful reception of the
beacon.
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Figure 18. DER using the Gilbert-Elliot model with BER,,= 107107,

Figure 19 shows the average current consumption (per
node) of the CC2430 circuitry with the retransmission
mechanism enabled, considering the current consumption of
26.7 mA (RX mode) and 26.9 mA (TX mode, 0 dBm) in the
active state and 0.5 pA (power mode 2) in the sleep state.
The consumption using LPRT increases significantly with
the number of nodes, mainly because of the increment in the
size of the beacon due to the RG fields (the consumption
starts to decrease with more than 45 nodes because the
nodes start to drop the retransmissions due to lack of space
in the superframe). The consumption of iLPRT increases
much less, because the increment on the size of the beacon
in this case is only due to ACK bitmap field. The increase in
the current consumption due to retransmissions is small,
being largely compensated by the benefit of reduction of the
DER.

The average current consumption of the CC2430 for the
operation of the iLPRT protocol with the retransmission
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mechanism enabled, considering a scenario of utilization
with 45 sensor nodes, is 0.6 mA. The ADC sampling time
for each sensor is 132 pus, which means that the total
sampling time for the six sensors in the posture sensor
module is 792 ps. With a sampling rate of 30 Hz, that
results in a duty-cycle for the ADC of 2.38%. Since the
consumption of the microcontroller during the ADC
operation is 12.3 mA, the average current consumption due
to the ADC using this duty-cycle is 0.29 mA.

Most of the consumption of the sensor node is due to the
posture sensors circuitry, which consume around 11.5 mA.
The total current consumption including the operation of the
iLPRT protocol and the ADC is therefore 12.39 mA.
Considering the use of a rechargeable Lithium-Ion battery
with capacity of 300 mAh, the lifetime of each posture
sensor module will be in the order of 24.2 h of continuous
operation. The lifetime of the nodes could be significantly
increased by switching off part of the posture sensors
circuitry between samples.
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Figure 19. Current consumption with BER .= 10%/107.

V. CONCLUSIONS AND FUTURE WORK

This paper describes the design and development of two
multi-user wireless BSN prototypes where the posture and
movements of multiple users can be monitored
simultaneously in real-time using a single base station. The
first prototype is implemented using MICAz motes and the
second one is based on the CC2430 integrated circuit.

The developed prototypes use the physical layer of the
IEEE 802.15.4 protocol, but replace the MAC layer with
LPRT/iLPRT. The main advantages of these protocols over
the IEEE 802.15.4 CSMA/CA protocol are the collision-free
operation and the immunity to the hidden node problem.
Advantages of LPRT/iILPRT over the GTS mechanism are:
support for more than seven nodes; higher granularity in the
allocation of transmission periods; piggybacking of the
ACK feedback in beacon frames and automatic scheduling
of collision-free retransmissions. These advantages tend to
increase the bandwidth efficiency. Another advantage of
iLPRT over the GTS mechanism is that the nodes can make
the normal data transmission in the superframe even if the
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beacon is not received, which tends to decrease the delivery
error rate.

Future work includes the porting of the base station code
of the second prototype from the CC2430 to the CC2530
[23] integrated circuit, which can supply more 4.5 dB of
output power than the CC2430, providing a simple
alternative to increase the probability of reception of the
beacon by the sensor nodes and, consequently, enhance the
performance of the system. After that, a set of laboratory
and field tests will be performed to evaluate the
performance of the system in different scenarios.
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Abstract—Besides aspects like accuracy and cost, a simple
setup process is essential for the adoption of location systems.
However, existing systems often require a time-consuming
calibration process to determine sensor node positions or orien-
tations. In this paper we present a software aided approach for
the calibration of an angulation-based indoor location system,
which only demands from the user to walk through the room.
The novelty of the presented approach is that a completely
passive sensor technology is applied whereas the calculations
are exclusively based on angular measurements. The node
localization is realized without any prior knowledge of sensor
positions, orientations or the location of the moving person.
Nevertheless, it can be shown that an accurate localization
of the sensor nodes is possible. The presented algorithm is
based on the Newton-Raphson method for solving non-linear
equation systems. In order to improve the calibration results, a
preselection of the calibration measurements is processed that
realizes the identification and non-consideration of unreliable
measurements. The accuracy of the approach, its convergence
probability and its runtime are evaluated by several simula-
tions. Furthermore, real-world tests, using a location system
that exploits the thermal radiation of humans for localization,
are carried out to verify the simulation results.

Keywords-Human Assisted, Calibration, Localization, In-
frared, Thermal, Thermopile, Tracking, Auto-Calibration

I. INTRODUCTION

The ability to locate people is an essential prerequisite to
enable location-based services. Therefore, in recent years,
several indoor location systems for the field of ubiquitous
computing have been developed [2]-[4]. Dependent on the
used technology like infrared [S], [6], radio [7]-[9] or
ultrasound [10], [11] these systems differ in aspects like
accuracy, scalability and cost, whereas especially the latter
have direct impact on the acceptance of such systems.

Indeed, the costs of a system do not only depend on the
required hardware but also on the installation effort, which
corresponds to the time for setting up a system. This time
is influenced by the number of sensors, which have to be
installed and the time, needed for system calibration, that is,

Holger Linde
Ambiplex GmbH & Co. KG
Idastr. 11
44388 Dortmund, Germany
Email: holger.linde @ambiplex.com

to determine the sensor nodes positions and where needed,
their orientation. The number of required nodes depends on
their field of view (FoV) and their range. For a cost-efficient
localization solution as few sensor nodes as possible should
be used.

The calibration effort, on the other hand, is strongly
related to the accuracy of the systems. For example, the
accuracy of proximity-based location systems such as Active
Badge [5] is often limited to room size. Here, the sensor
node position is not crucial and therefore, deployment efforts
are low.

Contrary to this, lateration-based systems require exact
knowledge about the node positions in order to enable
accurate localization. Hence, often a time-consuming manual
measurement process is required. When additionally apply-
ing angulation, besides the exact position also the orientation
of the sensor nodes has to be known. Due to this costly
calibration, many of the proposed location systems are not
practical and therefore suffer from the lack of acceptance.

Automated node localization can help to reduce the effort
of calibration significantly. Instead of measuring the sensor
coordinates manually, pairwise node distances or other geo-
metrical relations are ascertained by the sensor nodes them-
selves. From these measurements the sensor coordinates are
subsequently calculated. To enable automated calibration,
nodes must be able to detect each other. For instance, in
a radio location system, they must be equipped with both
receivers and transmitters.

In the past, especially in the field of wireless sensor
networks, an essential contribution to autonomous node lo-
calization was made. However, these approaches are mostly
intended for sensor networks that consist of many nodes
and cover a huge area. Indoor location systems on the other
hand are often limited to one or a few rooms. Consequently,
the requirements for node localization are quite different
indoors. In particular, a high position accuracy of the sensor
nodes is demanded. This fact implicates that automated
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calibration is infeasible in certain approaches. E. g. radio
location systems estimating distances based on received
signal strength (RSS) measurements usually yield a location
error of far above one meter. Due to this low accuracy,
calibration must be performed manually.

If a passive positioning technology is used, which implies
that the sensor nodes are only equipped with receiving
elements, distance measurements between sensor nodes are
not feasible at all. A promising approach to overcome this
problem is mobile assisted calibration [12]. Following this
approach, a mobile source moving through the room is used
to enable the required measurements. However, in that case,
not the pairwise geometrical relations between the nodes
are measured but those between the mobile source and the
nodes.

In this paper, a mobile assisted calibration approach for an
angulation-based location system is presented. This system
exploits the thermal radiation of humans for localization. It
is entirely passive, which means that the sensor nodes are
equipped with infrared sensors only. Hence, an assisted node
localization is required, in which a human acts as mobile
source himself. Thus, we speak of human-assisted calibra-
tion. Furthermore, as infrared radiation does not penetrate
walls, the location system is limited to one room and the
number of required sensors is small.

For calibrating the system, the node positions and the node
orientations have to be determined. The novelty of the pre-
sented approach is that a completely passive sensor technol-
ogy is applied whereas the calculations are exclusively based
on angular measurements. The node localization is realized
without any prior knowledge of sensor positions, orientations
or the location of the moving person. Nevertheless, it can
be shown that an accurate localization of the sensor nodes
is possible.

The aim of the proposed approach is to significantly
reduce the calibration effort of the system by automating
the process of node localization. Without automation the
calibration is very costly, especially the determination of
the sensor orientation. The described approach, however,
enables the user to calibrate the system by walking through
the room.

The remainder of the paper is structured as follows. In
Sect. II related work is discussed. In Section III the ideas
and the algorithm to realize human-assisted calibration are
described. The process of calibration and some essential
software requirements are presented in Sect. IV. In Sect. V
experimental and simulation results are discussed. Finally,
in Sect. VI a conclusion is drawn and an outlook on future
work is given.

II. RELATED WORK

As already stated, in recent years, several indoor location
systems have been developed. However, the aspects of
calibrating such systems have rarely been addressed.
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General approaches were discussed for large-scale sensor
networks. Mostly, they are based on distance measurements
between sensor nodes. Unknown node positions are cal-
culated via trilateration based on known node positions
and the measured distances between these nodes and the
unknown ones. Anchor-based algorithms start with a few
known sensor positions to calculate all unknown ones with
respect to a global coordinate system. In contrast to that,
anchor-free algorithms try to determine the network structure
without initial anchor nodes. Thus, the calculated system
geometry is ambiguous, therefore translation, rotation and
flipping is still possible. Both types of algorithms suffer
the problem that for spare distribution of nodes no unique
structure can be determined. The calculations themselves can
either be done incrementally or concurrently. In the prior
case, the algorithm starts with a set of three or four nodes
to calculate unknown node positions and obtains a new
node position in every iteration step. In the latter case, all
node positions are concurrently optimized. The advantage of
this approach is that the propagation of measurement errors
and the probability of being stuck in a local minimum is
lower. Finally, centralized (computation on a workstation)
and decentralized (by the nodes) approaches have to be
distinguished.

Motivated by the Smart Dust project, Doherty et al.
[13] developed a centralized, anchor-based approach. It
derives unknown node positions from proximity and angular
constraints between beacons, given by their connectivity. A
global solution is found by a linear-programming algorithm
working on a network representation of a set of convex
position constraints.

A distributed, anchor-based approach (APS) was de-
scribed by Niculescu and Nath [14] that applies RSSI
(Received Signal Strength Indication) and trilateration. For
node localization they discuss different methods. In their DV-
hop method the number of hops between anchor nodes are
measured to calculate an average hop distance. Afterwards,
the node positions are calculated by trilateration exploiting
the hop and distance information. The resulting accuracy
is limited to 45 % of the radio range. In contrast to that,
the DV-distance method estimates the distances between
nodes by RSSI measurements and reduces the error by
50 %. An additional paper by both authors [15] deals with a
similar approach but instead of trilateration triangulation is
used to determine the network structure. The resulting non-
linear problem is reduced to a linear one, again based on
trilateration.

A mobile-assisted, anchor-free node localization approach
was proposed by Sichitiu and Ramadurai [16]. They used a
PDA equipped with GPS and WLAN to measure the distance
to different nodes at several positions based on RSSI and
applied a method using Baysian inference for information
processing, afterwards. Experimental results revealed a node
localization error of less than 3 m.

2010, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

83



Article part of a special issue on Wireless Sensor Networks

Another anchor-free approach, using mobile robots for
node localization was presented by Pathirana et al. [17]
By applying RSSI measurements and a Robust Extended
Kalman Filter-based state estimator for node localization,
they were able to realize an accuracy of approximately
1 m, which demands the availability of precise odometry
information of a robot.

A general survey of different approaches for indoor lo-
cation systems was given by Scott and Hazas [18]. Using
the Active Bat system, they examined three different data
gathering methods: Placing several nodes on a mobile frame,
whereas the relative locations are known, placing several
nodes on the floor and gathering measurements data while a
human moves around. For the calculation of node positions
non-linear regression was applied. Experiments showed that
the frame-based approach in combination with non-linear
regression provides the highest accuracy with a mean error
of 3cm. In contrast to that, the human-assisted method
exhibits a mean accuracy of 19 cm.

A distributed, anchor-based indoor localization approach
using collaborative multilateration was described by Sav-
vides et al. [19]. They showed that the use of ultrasound in
combination with ToA (Time of Arrival) and trilateration is
a sufficient candidate for fine-grained localization. Starting
with several anchor-nodes, the unknown node positions are
calculated with an over-constrained set of equations. Exper-
iments showed that node position errors of less than 20 cm
with a sufficient number of nodes are possible. However, due
to the incremental calculation process, error propagation has
to be considered.

A mobile-assisted, anchor-free approach without know-
ledge about the position of the mobile unit was proposed
by Priyantha et al. [12]. The authors used the well known
Cricket system and a mobile robot equipped with a cricket
node for their evaluation. By utilizing the robot, they were
able to overcome the problems of line-of-sight obstruction
and ambiguity due to sparse node deployment. In order to
gather appropriate distance samples to solve the localization
problem certain movement constraints were developed. Ex-
perimental results showed that the median pairwise distance
error is less than 1.5 % of the distance between the nodes.

III. THEORY OF CALIBRATION

Before describing the developed calibration algorithm in
detail, first of all, the used location system and the resulting
requirements are outlined.

A. PFassive Infrared Localization

Passive infrared location systems exploit the thermal
radiation emitted by humans to determine their position.
As sensing elements so called thermopiles are used, which
consist of a series connection of thermocouples. If several
of those thermopiles are combined to a line or array sensor,
whereas every pixel exhibit a slightly different field of view,
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it is possible to measure the angle under which an object
is seen. As illustrated in Fig. 1, the basic principle for
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Figure 1. Principle of AoA estimation

determining this angle of arrival (AoA) is to choose that
one, which corresponds to the line-of-sight of the pixel with
the highest outcome.

The location system described by Kemper et al. [4] con-
sists of special thermopile modules developed by Ambiplex
[20]. These modules are capable of detecting heat sources
within an angular range of 48° and 90°, respectively. In the
second case two line sensors with a field of view of 48° are
attached to the module (double sensors). At a typical room
temperature of 22 °C, the angle between the sensor and a
heat source — typically a human being — can be detected
up to a distance of 10m with a angular accuracy of 42°.
For environment temperatures up to 26° the overall system
accuracy stays nearly constant, with a mean position error
of 15cm. Higher temperatures than 26° lead to a rapidly
increasing position error, because the received radiation is
almost indistinguishable from the natural senor noise.

In order to calculate the AOA, a more elaborate algorithm
is used that yields a higher resolution by exploiting the fact
that the radiating source is typically seen by more than one
pixel. Besides the angle of arrival it also calculates a quality
measure for the AoA, denoted the Score.

In order to set up a location system, several of these
modules have to be deployed in a room, e. g. in the corners
at chest height. For a room of up to 7 x 7m, four double
sensors with a field of view (FoV) of 90° are sufficient as
illustrated in Fig. 2.

B. The node localization problem

After describing the used location system, subsequently
we take a closer look on the resulting localization problem:

The one-dimensional angle of arrival provided by the
sensors results in a two-dimensional localization problem. A
human-assisted node localization is required, as the sensor
nodes do not emit signals that can be exploited for mu-
tual detection. In addition, this type of system requires a
centralized approach as the sensors’ computational power
is extremely limited. Moreover, after installing the sensor
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Figure 2. Typical sensor placement

nodes neither their position nor their orientation is known.
Consequently, a concurrent, centralized and anchor-free ap-
proach seems to be the best choice to realize the calibration.
The drawbacks of a centralized approach like the required
computational power are negligible since the calibration has
to be processed only once. Additionally, in comparison to
most of the approaches described in Sect. II, the number
of required nodes is small, as thermal radiation does not
penetrate walls and the calibration has to be done room by
room.

C. Human-Assisted Node Localization

As comfort was the main objective for the development
of an automated calibration procedure, the contribution de-
manded from the user to calibrate the system was supposed
to be as small as possible. Therefore, the idea of calibrating
a system by walking through the room was considered to
be the easiest and most practicable way. The developed
algorithm to realize this kind of calibration is described
subsequently.

Fundamental Geometrical Relations: Before explain-
ing the used algorithm, first of all, the fundamental geometri-
cal relations of the localization problem have to be described.
Figure 3 illustrates these relations and the denotation of
variables. Sensors are denoted .S;, where 0 < ¢ < N and N
is the number of sensors. Their positions and orientations
with respect to the x-axis are given by (zs,lys,) and
Og,, respectively. During calibration, the system notifies the
user to remain still at a M arbitrary positions P;, with
0 < j < M. These positions are referred to as source
locations. Their coordinates are (xp, |yp, ). Finally, the angle
under which source location P; is “seen” by sensor S; is
denoted g, p,. The geometrical relation between S; and P;
can be expressed using the tangent:

Yyp; — Ys,
l‘pj — s,

tan(fs, + s, p;) = €))
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Figure 3. Geometric relations and denotation

After applying some mathematical transformations and the
substitution of tan(yg,p,) by t;;, a non-linear equation for
the calibration algorithm is obtained. This equation exhibits
five unknowns zp,, yp;, Ts,;, ys, and Og,

0 = —tijzs, +ys, + (xp; +yptiy) -tanbs,  (2)

—xg, tan s, — tijys, tanbs, +xpti; — yp,

Solvability: If the equations for every sensor-source
location combination is set up, a non-linear system with a
maximum number of equations K = N x M is obtained.
However, in practice, the overall number of equations is
lower since, dependent on the sensor setup, not all positions
are in the field of view (FoV) of any sensor. Furthermore,
for non-linear systems of equations (NLSE) no general
prediction of solvability is possible. Nevertheless, for our
further considerations, we assume that a solution exists, if
the number of independent equations is equal or greater than
the number of unknowns. The latter is given by

NR, =3N +2M, 3)

since every sensor module exhibits three and every source
location two unknowns.

To be a bit more problem specific, for every sensor at
least three measurements at different positions are neces-
sary (three unknowns per sensor), whereas at every source
location the measured object has to be seen by more than
two sensors as the source locations are unknown. Table I
shows the difference between the number of variables and
the unknowns when all positions are in the FoV of every
sensor. Unfortunately, this cannot be fulfilled in general.
However, the table clarifies that only measurements seen
by more than two sensors have a contribution in the reduc-
tion of unknowns. Hence, if only these measurements are
considered and at least nine valid measurements for every
sensor exist, it should be possible to find a solution. In most
cases fewer measurement positions are required if at least
one of them is in the FoV of more than three sensors. In
practice, the number of unknowns is reduced by four since
the position and orientation of one sensor should be set as
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N (Sensors)
1 2 3 4 5

417 6 1 4 3
E|5|8 6 -4 2 0
Z2/6/ 9 6 3 0 3
£|7]-10 6 2 2 6
S [8|-11 6 -1 4 9

9]-12 -6 0 6 12

Table I
DIFFERENCE BETWEEN NUMBER OF EQUATION AND VARIABLES

reference as well as the distance between this sensor and
another one to obtain an unambiguous solution.

If using double sensors instead of single ones as done
in the experiments later on, the number of unknowns per
module increases to four. Consequently, the number of
required source location rises, too.

The Calibration Algorithm: Due to its complexity the
resulting NLSE cannot be solved analytically but numeri-
cally. The Newton-Raphson method is one of the most effi-
cient approximation procedures for differentiable mappings
[21] and can also be applied to multi-dimensional equation
systems. The basic idea of this method is to find the root
of an equation system of the form f (Z) = 0 by an iterative
approximation. Starting with an initial guess, the function is
approximated by its derivative at this position. In a second
step the root of this derivative is calculated. If the initial
guess is near the real solution, the current approximation
will typically be better than the former one.

For every step the following LSE has to be solved to
obtain the current iteration step AZ:

J(T:) - AT = —f(T5), )

where J(Z;) is the Jacobian matrix and contains the partial

derivatives of f(Z;). Consequently, AZ can be calculated
applying the inverse of J(&;)

AT =—J(@) " f(&) ®)

so that finally the assumption for the next iteration can be
calculated as
Tip1 = 2; + AL (©6)

In every step the error e of the current approximation is
given by the Euclidean norm

e = |7l

| ™)
of f(i;) at the current position #;. Moreover, e can be
used as a fitness function. The iteration process can be
stopped once the difference of e between two iteration
steps falls under a certain limit. However, dependent on
the initial guess it may happen that only a local minimum
is found or the approximation does not converge at all. In
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this case, another calculation with a different initial guess
has to be started. It is obvious that the initial values of
the iteration process are crucial for the convergence of
the Newton-Raphson method. However, due to the high-
dimensional solution space, finding an adequate initial guess
is very complex. Therefore, in the current implementation,
we decided to generate it randomly.

Enhancements due to Practical Requirements:: In prac-
tice, measurements are not ideal due to sensor noise and
systematic errors. Thus, averaging is applied to reduce the
impact of noise during calibration, which means that several
measurements are carried out while a human is standing still
at one position. Averaging over these measurements finally
results in a less noisy value.

The impact of faulty measurements, on the other hand, can
be reduced by over-determination and calculation of a best
fit solution (least squares). That is, the NLSE is composed
of more than the required number of equations, for which
reason additional measurements and hence additional source
locations are required.

In case of having an over-determined NLSE, instead of
the inverse of J(Z) the pseudo-inverse

Jtr =ttt (8)

has to be applied. Since with every new equation the com-
plexity of the problem is increased, an optimal grade of over-
determination has to be found. To check this, we did some
evaluations. The results are presented in Sect. V. It should be
noted that the complexity of the approach is O(n?) for every
iteration step, where n denotes the number of equations.
The computation is dominated by the LU-decomposition
for matrix inversion. However, since the calibration has to
be processed only once and off-line, the runtime of the
algorithm is not crucial as long as it is significantly faster
than the manual calibration.

D. Preselection of Measurements

Due to the limited range of the used sensors and the
applied algorithm that exploits that the radiation of a human
is typically received by more than one pixel, the accuracy
of the measured angle decreases with increasing distance
between object and sensor.

Additionally, an erroneous AoA is calculated if a human
is only partially covered by the FoV of a sensor. This is
caused by the fact that the AoA is typically assumed to be
in the middle of the covered part. Consequently, this error
increases with decreasing distance between radiation source
and sensor. Table II illustrates this error for a human located
at the edge of the FoV of one sensor (24°) and different
distances. It can be seen, that at a distance of 0.5m the
measurement error is almost 13°, which is very problematic
for calibration, as high errors may lead to bad calibration
results or to a non-solveable NLSE, either.
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Distance | 3m 2m Im 0,5m
AoA 24°  229° 18.8° 1l1.1°
Table 1T

ERROR DUE TO PARTIAL COVERAGE

In order to avoid the negative impact of measurements
that are erroneous due to the described reasons their non-
consideration is convenient. For the identification of these
measurements some kind of quality measure is required. For
this purpose the already mentioned score can be used. It is
calculated along with the AoA and decreases with increasing
distance between sensor and source. However, evaluations
have shown that this score is very noisy and highly non-
linear with respect to distance as Fig. 4 illustrates.

1750

1500

1250

1000

Score

750

500

250

1.0 15 2.0 25 3.0 3.5 4.0

Distance [m1]

Figure 4. Score values with respect to distance and measured angle

Furthermore, it depends on the object size, its temperature
and the AoA itself. Thus it is not very reliable and there-
fore only used as a threshold criterion. That means that a
measurement is valid if its score is within a certain interval
and rejected if not. In case of the later described real-world
tests the limits were determined empirically and set to

50 < Scoreyaria < 1500. )

IV. PROCESS OF CALIBRATION

In addition to an adequate algorithm to locate the sensors,
certain requirements must be met in order to enable a
comfortable and successful calibration.

A. Software Requirements

As described in Sect. III-C, due to sensor noise, it is
necessary that the user, who calibrates the system, stands
still at a random position. The position must be chosen
in a way that enough information is gathered to calibrate
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all sensors. Hence, a convenient calibration software has to
guide the user with respect to the following aspects. The
system should inform the user,

e when to move and when to stand still.

o when enough information is gathered.

In order to meet these requirements, we developed a cal-
ibration software that realizes this signalling by sound.
After starting the calibration process and entering the room,
the software notifies by a deep beep that the user should
stop moving. After a short period of time a high beep
indicates that this measurement is finished and that the
user should continue moving around until another deep
beep instructs him to stop. This procedure is repeated until
enough information is gathered, which is reported by a high
double beep. To realize this kind of calibration two further
conditions must be fulfilled. The software must be able to
detect, whether the user is standing still or moving, and
whether he has moved far enough.

The detection of movement is realized by considering the
changes in the measured AoAs. If all of them fall steadily
under a certain threshold, it is likely that the user has stopped
moving. On the other hand, the decision whether the user has
moved far enough to process a new measurement is based
on the AoAs. That is, if the change in at least one of the
measured AoAs is steadily greater than a certain threshold,
e. g. 2°, a new measurement can be processed.

Concurrently, the former described preselection process
takes place. So measurements with a score outside the
limits are directly rejected. If furthermore less than two
measurements remain for one source location, it is rejected
completely.

B. Convergence and Local Minima

After gathering the measurement information, the sensor
poses have to be calculated. However, as already described,
two problems may occur: First, due to the initial guess only
a local minimum might be found and second, the calculation
could not converge at all. The latter case can easily be
detected by the software itself, which stops the iteration after
a while, if no convergence is noticeable. The calculation is
then restarted with another initial guess.

Due to measurement errors and the use of an over-
determined NLSE the calculated solution is not a root
anymore but a best fit of the NLSE. Consequently, an
indicator is required to identify whether the found solution is
only a local or a global minimum. We realized this indication
by a plausibility check, as illustrated in Algorithm 1. This
check is based on the assumption that a reasonable solution
is found when the average of the difference between the
measured AoAs and the ones computed with the calculated
poses and measurement positions falls under a certain limit.
In other words, the solution fits the measured angles. This
average is computed separately for every sensor over all
measurements. A sensor pose is considered valid if the
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Algorithm 1 Plausibility Check

Require: anglemeas[1..N,1..M],
threshold
for i =1 to N do
avg; = 0;
forallk =1toM do
if anglemeaslt, k] is valid then
avgi+ = |anglemeast, k] — anglecaic[i, k|
p=p+1
end if
k=k+1
end for
avg; =
if avg;, > threshold then
return false
end if
i1+ 1
end for
return true

anglecaic[1..N,1..M] and

avg;

Sy S4

49m

S4

| 6,2 m |

Figure 5. Testbed

computed average is smaller than a given threshold. The
overall solution is accepted if all sensor poses are valid.

V. EXPERIMENTAL RESULTS & SIMULATION

In order to test the developed algorithm, several simula-
tions were conducted. Furthermore, our approach was tested
in a real-world scenario.

A. Experimental Results

In order to make some real-world tests, we set up a loca-
tion system consisting of four double-sensor modules placed
at chest height in the corners of a room of 6.2 x 4.9 m?, as
Fig. 5 depicts.

Since every source location is in the FoV of every
double-sensor six different location measurements would
have been sufficient (four variables per sensor pair; cf.
Sect. III-C). However, due to measurement noise and in
order to evaluate the effect of an over-determined calibration,
measurements with 15, 18 and 21 different source locations
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were carried out, each with five passes. Table III illustrates
the absolute mean position errors (MPE) in centimeter and
the absolute mean orientation errors (MOE) in degree of the
different passes. These errors are calculated with respect to

15 locations 18 locations 21 locations

MPF MOF | MPF MOF | MPF MOF
1 24,7 4,0 34,2 2,8 28,6 2,3
2 37,8 3,3 53,6 5,0 28,7 2,9
3 453 5,2 31,2 3,5 36,1 2,4
4 46,6 6,3 21,7 2,3 46,4 3,6
5 81,2 8,9 45,6 4,5 24,6 2,8
G| 471 55 | 373 36 | 329 28

Table III

CALIBRATION RESULTS WITH 15, 18 AND 21 SOURCE LOCATIONS

the real sensor poses, which were determined by manual
measurements. However, it has to be noted that also these
measurements are not exact, with regards to orientation.
Consequently, the calibration errors are only given relatively
with respect to this measurement. Although these calibra-
tions only draw samples, it becomes obvious that due to
the limited accuracy of the sensors more than the minimum
number of source locations is necessary to obtain a sufficient
calibration result. Furthermore, it is shown that redundant
source locations improve the mean accuracy, whereas the
improvements above 21 source locations are little.

The actual benefit of the automated calibration are the
tremendous time savings. In comparison to the manual
calibration that required two people and lasted nearly two
hours, the automated calibration could be carried out by one
person in less than five minutes with 21 different source
locations.

Finally, it should be noted that the calibration errors
mainly depends on the accuracy of the used sensors and not
on the proposed approach itself, as the simulation results
show.

B. Simulation Results

As based on the real-world tests no general statement
about the convergence, the accuracy and the behaviour under
the influence of different noise levels can be given. We
carried out several simulations, the results of which are
presented in the following. For the simulations we applied
the same setup as before. All simulations were done for
15, 18 and 21 different source locations, each with 1000
runs. The standard deviation of the measurement noise was
adjusted in steps of 0.5° from 0.0° to 2.0°. According to
former experiments, the AoA noise was modelled white and
Gaussian. The source locations were generated randomly.

To evaluate the accuracy, only runs with a successful
plausibility check were taken into account. In order to
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Figure 6.

guarantee high convergence probability for these simulations
(in contrast to the following ones), the initial guess was not
randomly chosen but set to the exact sensor poses and source
locations, whereas the latter were chosen non-deterministic.
The resulting position and orientation errors are illustrated
by the solid lines in Fig. 6(a) and 6(b). They confirm that an
increased number of source locations improves the accuracy.
Furthermore, the dependence between measurement noise
and the mean position and orientation errors is shown to
be almost proportional. As already mentioned, it is also
clarified that the calibration accuracy only depends on the
measurement error. If there is none, the calibration is exact.
At this point, it should be clear that the position errors scale
with room size whereas angular errors do not. This can be
confirmed by comparing the results given in this paper with
the formerly published one [1].

On the other hand, the results represented in dashed lines
follow from simulations testing the convergence probability
that will be described later on. The interesting aspect with
respect to the former described simulations are the lower er-
rors. The reason is easily explained: In the second simulation
series random start values were used, which led to a lower
overall convergence probability, especially for calibrations
with more erroneous measurements. In conclusion, fewer
bad results influence the mean values, which leads to lower
mean errors.

As already mentioned, in the simulations used to de-
termine the convergence probability, the initial guess was
chosen randomly. The according outcomes are shown in Fig.
7. Dependent on the measurement noise the convergence
probability lies between 0.38 and 0.21 for only one run per
measurement set, whereas higher noise worsens the results
as well as a higher number of source locations improves
them. On the contrary, by increasing the number of tries per
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set up to ten, the probability rises to values between 0.92
and 0.67.

Finally, Fig. 8 illustrates the average number of runs
for successful calibrations with a maximum of ten and the
corresponding averaged computing time on a dual core PC
with 3GHz. It can be seen that typically three runs are
required for a successful calibration, which takes between
2.5 and 6.6 seconds dependent on the number of source
locations.

So finally it can be stated that the simulations confirm the
measurement results. When comparing these results with the
real world experiments, it can be assumed that the overall
measurement errors lie between 1.5° and 2°, which equals
the accuracy of the sensors. Additionally, it has to be noted
that the convergence probability of the real measurements
for 18 and 21 source locations is approximately 0.5 and
thus lower than in the simulations. However, that may be
founded due to the fact that the sensor model assumed in
the simulations was quite simple as e. g. measurement errors
due to partially seen objects were not considered.

VI. CONCLUSION

In this paper we presented a software-aided calibration ap-
proach for a triangulation-based indoor location system. This
approach only requires that the user walks through the room
and stops at random locations during calibration. Thereby,
the localization of the nodes can be realized without any
prior knowledge of sensor positions and orientations and
the location of the moving person. Due to the limited com-
putational power of the sensor nodes a centralized approach
was chosen whereas the calibration problem is described
by a non-linear system of equations. In order to solve this
system, an enhanced Newton-Raphson method is applied,
whereas unreliable measurements are identified and rejected
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based on a certain quality measure during a preselection
process before the calculation is started. Real-world tests
and simulations show that the algorithm works fine under
the influence of noise and that an increased number of
source locations improves the node localization accuracy.
Furthermore, it could be illustrated that by the developed
algorithm and software a calibration can typically be carried
out in less than five minutes, whereas this time is dominated
by the measurements. In comparison to a calibration based
on manual measurement, which takes almost two hours, a
significant improvement could be realized.

Future work will concentrate on improving the calibration
results by developing movement strategies. Furthermore,
strategies to improve the selection of the initial guess,
like genetic algorithms, are examined. Additionally, the
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calibration software could be enhanced in a way that prior
information, such as individual sensor positions can be
manually fed into the algorithm in order to achieve better
results.
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Abstract — Great Barrier Reef Australia (GBR) is affected by
cold water intrusions originating in the Coral Sea and
upwelled on the reef. Therefore biological interest in GBR
upwelling has been driven by the view that upwelled waters
rich in nutrients boost plankton production and overall
productivity of the GBR system. Upwelling can be a high
frequency short-duration event and therefore it may be
challenging to quantify synchrony between physical and
biological change impacting thereef. We deployed a Wireless
Sensor Network (WSN) for in situ monitoring of upwelling.
Temperatureisagood proxy for upwelling however 3D dense
spatial data required to correctly describe upwelling and
their impact on plankton abundance. The array of underwater
sensor swas deployed at various depths on the coral reef in
Nelly Bay, Magnetic Idand, GBR. Thetemperaturedataare
communicated in real time via the ad hoc network using RF
signal to the on-shore base station. This per mits usto collect
the plankton datain real time synchronized to the
temperature changes. To explorethe utility of WSN we also
deployed datalogger sto collect temper atur e data from the
same location. Thispaper outlinesthe methods of the WSN
deployment for ecological research. It also describes
preliminary results. Our preliminary findings did not produce
sufficient evidence for upwelling however we did find that the
water temperature can vary by asmuch as1 °C even on a
small spatial scale dueto stratification of the water column.
Stratification can influence depth-related abundance of
plankton and the supply of food to reef associated or ganisms
however we could not confirm thiswith statistical confidence
dueto thelimited plankton data collected while water
stratification was observed. The use of robust real time WSN
totrigger plankton collection at the events of upwelling or
stratification would have assisted with thisinvestigation.

Keywords — oceanography; plankton; wireless sensor network;
stratification; tidal upwelling; temperature; coral reef

I.  INTRODUCTION

Understanding the relationships between physical and
biological oceanography is a challenging task due to the
very dynamic nature of the oceans. This calls for the
deployment of new methods and technology in
oceanographic studies that allows the detection and
communication of changes in real time. It was proposed to
deploy a Wireless Sensor Network (WSN) to quantify the

Stuart Kininmonth
Australian Institute of Marine Science,
AIMS
Townsville, QLD4810, Australia
e-mail: s.kininmonth@aims.gov.au

synchrony between physical and biological changes
impacting the reef due to oceanic upwelling [1].

Coral reefs have incredible diversity and density of
organisms and could not survive without input of additional
nutrients from outside the reef [2]. Upwelling has the
potential to facilitate such input and also has a great
influence on the supply of planktonic food to reefs [2, 3].
Upwelling can be a high frequency short-duration event
and therefore it may be challenging to quantify synchrony
between physical and biological change impacting the reef.
The objective of our study was to determine the influence
that physical oceanography has on distribution of plankton
in a coral reef environment.

In Great Barrier Reef (GBR), Australia, cold water
intrusions come from the Coral Sea bringing nutrients into
GBR waters [4]. Biological interest in GBR upwelling has
been driven by the view that upwelled waters are rich in
nutrients and contribute significantly to the overall
productivity of the GBR system [4]. Moreover, Furnas and
Mitchell [4] found strong correlation between temperature
and concentrations of phosphate, nitrate and silicate in
upwelled regions of GBR. The ocean fluctuations in
nutrients result in variations in the growth of marine
organisms such as phytoplankton [5-7]. Understanding the
plankton abundance and composition is essential to
understanding of the GBR food chain.

Plankton is considered to be one of the most important
organisms on Earth since it is a primary food producer for
most aquatic life. Based on the trophic level, plankton
could be divided into three broad groups: phytoplankton
(producer), zooplankton (consumer) and bacterioplankton
(recycler) [8]. Understanding the phytoplankton
productivity in the world ocean has recently become a
major concern because of its role in CO2 recycling and
therefore the effect on global climate change [9]. In
addition to making a significant contribution in removing
carbon dioxide from the atmosphere, phytoplankton creates
the foundation of the ocean food chain.

The phytoplankton generally increases in biomass at the
junction where frontally convergent circulation has either
supplied limiting nutrients or resulted in the aggregation of
plankton particles [7]. Thomson and Wolanski [10]
established that strong tidal currents can pump nutrient-rich
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water from below the mixing layer through the reef
passages onto the shelf. Such inputs of inorganic nutrients
are responsible for the large fluctuations in phytoplankton
biomass and overall primary production [5]. Phytoplankton
blooms, defined as rapid growth in population, take place
when upwelled waters bring nitrate, phosphate and silicate
nutrients into euphotic zones [5]. Plankton species can
move up and down the water column [11], thus plankton
abundance should be estimated with respect to depth and
appropriate 3D sampling design is important.

The upwelling can be caused by various dynamic
processes in the ocean including wind, topography and tidal
movements. Large scale coastal upwellings are generally
driven by wind force. This type of upwelling occurs when
alongshore winds generate Erkman transport causing the
surface waters to move offshore and be replaced by deeper
nutrient-rich water that upwells close to shore [12]. High
frequency coastal upwelling can also be associated with
tidal jets, internal tides, internal waves and internal tidal
bores [13]. The temporal and spatial variability in
upwelling near coral reefs may contribute to temperature
variability, the balance between locally and remotely
derived nutrients, and the overall dynamics of coral reef
system [14].

The GBR upwelling allows the cross-shelf intrusions of
Coral Sea water through the reef matrix [15]. Andrews [16]
used temperature to trace cross-shelf transport which in
open stratified water  produces a marked bottom-
temperature signal. The temperature was found to mark the
upwelling intrusions adequately [16]. Furnas and Mitchell
[4] found that nitrate, phosphate and silicate concentrations
are strongly correlated with water temperatures.

We hypothesized that changes of sea water temperature
impact the abundance of plankton and propose to set up
real time monitoring of the effect of high frequency
temperature changes on plankton abundance. We also
hypothesize that daily tides have similar effect on plankton
abundance as previously documented upwelling but with
smaller magnitude.

High frequency upwelling can be created by tidal
movements. Tidal currents interacting with complex reef
topographies are common in coastal environments [17].
Tidal jets, tidal waves and tidal bores have predominantly
cross-shore direction [18]. In coral reef environments they
facilitate water exchange between the near-shore shelf, the
outer shelf, the slope and the open ocean. Pineda [19]
found that internal tidal bores produce upwelling by
transporting subsurface water onshore and facilitating the
transport of larvae. It was recorded that such upwelling
was caused by tidal bores and had an effect on surface
temperature that lasted days [19]. Along with the water
exchange, cross-shore circulations promote exchange of
nutrients, pollutants and biological material [18, 20]. The
intensity of tidal upwelling and the distance they can travel
shoreward is hard to predict because it is influenced by
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bathymetry, tidal amplitude and the passage shape thus it is
unique for each area. There are very few comparable data
available on shallow water upwelling close to the shore. In
this study we wanted to verify if tidal upwelling in the
GBR penetrates as far as 80 km shoreward and thus deliver
nutrients to inshore coastal reefs.

Stratification of the water column can also create
variation in biomass distribution of plankton  [21].
Stratification refers to layers of different physical
properties. A density barrier between the layers reduces
mixing of the water. However density differences can also
promote dynamic processes in the ocean. For example,
even small horizontal density differences caused by
differences in surface heating can create strong currents.
Water density is a function of water temperature and
salinity. Density increases with an increase in salinity and a
decrease in temperature. Therefore waters of high
temperature and low salinity generally stay at, or near, the
surface and the waters of low temperature and high salinity
are generally located at depth. The salinity barrier is called
the halocline and the temperature barrier is called the
thermocline. The thermocline and halocline can have a
strong influence on the distribution and dispersal of
plankton species [21, 22]. Stratification can last for hours,
days and in some cases, when the water is calm, it can last
for months. Stratification can be destroyed by dynamic
processes promoting water mixing such as tides, storms,
hurricanes, upwelling, strong winds and currents.

To be able to trace the effect of high frequency
temperature changes due to daily tides, stratification events
and upwelling with sufficient tolerance we propose to
monitor on a relatively small spatial scale compared to
previous studies. Thus the aim of this study was to
understand the effect of high frequency changes in the sea
water temperature due to tidal fluctuations, upwelling and
water stratification on plankton distribution and abundance
at Nelly Bay, Magnetic Island, Australia.

We deployed a Wireless Sensor Network (WSN) for in
situ monitoring of temperature on 3D scale to be able to
collect high quality spatial data required to fully understand
the impact of temperature on the distribution and
composition of plankton species. Data loggers have been
deployed by Australian Institute of Marine Science (AIMS)
for in-situ monitoring of sea temperature along various
reefs of GBR. Data loggers instantaneously record sea
temperatures every 30 minutes and are downloaded every 6
to 12 months, depending on the site. The data loggers store
the information which can be downloaded at the end of
each experiment, generally every few months, thus
immediate collection of plankton samples in the event of
high temperature variation was not possible. We therefore
deployed WSN to allow biological data collection
(plankton) at the same time as physical change
(temperature) was detected.
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Utilization of WSN technology is quite appropriate
when dealing with very dynamic organisms such as
plankton. One of the main challenges faced in plankton
field studies is the fact that plankton communities are very
dynamic and under favorable conditions the cells can
divide quite rapidly [23]. Large short-term fluctuations in
phytoplankton biomass as well as transport of matter and
energy through plankton community [23] calls for a special
sampling technique where sampling can be performed
shortly after the potentially favorable conditions have been
detected. We deployed WSN to collect 3D temperature data
and communicate information about changes in the water
column in real time.

II. METHODS

A. Sensor Array

The array of sensors was deployed on a 3D spatial scale
with horizontal coordinates spaced out along the reef crest
and reef flat and at various depths. Sensor network is a
term used to describe the latest trend in electronic
monitoring where each sensor contains a small computer
able to manage and collect environmental data and transmit
in real time [24]. Ambient Systems is a supplier of wireless
mesh networking solutions that consist of chips embedded
with the Ambient's networking software and radio
transceiver technology [25]. In this study we used Ambient
Systems smart temperature sensor solution based on 1-Wire
devices DSI18B20 from Dallas Semiconductor. The
DS18B20 communicates over a 1-Wire bus that by
definition requires only one data line (and ground) for
communication with a central microprocessor. Each
DS18B20 has a unique 64-bit serial code, which allows
multiple DS18B20s to function on the same 1-Wire bus;
thus, it is possible to use one microprocessor to control
many DS18B20s. The resolution of the temperature sensor
is user-configurable to 9, 10, 11, or 12 bits, corresponding
to increments of 0.5°C, 0.25°C, 0.125°C, and 0.0625°C,
respectively. In this study the sensors programmed to the
maximum resolution of +/-0.0625 °C.

Multiple DS18B20 sensors were connected on 1-Wire
to a processing unit called Unode supplied by Ambient
Systems and positioned inside the surface buoy (Fig. 1).
The Unode has integrated RF networking capabilities to
communicate with other Unodes and the base station thus
allowing us to create a sensor network with real time data
transmission capabilities. Each string of temperature
sensors was connected to a Unode and positioned
underwater inside of an hydraulic cable at various depths (2
meters apart) (Fig. 2). We initially deployed a network
consisting of 8 moorings with one Unode each, however
due to technical problems the network was downsized to 4
moorings (Fig.3).

In a sensor network, each node is able to manage the
collection of environmental data. This management
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includes interacting with other sensors to determine the
data collection rates and electronic system status. The
environmental data are then packaged up using standard
networking protocols to broadcast into the network. This
means that if the node is unable to directly contact the
target base station the data can be rerouted to the target via
other sensors (ad hoc network establishment). This is very
important in choppy sea conditions. There is no hierarchy
between the nodes and they can be spaced out randomly to
form multi-hop mesh as long as the distances are within the
signal reach. The sensors communicate a unique
identification number and thus the data can be tagged with
three dimensional attributes (x, y and depth). The
transmitting frequency band of 900 MHz was selected as
the most suitable compromise between baud rate, humid
environment and commercial availability of transmitters
[1]. Due to corrosion of underwater cables the temperature
data from WSN was only received for 16 hours on 21% and
22™ of September thus limited our analysis.

B. Dataloggers

To ground-truth the data we planned to receive from
WSN we also used TG3100 temperature dataloggers
(Gemini Data loggers UK Ltd), that were calibrated to
measure temperature with £ 0.2 °C accuracy. These
dataloggers are manufactured in water proof packages thus
we could place them on the outside of hydraulic cables
containing DS18B20 sensors. We employed TG3100
temperature dataloggers to record temperature data over
time at two depth levels and different spatial position on
reef profile. We placed dataloggers on four moorings out of
total eight moorings used by WSN. The inner moorings
were positioned on reef flat and the outer moorings on the
outer edge of reef slope. Dataloggers were attached to
mooring lines at two depth levels, 1m from the sea surface
and 1m from the sea floor (Fig. 2). The loggers at two
depth levels were expected to detect the presence of
stratification or upwelling. In total, eight dataloggers were
synchronized and programmed to record temperature every
10 minutes for the period from 05/09/2007 until 25/09/07.

C. Sudysite

The data on temperature and plankton were collected at
Nelly Bay (146 51° 9” E 19 9* 52”S), Magnetic Island,
Australia. Magnetic Island is situated about 7 km off
Townsville; it is bordered by a number of sheltered bays
with fringing reefs. Magnetic Island is classified as inner-
shelf Island and is situated 7 km offshore. Nelly Bay's
1800m-wide sand and rubble intertidal reef crest and slope
area was used for data collection (Fig. 3). The temperature
collecting nodes were spaced out along Nelly Bay reef crest
and reef flat at various depths.
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Figure 1(a): The electronic module called Unode supplied by
Ambient Systems [25]. The Unode incorporates radio transmitter,
receiver and a memory card.

Water surface

Datalogger TG3100
at 1m from water surface‘ "~ Sensor DS18B20 at 0.15m

, "'Sensor DS18B20 at 2.15m
Lowest tidal level | e A
" Sensor DS18B20 at 4.15m

|| Sensor DS18B20 at 6.15m

| Sensor DS18B20 at 8.15m

| Sensor DS18B20 at 10.15m

| Sensor DS18B20 at 12.15m

Datalogger TG3100 |
at 1m from Sea floor=

Sea floor 34 kg train wheel

Figure 2 (a): Diagram of the sensor mooring with seven DS18B20
digital thermistors and two data loggers TG3100.

Figure 1(b): Photograph of the surface buoy with Unode
placed inside the plastic canister with external antennae. The
black arrow points Unode position inside the surface buoy.

Figure 2 (b): Underwater photograph of the inner mooring
with temperature sensors inside the hydraulic cable. Visible in
this photograph is the sub-surface float and the wagon wheel
anchor. The cable connecting sub-surface float to the surface
buoy is floating loose to allow tidal variations.
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Inner Outer

Figure 3: a) Magnetic Island and Nelly Bay b) Study site at Nelly Bay, Magnetic Island, Australia. The sensor network consisted of two transects
with two moorings each. Each moorings had seven temperature sensors deployed on vertical scale 2 meters apart (Fig. 2). The inner moorings of
each transect were placed on the reef flat at 1.5 meters depth (lowest astrological tide) and the outer moorings were placed on the outer edge of
the reef slope at 6 meters depth; c) schematic representation of transects with inner and outer moorings in respect to reef bathymetry on vertical

scale, dotted line indicates depth strata (shallow and deep).

D. Temperature stratification and upwelling

We expected to detect both water stratification
and upwelling during observation period. The
intrusion of cool water to coastal areas often varies
with lunar tides [13]. It was predicted therefore that
stratification and upwelling would be greatest during
spring tides. To separate these events from the
temperature offset caused by calibration and
resolution of DS18B20 sensors and TG3100
dataloggers a threshold had to be established. When
comparing data from 2 dataloggers (shallow and
deep) the maximum error rate would be 0.4 °C net
based on the accuracy of TG3100. This level of error
would be very unusual. A criterion of 0.5°C net

vertical gradient from the surface temperature was
recommended as a threshold to distinguish weakly
stratified regions from unstratified [26]. We therefore
adopted this criterion (0.5°C as maximum difference
between shallow and deep temperatures, AT) for the
water column to be considered mixed. Thus
stratification or upwelling would be detected if
AT=0.5 °C.

We expected to be able to detect upwelling as
cold water intrusions moving vertically up and
horizontally towards the shore and finally reaching
the surface. It was predicted that the outer mooring
sensors would detect temperature drops first and then
cold water intrusions would reach inner moorings but
with some time delays.
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We initially intended to spatially analyze the
stratification and upwelling events based on the
temperature data from 8 mooring stations. However
due to technical problems the data were downloaded
from 4 stations only thus limiting our capacity to do
spatial analysis with statistical confidence.

E. Plankton data collection

To measure the influence of water temperature on
plankton abundance, depth stratified plankton
samples were collected next to each temperature
station. We expected that depth related patterns
would be greatest at spring tides and therefore
plankton samples were collected on a high tide
during spring tides using Niskin bottles. Niskin
bottles are in common use for small size plankton
sampling; they are cylinders that can remove
columns of water of known diameter and depth [27].
The Niskin bottle method was preferred for this study
over collection with plankton net because it
minimizes trauma and enhances the survival of
phytoplankton taxa that are easily damaged or killed
when they come into contact with the mesh of
plankton net [28]. This method also allowed us to
take samples precisely next to each temperature
station which would not be possible with long tows
of plankton nets. In this study we used 5-litre Niskin
bottles. The water samples were collected next to
each temperature station at two depth levels that
correspond with the depth of temperature loggers (1
meter from the sea surface and Im from the sea
floor). We collected plankton samples at the time of
high tide during spring tides (high tide of > 3.4
meters). In total we collected 40 samples over 5 days
from 6™ to 11™ of September 2007.

The water bottle adequately  sampled
mesoplankton (0.2 - 2 mm) and microplankton (20-
200 um). A 50 um mesh sieve was used to
concentrate 5-litre field samples into 250 ml jars. All
samples were concentrated and preserved in 3%
formalin within three hours from collection to avoid
predation or decomposition.

F.  Laboratory techniques

In the laboratory facilities samples were further
filtered using 50 pm mesh sieve to a 20 ml
concentrate out of which 1ml subsamples were taken.
We used a modified 10 ml calibrated pipette with
wide mouth (5mm) to provide wider entrance for the
small organisms [28]. The 20 ml concentrate was
stirred prior to taking a subsample. Manual mixing
was not sufficient to mix up and break up colonial
phytoplankton.  Phytoplankton  species  which
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aggregated in colonies or chains were excluded from
counts due to higher effect of patchiness on
subsample variance. Thus only unicellular unchained
species were counted and analyzed. We used
Sedgewick grid which contains 1ml of subsample
volume for plankton counting.

III. RESULTS

A. Temperature variations and
oceanography

physical

The water column was generally homogeneous in
September 2007 however a vertical stratification was
found on some occasions at both transects (Fig. 4).
The average difference between shallow and deep
dataloggers was 0.1 °C which indicated that the entire
study area was a mixed layer. Stratification events
occurred during spring and neap tides and were most
obvious at the outer sites (Fig. 4). In contrast, the
waters were well mixed at the inner sites.  The
maximum temperature difference between surface
and near the substratum loggers was 1.2 °C (1pm on
6" of September, Fig. 4b). A 1 °C difference on 17"
of September ranked second and occurred around
4pm (Fig. 4b). The first stratification event lasted for
2 hours (12pm-2pm) and the second event on 17" of
September lasted for 8 hours (11am-7pm) calculation
based on critical criterion of AT>0.5 °C.

The first stratification event occurred during
spring tides (maximum amplitude of 2.7 meters) and
the second event occurred during extreme neap tides
(amplitude of 0.8 meters, Fig. 4). Tide amplitude
therefore was not the main factor driving temperature
stratification as originally predicted. This was
confirmed by regression analysis that showed no
relationship between the tide amplitude and
stratification level represented as the difference
between temperatures of shallow and deep layers of
the water column (r> = 0.0035; ANOVA F=0.267;
df=1,78; ns).

The data also showed that extreme spring tides
(amplitude of around 3 meters) did not promote
mixing of the water column more or less than tides of
lower amplitude. Greatest stratification did not occur
at any particular phase of the tide. On some
occasions stratification was greatest at low tide and
others at high tide but only during neap tides (Fig. 4).
Peak periods of stratification were during tides of
low amplitude and near low water at other times (Fig.
4).
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Figure 5: Temperature data collected by the data loggers (TG3100) and real time sensors (DS18B20) at the outer mooring station of
transect 2 on 21% and 22™ of September 2007. The data loggers and real time sensors were fixed on the same mooring line at two depth
levels: shallow (within 1 meter from the surface) and deep (1 meter from the sea floor).

No upwelling was detected during the observation
period. Despite thermal stratification the cold water did
not persist at the surface. The daily temperature drops
of 0.8 °C on average did not always correlate with
phase of the tide (Fig. 4). Moreover, high temperature
variations between daily maximum and minimum
occurred during spring tides (maximum difference of
1.3 °C, Fig. 4) and during neap tides (maximum
difference of 1.1 °C, Fig. 4). Tidal amplitudes did not
correlate to daily temperature variations (12 = 0.0049;
df=1, 20; ns). Thus bigger tides did not produce
greater differences between daily temperature
maximum (peaks) and daily temperature minimum
(drops).

B. Real timesensor array

The utility of a real time sensor array based on
WSN technology was tested and ground- truthed with
dataloggers. We compared the temperature data
measured by dataloggers and real time sensors on the
same spatial and temporal scale (Fig. 5). Both datasets
showed the same trends, however there was a
temperature offset between real time sensors and
dataloggers of approximately 0.5 °C (Fig. 5). This was
due to the accuracy of temperature data received from
DS18B20 sensors.

C. Plankton abundance

The relationships between plankton abundance and
depth varied daily for most taxa. When differences
were found it was generally at day one of the plankton
collection (6™ of Sept) when the water column was

stratified by 1.2 °C difference between shallow and
deep loggers. Differences in abundance between
depths were found at day one for nauplius larvae,
diatom Coscinodiscus spp. and the dinoflagellate
Ceratium spp. Abundance of nauplius was high in
shallow waters during day one and changes in rank
abundance among days resulted in a significant
interaction between day and depth. Abundance of
copepods varied among days with highest numbers of
copepods collected at the last two days of collection
period. Although there was a trend for difference of
copepod abundance between depths on day two and
five this was not detected by ANOVA. Main effects
and interactions were not detected for other taxa
probably due to high residual variants.

IV. DISCUSSION
A.  Temperature stratification

Although we did not find sufficient evidence for
upwelling this study confirmed initial prediction that
the water temperature can vary significantly even on a
very small spatial scale; thus adequate spatial
resolution is required when collecting temperature data
to analyse oceanographic events on coral reefs.

This study challenges the existing view that the
inner shelf waters of the GBR Lagoon are generally
unstratified [16, 29-31]. Wolanski et al. [30]
measured the temperature across the GBR Lagoon
offshore from Townsville and found that there were no
vertical temperature gradients for inshore waters and
some were found offshore during calm weather
conditions. Wolanski et. al’s [30] measurements were
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taken weekly from Jan 1979 to Jan 1980 over a large
spatial scale. Similar observations were documented
by Orr [32] in September-October 1933 in the GBR
Lagoon close to Low Isles (station at 16.35°S, 145.6°E)
in 32 meters of water where they found less than 0.1°C
gradient between surface and deep waters. Similar to
Wolanski et al. (1981) Orr recorded temperature on a
weekly basis [32]. Our study was different to previous
studies of the GBR Lagoon both spatially and
temporally. Stratification events that we found in Nelly
Bay were short duration events lasting less than one
day. For most of the observation period the waters in
Nelly Bay were well mixed (less than 0.1°C vertical
gradient) and thus if the temperature was recorded
weekly the stratification events most probably would
not be reflected in the collected temperature data. The
important implication of this study is that sea surface
temperature (SST) data alone may not be reflecting the
full complexity of oceanographic processes within
lagoon.

B. Influence of dsratification on
distribution

plankton

Thermal stratification of the water column
influenced the distribution of some planktonic taxa.
Stratification often affects the distribution of
phytoplankton [33]. In this study there were strong
trends for nauplius larvae, Coscinodiscus spp. and
Ceratium spp. to be more abundant in shallow waters
when the water column was stratified. Vertical
differences in abundance were most obvious in
nauplius larvae and Coscinodiscus spp, both of which
were more abundant in shallow waters during
stratification.

C. Utilization of real time WSN for oceanographic
studies

The ability to explore the relationship between
stratification and distribution of plankton is often
hampered by a lack of real time data. We demonstrated
that utilization of WSN can provide real time
communication  of  temperature data  about
oceanographic events and consequently biological
sampling can be planned to address specific
hypotheses. For example, timely information about
stratification events would facilitate exploration of the
biological effect that physical oceanography has on
plankton. Unfortunately due to technical problems
with WSN we did not receive real time data about the
second stratification event on 17" of September and
thus plankton samples were not collected during this
event. This limited our ability to do comparative
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analysis of plankton abundance during thermal
stratification but at the same time highlighted the
advantages that WSN technology can offer for
plankton studies.

WSN offers several advantages over historical
monitoring techniques by streamlining the data
collection process, potentially minimizing human
errors and time delays, reducing overall cost of data
collection, and significantly increasing the quantity and
quality of data both temporally and spatially [34].
Wireless sensor networks allow fine grained interface
between the virtual and physical worlds and thus
represent the future for environmental monitoring [35].
Future studies would be able to utilize wireless sensor
network to trigger plankton collection once the water
temperature anomalies were detected. The design of
the system has to be more robust to be able to survive
in the aggressive sea water environment [36] and
temperature sensors would have to be calibrated to
industry standards prior to deployment.

V. CONCLUSION

This study demonstrated that short term
stratification can occur in shallow tropical waters and
influence the distribution of plankton. This challenges
the traditional view that waters of the GBR Lagoon are
always well mixed and that surface values of
temperature and salinity are representative of the
whole water column. Stratification was caused by
cooling in shallow water at night. Greatest warming in
shallow water happened during low tides and at low
tide amplitude phases of the lunar cycle. The ability to
observe changes in phytoplankton production at the
time or shortly after physical changes in the water
column is crucial to furthering understanding of the
trophic dynamics of marine ecosystems. The current
study highlights the utility of real time WSN as a
means of achieving this goal.
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communications have evolved. The use of wireless

Abstract— It is evident that wireless sensor networking has a
secure place in the future of communication systems. The
potential and promise of such networks cannot be
underestimated. A major advantage is the wide array of
configurations and working environments that allow a wealth
of applications. In the last few years, research on marine
wireless sensor networks has been growing steadily.
Nonetheless, there is an immediate need for further
investigation into basic and applied research. In this paper,
major challenges and applications are discussed. A perspective
on target tracking in marine wireless sensor networks is
thoroughly presented. In addition, the basic concept for
underwater tracking algorithmsis presented. From inhabitant
monitoring to homeland security, the underwater environment
is a major user of target tracking. The military field has
greatly benefited from terrestrial wireless sensor networks. We
strongly believe that the case with marine wireless sensor
networks is no different. This paper discusses how underwater
target tracking may enhance digital battlefields of the future.
We also present a two-layer broadband wireless infrastructure
for marinelterrestrial sensor networks with military and
homeland security applications. The development of such
infrastructure enhances the survivability of ad hoc networks,
widens the domain of applicability, and emphasizes the role of
marinewireless sensor networksin future battlefields.

Keywords-marine wireless sensor networks, underwater
communication; target tracking; digital battlefields

l. INTRODUCTION

Modern communication systems have been enjoying
the unique capabilities of the wireless technology for the last
few decades. Wireless systems have introduced new
possibilities and opened the door for novel technologies that
made wireless communications a first choice to a wide
range of applicationsin avariety of domains. The versatility
and flexibility of the wireless technology have enabled the
design of revolutionary systems including satellite, cellular,
and ad hoc networks through the years.

The communications discipline has substantially
progressed over the last century. From the early telegraphs
and telephony, to mobile systems, and to recent optical
wireless systems, the field has witnessed numerous
advances on al levels.  Nonetheless, wireless
communications represent a major factor in the way

transmission added new dimensions to the human
perception of communications especially with the evolution
of cdlular and satellite systems. Cellular systems are
infrastructure based networks divided into a group of
contagious cells. Every cell is serviced by an access point
(i.e. base station) that controls data traffic. Idedly, a cell is
circular with a radius egqual to the transmission range of a
centered base station. However, hexagonal cells make the
actual case. The ability to communicate on the move has
enabled tremendous applications and fuelled related
research especialy within the areas of network protocols
and data multiplexing. Satellite systems with their line of
sight communications have triggered extensive research
leading to novel transceiver designs. The application of
satellite systems affects our daily life whether it isa TV
broadcast, weather forecast, or a Global Positioning System
(GPS) satellite. The impact of wireless systems on all
aspects of our modern lifeis clear.

Among the many flavors of wireless systems, ad hoc
and sensor networks represent a remarkable and unique kind
of wireless communications. An ad hoc network is a
multihop wireless system; an autonomous system that is
composed of wireless nodes communicating in a peer to
peer fashion where every node serves as a host and router at
the same time [2][3]. A node may be mobile or stationary.
Nodes exchange information packets that usually travel in a
store and forward manner. A wireless sensor network is a
collection of tiny sensor devices with wireless capabilities.
A sensor device includes sensing, processing,
communication, and battery modules. A sensor node can
locally process data and communicate with other nodes to
form a network of tiny sensors. The placement of such
nodes usually follow a random approach, which eases the
setup process and facilitates the deployment of sensor
networks in temporary locations such as disaster relief areas.
Nevertheless, this complicates the design process of sensor
networks algorithms and protocols, which have to be self-
organized.

Degpite the fact that wireless sensor networks have a
wide range of applications that have ensured a secure place
in the future for this technology, research and development
of underwater wireless sensor networks have been minimal
[4]. Basic and applied research on the development of this
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unique kind of wireless sensor networks is greatly needed. In
this paper, we present mgor chalenges and applications
focusing on the role of marine wireless sensor networks in
future digital battlefields. The rest of this paper is organized
as follows. In Section IlI, major research challenges are
presented. In Section |11, a discussion on target tracking in
marine wireless sensor networks is presented. Sections 1V
and V emphasize the use of these networks in military
applications. The paper is concluded in Section V1.

1. MARINE WIRELESS SENSOR NETWORKS

The current protocols and design specifications of
terrestrial wireless sensor networks cannot accommodate the
requirements of the marine environment [5]. This makes the
deployment of current wireless sensor networks in a marine
environment challenging [6]. New techniques and
algorithms are needed to achieve this goal. The following
presents major design issues that need immediate attention.

A. Typesof Sensors

Sensor nodes are the building components of wireless
sensor networks. A sensor node is a tiny device that has the
ability to sense, process, and communicate data. These
nodes are usualy deployed in harsh environments such as
battlefields and disaster relief areas. Therefore, the
manufacturing of sensor nodes handles this problem by
providing reliable sensors that can stand unfriendly
conditions. Nonetheless, most of these sensors cannot
survive marine environments. Water can have severe impact
on the operation of sensors. The effect of water on sensor
devices and the different characteristics of waterproof
sensors need to be closely studied. In addition, we believe
that the marine environment opens the door for the
introduction of new capabilities of the sensor devices.

Many applications of marine sensor networks will
require sensors to monitor the underwater conditions. This
necessitates the need for sensor nodes that can either reside
under the water surface permanently or temporarily.
Accordingly, new features of sensor devices will be
introduced, which may lead to a redesign of existing sensor
nodes. A typical marine sensor network will be composed of
floating and diving sensor nodes. The former will be nodes
that can float on the water surface and collect relevant data
such as surface temperature, wave frequency...etc. On the
other hand, diving sensors are those nodes residing under
the surface of the water collecting data like pressure, depth,
visual imaging...etc. It is imperative to understand the
different factors that affect the operation of such nodes.
Each type has its own and unique characteristics that should
be reflected on the design of these sensors. A careful study
on these factors should be conducted and a comparative
analysis of the different characteristics should be carried
out.
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B. Network Architecture

Ad hoc networks can be classified according to the
existence of an infrastructure support. In fact, ad hoc
networks do not necessarily require an infrastructure, which
leads to two maor classes; infrastructureless and
infrastructured ad hoc networks. Infrastructureless ad hoc
networks are pure decentralized systems where all
participating nodes equally share network management
responsibilities. This organization has been known for its
simplicity and has dominated the design of ad hoc networks.
Y ¢, its performance has never been to the expectations due
to the inefficiency of such decentralized systems
[71[8][9][10]. This triggered the development of more
efficient infrastructured organizations, centralizing some
functionalities of the network, has been inspired by the
classic base station cellular scheme. The hierarchical
clusterhead model has proved to be the best practica
solution for infrastructured ad hoc networks. The network is
virtually divided into clusters managed by designated nodes
called clusterheads. Despite the fact that many clustering
techniques have been proposed for the clusterhead based
scheme, the selection of clusterheads has been mostly based
on a single quality measure. This severdly limits the
efficiency of the selection process and can degrade the
network performance. For example, consider a connectivity
based selection that assigns the node with the highest
connectivity degree to be the clusterhead. In this case, a
highly connected node with low energy level can be selected
as a clusterhead. Such a node, with the extra load a
clusterhead is exposed to, may become out of energy in a
short period of time triggering a new selection round, which
increases the overhead and affects the stability of the
network. We believe that clusterhead selection should not be
based on only one measure but rather a set of quality
measures. Moreover, the selection criterion should be
scalable in order to accommodate new measures and/or
disable existing measures. The effect of the clustering
techniques on the network performance is commonly
evaluated in terms of network stability and fairness (i.e. load
balance). Network stability is adversely proportional to the
number of clusterhead replacement; the less the number of
selected clusterheads is, the more stable the network is. On
the other hand, an idealy fair clustering technique
uniformly distributes the management load over the network
nodes. The more the number of nodes involved in the
management of the network is, the fairer the technique is.
Clearly, there is a tradeoff between network stability and
fairness. One of the two merits is sacrificed on the account
of the other in many cases for the sake of simpler designs.
This can significantly deteriorate the network performance.
Therefore, the clustering technique should be able to strike a
tradeoff between stability and fairness in order to achieve
better overall performance. We believe that clustering
techniques should be adaptable and can be easily configured
to seek specific network merits. To illustrate, the same
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technique can be configured for maximum stability,
maximum fairness, or optimized overall performance.

C. Network Protocols

The impact of the marine environment on the operation
of sensor networks cannot be underestimated. Basic
communication protocols and techniques will need to be
redesigned to reflect the new requirements of such an
environment [11][12]. For example, existing routing
algorithms cannot serve marine sensor networks in their
current format [13][14]. A distinction between the floating
part of the network and its diving counterpart will be
essential for a proper operation of the network. Therefore,
the algorithm should reflect the associated cost with every
communication link by providing a relative weighing factor
distinguishing all-surface, surface-underwater, and all-
underwater links' costs.

It may be necessary for a wireless sensor network to
update its topology to alleviate the effect of recent changes
to the environment that degrade or even halt the operation of
the system. In such cases, the network seeks the best
possible topology that can furnish an optimized performance
given the current conditions. A best possible topology for
conventional sensor networks may not be the same for a
marine sensor network due to the heterogeneity of
communication links and the impact of water on signal
transmission. This raises the need for new algorithms that
can handle the topology reconfigurability in the water. The
network efficiency highly depends on the performance of
clusterheads. A clusterhead failure might result in a cluster
failure triggering the isolation of its nodes. Accordingly,
clusterheads must be qualified enough and adequately
selected to claim such responsibility. Ideally, the outcome of
the selection process should improve the performance of the
cluster as well as the whole network. Currently available
selection algorithms need to be revisited to reflect the
changes in the environment and the characteristics of the
sensor devices. The selection of a diving sensor as a
clusterhead may not be appropriate in a network dominated
by floating nodes.

A vita aspect of sensor networks is the energy
consumption due to the size and working lifetime of sensing
nodes. Therefore, low-energy protocols are essential for the
operation of marine sensor networks. New internetworking
schemes are also needed to alow better communication
between sensor networks and other non sensor networks. In
addition, error control protocols for mobile sensor networks
are highly appreciated. Dedicated coding schemes to
improve communication quality between nodes are needed.

Another major issue is network security. The rapid
growth rate of communication networks and the open nature
of nowadays information resources have turned network
security into a mandatory requirement for communication
systems. Military, business, and persona information are
major types of data exchange across networks. Such
information is mostly intended to designated recipients.
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Vulnerability of such networks imposes a maor design
challenge for secure data transmission. With this concern in
mind, security is on the top of design priorities in current
networks especialy wireless sensor networks. Several
security measures are required including authorization and
authentication. Relevant research has shown that secure
protocols for the recently developed communication
technologies, especialy those involving mobility, are easily
recognizable. Routing algorithms with security guarantee
are needed. Related research focuses on the different types
of attacks to help measure the vulnerability of a network. In
this context, detection of anomaly in communication
behaviors can help prevent possible attacks. More attention
to this issue should be given. All of these areas are widely
open for research especiadly for the unique marine
environment. Further discussion can be found in [15]. In
this paper, we focus on target tracking algorithms due to the
wide range of applications that may benefit from such
capabilities.

IIl. A PERSPECTIVE ON TARGET TRACKING USING
MARINE WIRELESS SENSOR NETWORKS

Target tracking is a skill currently used by individualsin
occupations such as wildlife management to locate and track
various animals, and military organization to detect and
track the enemy on a battlefield. For example, in wildlife
management, there are many cases where a specific animal
needs to be located or tracked for various studies.
Depending on the environment it may be very difficult for
any person or group to deploy in order to locate a specific
animal and gather required information. This is especialy
true if the animal’s habit is not well suited for humans. For
example, if marine biologists are trying to track and record
what specific species of fish eat in a certain area of the
ocean, it might be more prudent to deploy relatively low
cost sensor nodes to record data in the area of interest
instead of deploying a team of scientists to collect the same
data. Deploying sensor nodes can be less dangerous and
more cost effective than having a group of people live on a
boat in the middle of the ocean for some indeterminate
amount of time. This also holds true for other inhospitable
environments such as a desert or tropica jungle. Military
applications of WSN for target tracking may be more
apparent. On the battlefield there are numerous scenarios
where sensor nodes would be preferred over human
deployment. For instance, if some military leader needs to
know when or if the enemy is transiting some specific area
of interest then it is much safer to deploy a network of
sensors instead of sending ateam of soldiers.

Issues to be considered with mobile target tracking
include types of nodes, node distribution, initial target
detection, target localization, target classification, and
sustained target tracking. Node type discusses basic types
of sensor nodes and how they can be configured. Node
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distribution covers how nodes are to be distributed given
specific target characteristics. Target detection discusses
how the network detects a target. Localization deals with the
transition from target detection to sustained target tracking.
Classification and sustained tracking cover how the network
classifies the target and tracks its movement.

One of the first items to consider prior to determining the
type of sensor node to use is the target’s characteristics.
Knowing the characteristics is essential to identify what
target traits can be exploited. In order to better illustrate this
point, consider an example of a marine biologist who needs
to locate a specific species of whale off the coast of Alaska.
The biologist wants to locate as many of the whales as
possible so it can tag and track them for further study. The
biologist knows the general area where the whale lives but
the area covers hundreds of sguare miles and he does not
have the manpower to effectively cover the territory. The
biologist wishes to utilize sensor networks that will be
deployed in strategic areas and notify him when a whale is
located.

There must be some classifying trait that emanates from
the whale such as sound. If the biologist heard this particular
noise he could immediately identify the sound as a
characteristic of the target whale and classify the target as
the whale of interest. We can now use this identifying
characteristic to choose or configure a specific sensor. In
this example, the sensor must be able to detect sound in a
particular frequency range with the use of a hydrophone.
Sensors can be configured to sense one or many frequencies
in the spectrum and they are not limited to sound.

Sensors can be categorized as passive or active. Passive
sensors are more suitable for target tracking since they do
not disrupt the environment in which they are placed and
they do not aert the target to anything unnatural. These
passive sensors can be a) omnidirectional which simply
detects a signal within a particular range from any three
dimensional directions, or b) directional which means they
can provide a relative bearing to the signal of interest.
Active sensors do not rely on the target to emit light, sound,
or electromagnetic energy. Instead the active sensor
transmits some form of energy and detects any alteration of
that energy caused by the target. For example, an
underwater sensor can produce sound and sense any echo
that bounces off an object in the water. The advantage of
using this type of sensors over a passive sensor is the higher
probability of accurate tracking data. In some cases, this
active signal will illuminate the target more than the targets
natural emissions. However, the disadvantage is the target
will be alerted to the tracking devices and it may alter its
course away from the sensor field. Also, the energy needed
to produce an active signal will deplete the battery life much
faster than that of a passive sensor.

Sensors can detect many different phenomena and it is
paramount the right sensor is used when trying to locate a
target. Using the correct type of sensor is the foundation for
the rest of the network. The sensor must be able to detect the
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exploitable characteristics of the target or the entire system
may fail.

Prior to searching, the sensor’s storage device will have
to be preloaded with the relevant target information. In
order for the sensor to detect the target, each sensor will
have to discern between the target of interest and any other
frequency it may detect. When a node is first deployed one
of the first tasks the node must execute is an ambient noise
reading. Ambient noise is background noise which is always
present and the sensor will use this reading as a baseline for
al other signals received. Having the ability to compare a
received signal with ambient levels and prerecorded target
data is an important feature. The end user is only interested
in target information and he/she is not concerned with all
received signals. Therefore, we do not want every sensor
node to pass everything it detects to the base station or end
user. This will expend much of the network’s power by
transmitting data that could be of no use. If each node can
determine if the frequency received matches that of the
desired target then each node will only pass relevant data.
This will alow for efficient message passing which helps
maximize quality of service and increase energy efficiency.

The sensor node distribution is important because
sensors must be placed in such a manner that the network
will have the highest probability of target detection. One
factor to consider when designing a distribution pattern is
the detection range of the sensor. This will require some
prior research of the target to determine a source level for
each detectable characteristic. If the user wishes to exploit a
specific frequency then he will need to know the average
distance from the source that the frequency will be
detectable. For example, if the sensor uses a hydrophone to
detect a target then the source of the sound must be close
enough to the sensor for the sensor to detect the sound.
Using our whale scenario, an average range of the emanated
sound from the whale must be predetermined in order to
know how far apart we want to place our sensors. For
example, if we want to use the song of the whale as a target
identifier. We will assume the biologist has done some
research and knows the average distance from which a
whale's song can be heard is 5 kilometers direct path.
Therefore, for a high probability of detection the sensor
must be within 5 kilometers of the whale to detect the song.
This means the distance between any two nodes should be
no greater than 10 kilometers to ensure no holes exist inside
the network. Nodes can be positioned closer together to
increase probability of detection but then area covered will
be reduced. Conversely, the nodes can be positioned farther
apart to cover more area but then probability of detection
will decrease. Node placement all depends on probability of
detection and the desired area coverage.

Once the detection range is resolved it must be compared
to the effective communication range between sensor nodes.
If the sensor nodes are too far apart to communicate then
spacing will have to shrink. A cost analysis will have to
determine the best course of action. One solution would be
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Figure 1. An Example of a Network Distribution Pattern; 2x10 and 5x5 patterns

to use sensor nodes with larger batteries and powerful
transmitters but this raises the price of each node. If the
nodes are placed closer together then the target may be
alerted and it may alter its natural course or speed of
advance. This is a case where an Autonomous Underwater
Vehicle (AUV) [16] would be a good option to cover the
voids within the network grid.

After the node spacing is decided, it is necessary to
determine the overal physica shape of the distributed
sensor node network. This shape, of course, depends on the
target. If the target is going to transit from some point ‘A’
direct to another point ‘B’ then an elongated pattern
configured perpendicular to the line from ‘A’ to ‘B’ would
be favored; shown in Figure 1.a. A good example would be
a 2 by 10 pattern with 10 kilometer spacing between nodes
and the center node positioned on the expected route of
travel. A top down view of the nodes would look like a 100
kilometer long pattern. Thiswill provide a good probability
of detecting our transiting whale. If we determine that our
target is not transiting and is, instead, feeding or mating in a
certain area then our pattern will have to adapt. The shape of
the distribution pattern should match the search area while
maintaining our predetermine node spacing as shown in
Figure 1.b. A typical example would be n nodes laid out in
a~n by Vn pattern.

Since the sensor nodes are placed in specific locations
relative to each other it is easier to manage the topology of
the network. Topology control is an important issue that
determines which nodes are alowed to, or able to,
communicate with surrounding nodes. When there is a
predetermined plan where each node will be placed then it is
easier to control and maintain the topology. Depending on
the network structure and the nodes task designation the
node will become self aware of its relative position when
the node is alive. If we are using a flat network structure
were al nodes play the same role then each node will find

its location in the network by finding its neighbors and the
topology control protocol will establish links. If it is a
hierarchical network structure then, after each node
discovers it relative position within the network, the
topology protocol will establish master nodes or
clusterheads. These superior nodes are either chosen
through some election protocol or they are preselected
because they possess some characteristics the surrounding
nodes do not. The nodes will self organize in their
respective clusters and communicate with the
clusterhead/master node. Homogeneous nodes may
aternate roles between slave and master status depending
on the network protocol [17].

When the search areais large, the nodes will most likely
be deployed from a moving airplane, boat, or truck so node
placement is estimated and not exact. This differs from
random node distribution where nodes are deployed in some
arbitrary pattern leading to unpredictable node density. This
type of deployment is faster but the topology control is more
difficult to establish and maintain. The nodes will still form
a predetermined flat or hierarchical network but the initia
establishment of communication links will take more
processing power. When nodes are distributed randomly,
there is no way to determine if every node will be connected
to the network. The possibility of multiple networks within
the entire set of nodes is possible. On the other hand, if
nodes are placed in a prearranged manner then this
possibility is greatly reduced.

Routing techniques are vital for such systems because
the information must go from the sensor to some
clusterhead or base station when the target is detected. In
the case of the clusterhead, it must receive al relevant
information from the sensor nodes in order to locate, track,
and classify the target. The information must transfer from
node to node with minimal latency. The routing technique
mentioned in [17] discusses virtual grid architecture routing.
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The network is constructed in “clusters that are fixed, equal,
adjacent, and no overlapping with symmetrica shapes.”
Each cluster has a clusterhead that performs data
aggregation at a local level (i.e. within the cluster) while a
subset of clusterheads perform data aggregation at a global
level. The clusterheads are responsible for tracking targets
moving throughout their respective clusters. The data is
routed from the sensors to the clusterhead. In [18], a
different approach with location-aware routing and
processing is discussed. In this case, the nodes are self
organized in cells upon the occurrence of an event of
interest. The event in this case is target detection. When a
target is detected, the nodes detecting the target are
organized in a cell and elect a manager node which creates
new cells. As the target moves through the sensor field, the
nodes route data to the current manager node which
processes the data to track the target. There are numerous
routing techniques that can be used. The application takes a
toll on determining which technique to use.

Once the network is configured, deployed, and activated
the network works autonomously to detect the target.
Target detection begins when one or more of the sensor
nodes detect a frequency that matches a target frequency in
its database. If the target is moving, which is likely the
case; the detected frequency may not be the exact frequency
in the data base due to the Doppler effect. The node will
have to process this information in order to determine a
probability or confidence level that the frequency is the
target of interest. If the node determines that the frequency
does belong to the target then it will pass this information to
the manager node (or clusterhead). The manager node will
process this information and match it with any other event
data received. If the manager node has not received any
messages from other nodes it might send a request message
or alert message to other nodes in the vicinity of the sensor
which received the target frequency. Once other nodes
detect the target and pass the respective information to the
manager node, the manager node will attempt to localize the
target and determine an estimated course and speed of the
target. The manager node will send a message to other
manager nodes in the direction of the target. These other
manager nodes can put their respective clusters on aert if
they have been aseep to conserve energy. One of the
manager nodes will have to eventualy collect enough data
points to positively classify the target as the target of
interest and then send a message to the base station which
will aert the end user.

A. Target Tracking Algorithms

Following the aforementioned discussion, developing a
tracking algorithm for such underwater applications is
greatly based on the classical Doppler equation:
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Where: f,= the frequency observed by the listener. fs = the
frequency emitted by the source. ¢ = the speed of the wave
through the medium. v, = the velocity of the listener through
the medium. vs = the velocity of the source through the
medium

The basic agorithm concept is for a given sensor to
detect an acoustic frequency f, of a target source fg and
calculate the velocity of the target vs. If the observed
frequency is higher than that of the source frequency then
the target is moving toward the sensor. Conversely, if the
observed frequency is less than that of the source frequency
then the target is moving away from the sensor. The
location of the target is automatically known to be in the
vicinity of the sensor due to the fact that the sensor detected
the target. The direction of the target can be approximated
if other sensor nodes detect the same target. It should be
noted that this Doppler equation is only accurate when the
source is moving directly to or from the listener. However,
the level of inaccuracy for targets that do not move directly
to or from a sensor is acceptable considering the large
coverage areas in an ocean environment. It is aso assumed
that the acoustical path from the source to the sensor is a
direct path.

For this concept to work properly, the node placement
and the acoustical characteristics of the target must be
predetermined. Sensor nodes must be spaced at a distance
so that only one or two sensors can detect the target at any
one point in time. As previousy discussed, in order to
ensure appropriate sensor spacing, we must take into
account the predicted range or our target. Assuming the
target is in the vicinity of our sensor network, if the
detection range of our target is smaller than expected then,
at most, only one sensor will detect the target at a given
point in time. If the detection range is larger than expected
then no fewer than two sensor nodes will detect the target at
any given point in time. The tracking algorithm can still
work in these two cases but it will require more processing
and more intra-network communication which will result in
more power consumption. For the purpose of this research,
the assumption is made that the predicted detection ranges
of the target are accurate and spacing between any two
sensors istwice that of the predicted range. Once the
sensor spacing has been determined the next step is to
construct a sensor pattern. We believe that a honeycomb
pattern, illustrated in Figure 2, fits the majority of
underwater tracking applications.
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Figure 2. A Honeycomb Pattern

This orientation will provide minimal overlap in sensor
coverage and negate any coverage gaps. Each hexagon is
divided into six sections with the sensor node positioned at
the center and each of the six sectionsis given a number and
relative bearing as shown in Figure 3. Neighboring nodes
are predetermined and programmed into each sensor.
Furthermore, each sensor node is aware of its neighbors
relative location. This configuration will aid in allowing the
sensor nodes to pass relative positions of the target. When a
sensor detects a target the only immediate conclusion that
can be made is that the target is within the detection radius
of a sphere surrounding the sensor. Using the Doppler
equation and the stored source frequency the sensor can
determine an approximate vel ocity.

The stored source frequency is loaded into the sensor
and based on historical target observations. Multiple source
frequencies can be loaded in the sensor for the same target.
Using a threshold for acceptable velocities, the sensor can
ignore observed frequencies if they do not match target
characteristics. For example, suppose a sensor observes a
frequency of 80 Hz and has two stored frequencies of 30 Hz
and 150Hz.

Figure 3. A Honeycomb Cell
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The stored frequencies are used as frequency emitted by
the source in the Doppler equation. The stored historical
target data gives an acceptable velocity of two to seven
knots. Computing the velocity of the observed frequency
would yield 1820 knots and 2548 knots respectively. This
observed frequency would be discarded by the sensor. If the
sensor observed a frequency of 149.8Hz then the computed
velocity would be 2329 knots and 4 knots respectively.
This observed frequency would be accepted and the sensor
would continue to monitor this frequency.

In the following, we present a tracking algorithm that
can be used in marine wireless sensor networks (i.e. Figure
4 and Figure 5):

1) Sensor receives frequency and compares it with
preset frequencies in its tiny database through the use of
the Doppler equation.

2) If velocity is out of predetermined tolerance then
discard. Otherwise, send ‘contact’ message to
neighboring nodes.

3) Receive ‘contact’ replies from neighbors. If no
positive contact replies from neighbors then send
contact report with time stamp to clusterhead. Wait for
another signal and/or continue monitoring frequency

4) If positive contact from a neighbor is received, then
match neighbor's ID with sector and determine
approximate relative direction. Send contact report with
time stamp to clusterhead.

5) If a contact message is received by neighbor and no
received frequencies match target data, reply to
neighbors with ‘no contact’ message. |f monitoring a
frequency that matches target data then reply to
neighbor with ‘contact’ message and then calculate
approximate direction of target.

With respect to communication between nodes, all
stationary nodes will be connected in a 2-D mesh with no
wrap around. That is, each node will only be able to
communicate with itsimmediate neighbor north, south, east,
and west. When the sensor nodes are given their respective
grid coordinates, they are also given the coordinates and
identification of their immediate neighbors. The AUV will
be able to communicate only with its closest neighbor. To
find its closest neighbor, the AUV will have to broadcast its
position and wait for a return message from the closest
stationary sensor node. Different algorithms may be
developed based on the concepts discussed in this Section.

IV. APPLICATIONS OF MARINE WIRELESS SENSOR
NETWORKSWITH TARGET TRACKING

Marine wireless sensor networks offer an unmatched option
to awide range of different domains. The significance of the
aforementioned research lies in the fact that it opens the
door for a variety of applications as well as new areas of
relevant research in wireless networks. In the following, we
present candidate areas that highly benefit from a marine
wireless network with target tracking capabilities.
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Figure 4. Flow Chart for the Tracking Algorithm

Military and Homeland Security: The land-based
applications of sensor networks in the military and
homeland security domains show how significant wireless
sensor networks can be. Smart uniforms equipped with
sensor nodes can automatically report data on the status of
troops and their locations. Tanks and military vehicles can
also be equipped with sensor nodes forming a wireless
network connecting the different units of the army. Real-
time border sensor networks represent a great asset in
policing the borders and reporting any suspicious
movements. All of these applications can be mapped to their
corresponding marine applications only if a wireless sensor
network can be deployed in the water.

Ocean Inhabitant Research: The possibility of having
sensor nodes diving in the ocean collecting data about the
different inhabitants offers a unique opportunity for ocean

life can play a mgjor role in bringing ocean research to new
levels.

V. MARINE WIRELESS SENSOR NETWORKS IN FUTURE
DIGITAL BATTLEFIELDS

According to the “Army Research Office In Review
document” [1], the need for on-the-move mobile wireless
networks that can be deployed in the battlefields of the
future cannot be underestimated. Sensor networking
presents an essential component of future digital
battlefields. The main idea is to develop a secure two-layer
broadband wireless infrastructure for mobile ad hoc and
sensor networks with military and homeland security
applications that take advantage of underwater sensors that
can track targets of interest. The development of such
infrastructure enhances the survivability of ad hoc networks
and widens the domain of applicability by ensuring secure
communications with broadband capabilities that can meet
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the requirements of expected future digital battlefield
applications. More specifically, improving the efficiency of
the virtual organization of ad hoc networks through scalable
clustering techniques and the support of a secure wireless
broadband backbone are the scope of this work. We present
atwo layer networking infrastructure with virtual as well as
physical support. The bottom layer is a virtua layer that
addresses the efficiency issues of infrastructureless ad hoc
networks by providing a hierarchical organization. The
network is divided into clusters where every cluster is
supervised by a clusterhead. Clustering methods are
designed to seek specific network merits such as security,
stability, and load balance. The proposed infrastructure
includes further support through a second layer of
broadband backbone. This top layer furnishes the network
with  broadband-enabled nodes with communication

capacity that meets the growing demands on high
transmission rates unlike existing ad hoc networks. This
layer provides an aternate communication path for isolated
nodes ensuring a connected network and robust military
operations. Thiswill aleviate the problem of poor reliability
of existing ad hoc networks leading to better scalability. In
addition, these nodes will function as gateways alowing
broadband communications with other networking
platforms independent of the underlying technology, thus
conferring to a major requirement of future wireless
systems. Figure 6 depicts a hypothetical battlefield sensor
network based on the proposed architecture. This network
can be rapidly deployed allowing a wide range of entities to
securely communicate for fast information sharing and
better decision making. The bottom layer forms a mobile ad
hoc network of army robots, underwater sensor nodes,
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troopers, tanks, vehicles, sensors...etc. The top layer is a
backbone that provides a broadband wireless cloud using
high-speed wireless technologies such as optical wireless,
ultra-wideband, WiMAX and/or WiFi. Helicopters, robots,

Marine Wireless
Sensor Networ ks with Target Tracking
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and ships can be equipped to operate as backbone
communication nodes. The following explains how this
research satisfies the Army Future Force operational goals
and how it is highly relevant to the army research and needs.

MANET/Sensor
Networ k

Vehicle
e
R (@) .
@ T °
Robot  VideoCapturingNode @
e ® © . -_——_,

Figure 6. An Example of How Marine Wireless Sensor Networks can be used in Future Digital Battlefields

Communications and Networ ks Needs:

The Army Research Office In Review explicitly states
its major communications and networks needs as follows
[19]

- “Mobile wireless communications networks will be
required that are both adaptive and can operate
on-the-move.”

“ New sensor, communication, and weapon systems
based on unmanned robotic and teleoperated
aerial and ground vehicles must be devel oped.”

“ The concepts of light, agile forces and the digital
battlefields require a seamless...and highly mobile
wireless communication system with a highly
dynamic topology.”

The proposed architecture directly addresses the above
army research goals by providing a self-organizing maobile
ad hoc network that can be rapidly deployed. The bottom
layer of the proposed architecture furnishes the network
with a flexible topology that can timely respond to
environment changes. Moreover, the nature of mobile ad
hoc networks alows the use of marine sensor networks,
robots, and vehicles to serve as communication nodes (see
Figure 1). The ad hoc layer of the proposed infrastructure
will address the performance and efficiency issues. This
layer is organized in the form of clusters and is dynamically
established in two steps. Clusters are, first, formed
following a cluster formation technique, and then

clusterheads are selected. The top layer of the proposed
architecture provides a backbone through the use of
broadband wireless technologies that mostly operate in a
point-to-point fashion (ex, optical wireless or ultra-
wideband) achieving highly secure communication links
with high immunity to jamming and interference.

V1. CONCLUSIONS

Current research on wireless sensor networks is based
on the assumption that these networks are deployed in a
terrestrial  environment. Relevant protocols and design
specifications are developed under this condition. This
makes the deployment of currently existing wireless sensor
networks in marine environments extremely challenging. In
this paper, we present major challenges and applications of
underwater wireless sensor networks. Target tracking in
such environments is emphasized. A basic target tracking
algorithm for cluster-based marine wireless sensor networks
is presented. We discuss application areas that highly
benefit from a marine network with target tracking such as
military and inhabitant monitoring. We highlight the army’s
immediate needs for secure agile  broadband
communications for future digital battlefields emphasizing
the role of marine sensors with target tracking capabilities.
A two-layer architecture for broadband terrestrial/marine ad
hoc and sensor networks that can provide warfighters with a
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secure  on-the-move means  for high-capacity
communications is discussed.
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Abstract — Monitoring the museum’s environment for
preventive conservation of art purposes is one majcconcern
to all museums. In order to properly conserve the @work it is

critical to continuously measure some parameters,ush as
temperature, relative humidity, light and, also, pdlutants,

either in storage or exhibition rooms. The deploymet of a
Wireless Sensor Network in a museum can help implesnting
these measurements in real-time, continuously, and a much
easier and cheap way. In this paper, we present thérst

testbed deployed in an Contemporary Art Museum, loated in
Madeira Island, Portugal, and the preliminary resuts of these
experiments. On the other hand, we propose a new rgless
sensor node that offers some advantages when comedrwith
several commercially available solutions. Furthermee, we
present a system that automatically controls the deimidifying

devices, maintaining the humidity at more constankevels.

Keywords — Art preventive conservation, Awarenessl,t
Environmental monitoring, Wireless Sensor Networks.

l. INTRODUCTION

It is also crucial to consider that the desiredugal of
these parameters depend on the type of materiahdhe
group of materials (typical in contemporary art)atth
constitute the artwork. So, depending on the typearks
that are in exhibition or in storage rooms, diffareooms
may have different requirements regarding enviramale
conditions. The main goal of preventive conservai® to
maintain the artworks under basically constant e,
above all, humidity and temperature. However, ia thse
of rare objects and artefacts, it is required atreexely
precise control of temperature and humidity levels.

The deployment of a Wireless Sensor Network (WSN),
which is composed by wireless sensor nodes, in seoma
can help implementing these measurements contihyous
and in a much easier and cheap way. It causes &imoos
visual impact due to the small size of sensor nadeksto
the absence of cables, what is extremely imporiana
museum. Also, it eliminates the problems inheremt t
traditional measuring equipments, such as mechanica

Today’s museum managers are faced with the constahygrothermographs, psychometers and hygrometeesg th

demanding of gaining greater control of the
environment, under increasing budgetary constraiftiese
in charge of historic buildings have the added dewity of
preserving not only the existing artwork but aldee t
building’s historic structure. In this type of eramiments, it
is very important to minimize the visual impact sed by
monitoring systems for esthetical reasons. So, kittls of
protections must be accomplished with minimal isibn
from the new system being installed.

indoorare no moving parts to break and it stays in cafion.

A WSN typically consists of a large number of tiny
wireless sensor nodes (often referred to as nodesotes)
that are densely deployed [2]. Nodes measure sonmbéeat
conditions in the environment surrounding them. sehe
measurements are, then, transformed into signal#n be
processed to reveal some characteristics about the
phenomenon. The data collected is routed to spacidés,
called sink nodes (or Base Station, BS), typicadlg multi-

The conservation of artwork in museums is a verjt we hop basis. Then, the sink node sends data to tee us

known problem, either in exhibition rooms or in lakal
collections. Monitoring the museum’s environmenbiig of
the most important tasks and concerns of all museum
order to properly conserve the artwork it is catido
continuously measure and control some parametach, &
temperature, relative humidity, light and, alsollygants
(such as: carbon dioxide, several types of acidsst d
particulates, etc.).

Depending on the distance between the user and the
network, a gateway may be needed in order to brixtgk,
either through the Internet or satellite.

A sensor node typically consists in five components
sensing, memory, processor, transceiver (trangmétel
receiver) and battery. Nowadays, nodes are intenoldk
small and cheap. Consequently, their resourcediraied
(typically, limited battery, reduced memory and gessing
capabilities). Moreover, due to short transmissiamge
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(caused by restrained transmission power), nodesonly  precise control and monitoring of environmentaliales,
communicate locally, with a certain number of localsuch as temperature and humidity, in buildings wheired
neighbours [2]. So, nodes have to collaborate oleoito  sensors are not feasible or are prohibitively espen
accomplish their tasks: sensing, signal processing;lowever, they do not monitor light or pollutantsedides,

computing, routing, localization,  security, etc. the nodes are expensive. They claim to ensure ralnim
Consequently, WSNs are, by their nature, collaib@at disruption to building occupants and improved indoo
networks [3]. climate. But, nodes are quite big for being appliedan

Taking advantage of wireless communications, WSN&nvironment where the visual impact is of extreme
allow for a wide range of applications: environnant importance.
monitoring, catastrophe monitoring, health, sutzaeie, Lee etal. [12] present a scenario of applying WSNs to
traffic monitoring, structural monitoring, securitinilitary,  monitor the environment of art galleries, but fdogsin

industry, agriculture, home, etc. measuring only humidity and temperature. Howevhg t

In this paper, which is an extension version ofgrdf], : . .
we describe the experimental deployment of a sivaN papgr focus on a different problem,. €., on e\mhga.\the
efficiency of the ALOHA protocol without retransrsien,

carried out in a contemporary art museum calledatera o
S&o Tiago, in Madeira Island. This WSN aims at rwiig ~ When transmitting from sensor nodes to a baseostabel
the environment of the museum, for artwork and forCurto & Raimondi [13] present a work where WSNSs éhav
building conservation purposes. We highlight alle th been used for preserving historic buildings. Crossb
problems identified at the initial phase, whichueiced the manufacturers [14] present two systems to be apphe
final deployment of the complete WSN. We also pnese  1y;seums and archives: a system that monitors htynaidd
new wireless sensor node that we have de\’elopet%mperature, the CLIMUS, and a system that conthasair

specifically to environmental monitoring applicatsy but . )
considering the specific requirements of the musefon conditioning unit, the REAQUIS. However, they da mse

example, reduced size and cost. This is one ofmhién  WSNS; sensors used are wired are much bigger than
contributions of our work. wireless sensor nodes commercially available.

This work was developed in the context of the WISE- Our goal is to create a WSN for monitoring not only
MUSE project (Environmental Monitoring based onhumidity and temperature, but also light and paltts, in a

Wireless Sensor Networks for conservation of arknamd ~ museum. We are also using smaller and cheaperesgrel
historical archives project). sensor nodes than the ones used by [11]. Theserdazte

This paper is Organized as follows. In sectionwe the basis that makes our solution more suitablehwm

describe the related work in the area of WSNs egptth the ~ environmental monitoring of museums or historical
monitoring of museums or historical buildings. $met/ll  building.

presents the problem of environmental monitoring of
museums and the use of WSNs as a cheap and suitable
solution. Still in the same section, a practicastited
deployed in a museum is described, as well as hal t Today’'s museum managers are faced with the constant
problems identified. The results of these experimemme, demanding of gaining greater control of the indoor
also, described. Section IV presents the proposé8EW environment for preventive conservation of art joses,
MUSE sensor node and Section V presents the hymiditunder increasing budgetary constraints. In theiquaair case
control device. Finally, Section VI provides someof Fortaleza Sdo Tiago, in Madeira Island, Portugal

Il.  APPLYINGWSNS INMUSEUMSENVIRONMENTAL
MONITORING

conclusions and some perspectives of future work. environmental measurements are performed in a very
rudimental way, using traditional and very expeasiv
Il.  RELATED WORK measuring  equipments, such as  mechanical

There are some works that are related to the demgay  hygrothermographs, psychometers and hygrometersseTh
of WSNs in museums. However, the most commormeasurements take too long to be performed in the a
applications are, usually, to use WSNs for secuggsons Mmuseum and require a specialized person for thipgse.
[4, 6]; or to monitor the number and distributiohwisitors ~ These equipments require calibration and causedalis
in the museum [5]; or for the creation of interaeti iMpact on visitors and on exhibition rooms. And, fso,
museums [5, 7, 8]. these measurements haven't been performed as adten
There are also some wireless equipments that measughould. The administration choices regarding a more
humidity and temperature commercially available @@m flexible and practical solution are limited by seve
2007 [9], 2Dl 2007 [10]), however they have biggerbudgetary constraints.
dimensions and they are more expensive than wireles The deployment of a WSN in a museum can help
sensor nodes. implementing these critical measurements automribtica
Spinwave Systems offer a solution for preserving &ontinuously, and in a much easier and cheap wapauses
building's architecture using WSNs [11]. Spinwavevide  almost no visual impact due to the small size afsse
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nodes and to the absence of cables, what is eXyyeme As this was an experimental testbed, we have only
important in a museum. Also, it eliminates the feals  deployed three wireless sensor nodes and one s for
inherent to traditional measuring equipments; treme no  base station), as Fig. 2 illustrates. So, we dectdeinstall
moving parts to break and it stays in calibration. three Crossbow [14] mica2 motes, equipped with an
Our goal is to create a WSN for monitoring not onlyMTS400CA data acquisition board and a mote equipped
humidity and temperature, but also light and somewith a mib520 board, functioning as the base statithe
pollutants, in a museum, for art conservation psgso This radio transceiver of these nodes operates at ti8988
work was developed in the context of an ongoinggmto MHz ISI band and they communicate using the ZigB&2
named WISE-MUSE, which aims to applying WSNs tocommunication protocol.
museum environmental and structural monitoring and The MTS400CA data acquisition board measures:
automatic control. ambient light, relative humidity, temperature, 2sax
Our initial deployment at the museum of contempprar accelerometer, and barometric pressure. This bbasda
art, Fortaleza S&o Tiago, has served as a proobwdept common humidity and temperature sensor, the Sensiri
and consisted of a small group of wireless nodgsucaag  SHT11, which can measure a temperature range fiono-
environmental data continuously. Data collectedsbysor +60°C and a humidity range from 0 to 90% RH. The
nodes is sent wirelessly to a database, throughitikenode  ambient light sensor is a TAOS TSL2550D, which has
that is connected to a PC. Data can be visualizedeal spectral response similar to human eye [14]. In fature
time, through a web page, in different ways: tables.experiments, we intend to replace the humidity and

graphics, colour gradients, etc. temperature sensor by the Sensirion SHT15, bedthas a
As Fig. 1 illustrates, we have defined, essentidilye  higher accuracy than the Sensirion SHT11.
phases involved in the environmental monitoring af Mica2 nodes are smaller than Spinwave [11] nodéh, w

museum. The first phase regards the monitoring 068 x 32 x 7mm (excluding the battery pack) oppaseti21
temperature, humidity, light and pollutants; theollected x 70 x 25 mm, respectively. Nevertheless, our WNBESE
data is sent to a data repository; after that, daite can be sensor node implemented in this project is smadied
visualized in different formats (graphics, tableglour cheaper than Mica2 node, which will be described.rgg.
gradients, etc.); afterwards, data is analyzed @nfy its 3 shows mica2 motes equipped with the battery pack.

compliance with the art conservation rules; finallg a last Currently, this WSN measures the most important
phase, the environment conditions are automaticallparameters, which are temperature, humidity andht;lig
optimized accordingly to the analysis results. however, internal voltage is also monitored so thatuser

is aware of the state of the nodes’ batteries. Séwesor

A F.|e|d D_epl_oyment ) ) ) nodes are programmed to measure and send data6@ach
With this first experimental testbed, we aimedesting  seconds.

the behaviour of the wireless sensor nodes antkatifying o

some problems regarding both the nodes and thécapiph ~ B- Preliminary Results

scenario. This way, we were able to choose theosensles As explained before, all collected data is cergeliin a

that best suit to this specific application. PC, connected to the Internet. Fig. 4 shows some
screenshots of the web interface created for thexifp

o  Data o _ ey application of museums’ environmental monitoritg.this
: Monitoring Repositol : Visualization : Analysis : Optimization . , .
[Ty figure we present the 24 hours’ graphics of tempeea
Send data ) humidity, light and internal voltage.

Save
data

Consulting data ()

Show info
Create page

Send|data () -

Analyze
data

Send result ()

Take
actions

Fig. 1. Phases involved in a museum’s environmentalitoring.

Fig. 2. Experimental WSN deployment in Museum Hesa Sé&o
Tiago.
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accordingly to the day and night periods, or whenlights
are turned on or off (corresponds to the variatanthe end
of the graphic).
So, we verified that these parameters are not astaot
as they ideally should be. Therefore, it is verpamant that
the WSN is connected to the air conditioning and
dehumidifying systems in order to automatically tcoh
above all, the temperature and the humidity ofé¢hresms.
As mentioned before, the sensor nodes are progrdmme
Fig. 3. Crossbow Mica2 mote. to measure and send data each 60 seconds. Fig. 4 d)
illustrates the decrease of batteries level duaryt hours’
After analysing this data, it was possible to aehie period.
some conclusions about the behaviour and the tyijpe o To evaluate the duration of batteries, we chandeésl t
variations of temperature and humidity throughdwg day value by programming the nodes to perform one
and night, in a single room of the museum. Considethe = measurement and transmission each 10 seconds. @ogipa
graphics of each node, we verified that temperatarées the internal voltage parameter obtained in botresasve
about 2°C whereas humidity varies about 6% RH Fsge4  concluded that the duration of the batteries igpproonal to
a) and b)). According to the museums’ managerssethe the energy consumption. In this specific experimehe
variations are typical during the winter, in thisupeum; batteries lasted about 6 times less than in tsedase.
however, these parameters usually vary a lot more i
summer. Fig. 4 c¢) shows that light varies, esshytia
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Fig. 4. Initial Web interface created to the museenvironmental monitoring application, showing &% hours’ graphics of temperature (a), humidify (b
light (c) and internal voltage (d) measurements.
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C. Problems |dentified

Several problems were identified during this
experimental phase. These problems are relategntieby,
with the type of building where the WSN was depbbyad,
also, with the hardware characteristics and
limitations of the wireless sensor nodes.

Type of building - Fortaleza S&o Tiago was built in the
17" century as a military fortress. Therefore, the thvidf
the walls is very large (from 0,5 to 1m, with 1mirgethe
predominant width). The building has double doorsl a
windows. It has an irregular shape and its roomd an
terraces are distributed among three floors, awsho Fig.

5. All these factors influence and difficult thegsal
propagation and, consequently, the transmissiogeraof
sensor nodes.

Location of the sensor nodes - Sensor nodes must not be
placed near to the visitors’ passageways, in otdexvoid
the risk of being stolen or damaged. This will alsdp to
minimize the visual impact caused by the nodescds be
seen in Fig. 6, nodes were located in rather disqukaces.
(Fig. 6 shows nodes 1 and 2; node 3 is locatedhen t
opposite side of the exposition room, also above a
electricity socket, like node 2).

Batteries - The batteries of sensor nodes do not last mor
than some days and their transmission range issigood
as described in the manufacturer’s datasheets, iaviame-
of-sight conditions. In order to increase the traission
range of sensor nodes, we had to set their tratisgit
power to its maximum value (5dBm). This obvioustfeats
the energy consumption, which is a typical problef
WSNs. To minimize this problem we have decreased th
number of measurements and transmissions per tamedp
(one each 60 seconds). The program can still begethso
that the nodes perform even less measurements
transmissions in order to save more energy. Deicrgadke
transmission power, by increasing the total nunaferodes
or using a more efficient antenna, or equipping rtbeles
with a better radio device will also decrease thergy
consumption.

Type of antenna Nodes are equipped with
omnidirectional antennas. Thus, the location of tioeles
near the walls can cause signal reflections. Clmantie
type of antenna to a more efficient one (directipmaill
improve the signal propagation
consequently increase the duration of batteries.

resgourc
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Fig. 6. Wireless Sensor Network deployment in gmoskion room of
Fortaleza S&o Tiago

D. Awareness tool for WSNSs visualization

Opposing to traditional networks, WSNs are onlyfuise
if sensor nodes are aware of the environment sndiag

afigem. This means that the great potential of W3&ssih its

ability to correlate collected data in time andspace [17,
18].

This is one of the reasons why we are developiB® a
web-based awareness tool for WSNs visualizationiclwh
will be applied to the specific case of a museum’s
environmental monitoring. This tool is based in €&/SN
(Collaborative Wireless Sensor Networks) model,lighbd
in [16].

CWSN is a formal model of collaborative work crehte

characteristics andspecifically to the case of WSNSs. It is, essentjadl graph-

based model; but, it also includes other objectsrder to

Offset adjustment — Even though the sensors used on thenake the modelling of all the entities of a WSNegented

nodes do not have to be calibrated, an offset adprgt has

in Table 1) possible, which is fundamental to coetely

to be made.This way, more reliable measurements arerepresent a WSN. The network hierarchy (from tHeected

ensured.

Temperature and humidity sensor — This sensor should
be placed away from the main circuit board, to dvbiat
the chip’s temperature affects the readings.

2010, © Copyright by authors, Published und

data to the user) can be visualized, as well. Mggedt is a
generic model because it can be applied to heteemges
networks (any type of nodes, any size, any hardware
characteristics, any types of signals, etc.). Adicay to the
WSNSCW model definitions, the specific case of #nwll
WSN deployed in the museum will be represented as
deployed in Fig. 7. Due to the reduced number ofssee
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nodes available, data collected by nodes 1, Z&@adent to IV. THEWISE-MUSESENSORNODE
the sink node on an one-hop basis. Accordingly,esod
and 3 send data to node 1, which, in turn, sents tdathe
sink node. The obstacle existent between nodesdZ3as
shown in Fig. 8.

Regarding the awareness tool, one of its most itapor

We have developed a new wireless sensor node, which
is shown in Figure 9. It is designed specificallgr f
environmental monitoring applications, but also sidaring
the specific requirements of the museum, for exampl

o ; o reduced size and cost. This device emerges aslaheet
properties is the 3D representation of the netwdiks iS  hat collects the environmental parameters, such as

very important so the user can have a more realigtiv of e mnerature, humidity and light. In addition to shethree

the network, becoming more aware of the surroundinga ameters, it is possible to send the batterystnternal
environment (different types of terrains, differappes of voltage) and the RSSI signal. The sensor nodertigsishe

rooms, which ~obstacles might interfere with the ;onreq data to the base station, via radio frecyéRF).
collaboration established between nodes, etc.).

This tool will allow for the visualization of diffent
granularities: fine-grain (sensor nodes), middlakgr
(clusters) and coarser (sessions) modelling leiédo, it
will allow for an interactive navigation in the mayg the
network.

We will apply this awareness tool to the specifise of
a museum’s environmental monitoring. So, data
visualization will be enhanced by integrating it & 3D
representation of the museum, giving the user ahnnocre
realistic view of the network.

Ghasssseae

Fig.9. New Wise-Muse sensor node.
{RF.(Te, Hu, Li 1)} . {RF.(Te, Hu, Li, )}

: in: {RF.(Te, Hu, Li, L)} »(S)

N

i The radio module used is the XBee or the XBee PRO,
from the Digi manufacturer [20], which operate acitog to
Locdl — the ZigBee protocol [19], i.e., it is designed aciog to the

mowes\EEE  802.15.4 standard and to support the specific
requirements of WSNs (above all, low cost and |@ower).
The ZigBee protocol allows the creation of Persohada
e Networks (PAN) networks, supporting several network
Fig. 7. Representation of the WSN created in Fez&lS4o Tiago, topologies, namely S'Far, mesh and C|U3ter'tree_-
using the entities and notations defined in the GMi&del [16]. To meet the requirements of the museum in termbeof

physical location of the rooms that needed to hesicd by
the WSN and, consequently, in terms of transmissamige,
we had to employ a cluster-tree topology. As altesie
type of nodes we needed to deploy were some eridedev
some routers and one coordinator. The end devicgghe
routers were developed by us, whereas the cooodimeds
acquired to DIGI manufacturer. Nevertheless, thataio
created can also act as an end device wheneveedieid
our experiments, it was used as both a router arahaend
device. The differences between the end devicestlaad
routers, at the hardware level, reside in the posugply
module since it has to be connected to an eletstricicket;
the router can never be turned off or go into tkes mode.
At the software level, there are also some diffeesnsince
Fig. 8. Artwork that obstructs the line-of-sightveen nodes 2 and 3, it has to be programmed as a ZigBee router, téas to
impeding communication. receive data from the end devices that are wirgless
connected to it (i.e., end devices that are notutite range
of the coordinator), and forward this data to tberdinator
(sink node).
The WISE-MUSE sensor node, which corresponds to
the ZigBee end device, was designed and built fsoratch,
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with a set of components to meet the proposed = The microcontroller that is the "brain" of the notte

requirements. This is a node of small dimensionsichv receives data from multiple individual sensors,
causes minimum impact in the Museum. Its low cesirie processes it and, then, sends it through an Xlube ra
of the strengths of this sensor node (less than. Zother frequency card; )
advantage is its low energy consumption. = Two specific sensors: a light sensor that measures
To be more precise, the WISE-MUSE sensor node has the brightness in the rooms of the Museum, and a
four main blocks: sensor that measures both temperature and humidity;
= The power unit, which is composed of two AA = The transceiver module that transmits the collected
batteries and a step-up circuit that allows to data.
guarantee the supply of a constant power (3.3V) to
the microcontroller Xbee and to the sensors;
TABLE |
ENTITIES OF THECWSNMODEL

Symbol Concep! |Description
Wireless sensor nodes, typically with limited res®s. These nodes can be eithef

O Sensor nodg stationary or mobile. Also, they can be in onevad possible states: active or
inactive (sleep mode) in order to save energy.
@ Sink node/ | Node to which data collected by ordinary node®i#;sbeing responsible to send
Base Station| data to the gateway.
» Anchor Node with known localization.
node
O Cluster Group of nodes, created according to: geographiesl, type of sensor, type of
phenomenon, task, etc.
@ Cluster Sensor node to whom all sensor nodes in the clastat the collected data; it is
Head responsible for sending the received data to thk Sode.
The arrow represents a relationship between nodasdB. It also represents and
®—>® ’ y i

adjacency relation between nodes A and B (seeose8t?); nodes A and B are

Relationship| neighbours.

A relationship can be established based on: |aatédiz, phenomenon, type of

sensor node, e

{TypeOfSignal.Data} This label identifies both the type of signal beirsed (radio frequency, ultrasoun
—_— > Data flow acoustical or light) and the type of data beinggmitted between nodes

(temperature, humidity, light, sound, video, inmoltage, etc.).

1 ==

@ Gateway Device responsible to send the data tagee through the Internet.

An object (building, tree, rock, etc.), which olsiis line-of-sight between two or

Obstacle more nodes, not allowing for direct communicati@tveen them.

In a certain moment, there may be several colldhveraessions in a WSN. A

Session session can be established based on the objetgtpedf phenomenon to monitor,
geographical area to monitor, etc.) of the WSN.
Q Battery It represents the percentage of the sarmte’s remaining battery.
Person that interacts with the WSN, querying thevoek, visualizing data, etc. The
i User user customizes the work of the sensor nodes;ateabllected by sensor nodes i

used by the users’ application.
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As just mentioned, the microcontroller is the seisso
core. To guarantee an easy programming of this coemnt,
it was designed to be easily connected to a progenm
using the AVR-ISP500 protocol (AVR-ISP500 is USBvlo
cost in-system programmer for AVR microcontrollerts;
implements the STK500v2 protocol as defined by Atme
ISP stands for In-System Programmable).

necessary. The chosen microcontroller is the Atmkgf
(Atmel, 2009), since it presents a set of charaties that
fits almost perfectly all our purposes; its low tobw
consumption and high performance are the main nsafsw
this choice.

Using this
connection, the code can be easily updated whenevearonsiderable differences.
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Almost all sensor nodes collect light, temperatanel
humidity, with the exception of the Mica2 SensoraBb
MTS101CA that can't measure the humidity. The Mita
reads other kind of data, but this is not necesgarthe
specific case of the Museum. Besides, Mica Z has th
disadvantage of a higher cost.

Regarding the microcontroller there are
Most  microcontrollers
manufactured by Atmel, with the exception to the ofen
Sky sensor, which is manufactured by Sentilla [23inega
devices have many features in common with our pyp&
The WISE-MUSE prototype presents a smaller flash
memory; however, this factor should not be seenaas

some
are

The sensor elements chosen are the SHT15 humiditgisadvantage since it conducts to a reduction erathount

and the temperature sensor, from the Sensirion @oyp

of code programmed into the microcontroller.

[21], and the S1087 photocell, from the HamamatsuConsequently, the microcontroller has to processs le

Company [22]. The photocell captures the sunlightl a
returns a value of voltage to the microcontrollghich is
then converted to the intensity of sunlight (LUXhitu
values. The SHT15 sensor calculates the relativaidity
and the temperature values. This is a CMOS indlstri
device, totally calibrated, that allow for goodtsliy at low
cost. Its accuracy is much appropriated considethng
requirements of the project (+/-2% for humidity am@
0.3C° for temperature).

In order to meet the power autonomy requirements of
sensor node, each node is powered by two AA besteri
(1.5V each) that feed the microcontroller, the Xbezdule
and the sensor STH15. These batteries have a tapdci
2450mAh and an output voltage of 1.5V. Their ted¢bgyp
is the Nickel Metal hydride and they weight onlyg28

Finally, we describe the modules for radio transinis

amount of code what leads to a lower power consiom atf

the node. Therefore, it is not necessary a bigdgshf
memory. We verified that the energy consumptioroof
prototype can be reduced when operating at a frexyuef
1MHz. In these conditions, its consumption can be
decreased to 0.3mA, a value smaller than for theerot
devices.

The Mica motes [14] must be programmed through a
base station, which involves an additional cosi Timote
Sky and the WISE-MUSE nodes offer an advantage over
the others; they are more easily programmed. Thet& s
programmed using USB, while the Wise-Muse prototigpe
programmed using the Olimex programmer that uses th
AVR-ISP500 protocol.

In relation to the transceivers of each sensor naltief
them use the IEEE.802.15.4 protocol, which is thestm

frequency (Xbee or Xbee-PRO from Digi manufacturer) appropriate protocol for WSNs. The Mica 2 operatethe

These modules were chosen because they requirenatini

868/916Mhhz, 433MHz or 315MHz ranges, while the

power and because they provide a real and consistemthers use the 2.4GHz range.

delivery of information between devices, operatatgthe

We believe that the Xbee module used in the WISE-

2.4GHz ISM frequency band. Although there are otherMUSE prototype is well ranked due to its higher pow

brands for radio transmission modules with lowevgo
consumption, the popularity and the characterigifckbee
modules determined our choice.

transmission. Using the Xbee-PRO, which allows a@ne
higher transmission range what is one advantagenwhe
comparing to the other nodes. Its disadvantagerdsghe

Table Il presents a comparison of sensor nodes thanergy consumption; however, the Xbee is designeshter

could be used in the environmental monitoring ofeums.
We have considered the nodes’ characteristicsessrithed
in the manufacturers’ datasheets. It is importarttighlight
that, in the current market, there are several Riguies
separated from the sensing modules. Therefore ttwmpt
to look beyond the prototype created in the projdst
analysing other solutions that perform the coltattand
transmission of data in these indoor environments.

in the sleep mode, waking up only in pre-defineigrivals
to send data; in this way, the problem of energy
consumption is minimized.

Figure 10 shows the battery status of the two AA
batteries that are used on the WISE-MUSE prototyjge.
have collected samples during several days to get a
estimated battery lifetime. Analysing the graph, wan
observe that the batteries’ level follows a typicahaviour:

Analysing Table II, there are several advantage$ anin the first 10 days, the battery level droppedrfr®.8 to 2.6

disadvantages of each solution proposed for madngor
environmental parameters. At the sensing modulel|lekie
sensors presented are quite similar. Most of théutes use

volts; however, from that point on, the batterydewonly
dropped 0.1V during the next 30 days, which represe
lower battery consumption. Therefore, after 40 dahe

the SHT15 or STH11 sensors, by Sensirion, and theisensor node remains operational.

accuracy does not vary much,
temperature and about +/-3% for relative humidity.

about +/-0.3°C for
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TABLE Il

COMPARISON BETWEEN THEWISE-MUSEMOTE AND OTHER COMMERCIALLY AVAILABLE MOTES.
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SENSOR NODES

Characteristics

WISE-MUSE

Mica 2
(MPR400CB) +
Sensor Board
(MTS101CA) [14]

Mica Z (MPR2400CA)
+ Sensor Board
(MTS400CB) [14]

Tmote Sky [19]

The authors at the

sU

Produced by: UMa Crossbow Crossbow Moteiv Corporation
Light, relative Light, relative humidity,
) humidity, Light, temperature, | temperature, 2-axis Humidity, temperature,
Ambient par ers temperature and and prototyping area| accelerometer, and and light
battery level. barometric pressure
Temperature and SHT15 Termistor SHT11 SHT11 or SHT15
humidity sensors
Sensors Temp: +/- 0.2°C or
Temp: +/- 0.3C° . Temp: +/- 0.2°C +/- 0.3C°
Accuracy Hum: +/- 2% Temp: 0.2 C° Hum: +/- 3.5% Hum: +/- 3.5% or +/-
2%
Light Sensors a;crf;n?gtsu CdSe photocell TLS2550, by TAOS S1087, by Hamamat
Module Xbee or Xbee PRO, | Chipcon Wireless s-gzcl(:szjlzz? Bee complian Chipcon Wireless
both by Digi Transceiver radi6 4119 P Transceiver
868/916 MHz,
Frequency 2.4GH 433 MHz or 2.4Gh 2.4GHz
315MHz
Transceiver Standard IEEE.802.15.4/ IEEE.802.15.4/ IEEE.802.15.4/ IEEE.802.15.4/
Zigbee ZigBee ZigBee ZigBee
RF Power ?ggg)to 18dBM | 500 5dBm -24 10 0dBm 0dBm
Outdoor range* (lggg; 10 1200m 150mt 75 to 100mt 50 to 125mt
Current Draw (Tx) 35mA @ 0dBrh 27mA @5dBm 17,4AmA @ 0dBm 17,4mA @ 0dBm
Atmel Texas Instruments
MCU Atmel, Atmega 168 AT ' Atmel, ATmegal28 MSP430
megal28L. ;
microcontroller
Current Draw 93mA gm:; 5mA @4MHz 5mA @4MHz 2. 4mA @ EMH?
(in Active mode) 6.8mA @8MHz 17mA @8MHz 17mA @8MHz
Processor Flash Memory 16Kb 128kb 128kb 48kb
Programming access | ISP Base station Base station USB
Serial
Communication UART UART UART UART
Physical dimensions
(mm)
(Excluding battery (58x28x12) (58x32x10) (58x28x10) (65x32x22)
pack)
Sensor Node Price 70€ 352€ 3 82€

! Considering an outdoor environment without obstacle
2 The consumption of the Xbee’s module regardingrRéransmission is certainly a little below 35mA&chuse this value is not totally
spent with the RF transmission, but it also inchigeme processing activities.

% No information has been obtained so far on thitufea however as the sensing module of the Micasiperior than the Mica 2, the

total cost of the module will be higher.
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Even though the decrease of the battery level do¢s
follow a linear function, we think that the battdgyel will
remain stable for some more days. Further testwitinue
to be carried out, nevertheless, the WISE-MUSEaqtype is
supposed to have at least 1 month of autonomyoudth its
batteries can last 2 months. These tests wererpgtbon
one node only, but in the future all the nodes khde
tested.

Looking to the sensor nodes as a whole, they aleha
similar dimensions, and the WISE-MUSE mote presents
very low cost when compared to the Mica motes.

In conclusion, it is important to note that the miled Figure 11. Humidity control device.
created was designed and built for the specificoand
environment monitoring at the Museum, presenting a VI. CONCLUSION AND FUTURE WORK

number of advantages that may be attractive fos thi

monitoring application, where its skills are withie 5,5 matically and continuously monitoring the eomiment
requirements of the final client. Moreover, thisnmneensor of a museum was presented. This solution was cctpar

node brings some advantages when compared 10 OWgH, related solutions, being outlined its advaetag
commercially available solutions, such as low caeshall Besides being a simpler solution, the use of WSis f

size, low power consumption, and higher transmissimge. environmental monitoring of a museum is, indeednare

reliable solution. It is also less expensive thaamuoal data
o ] . collection or than a wired central monitoring syste&Several
The humidity control device has been developech® t roplems were identified during the experiments; they
WISE-MUSE project to carry out the automatic cohid 5 pe classified in two types. The problems relaiith the
dehumidifiers in order to regulate relative humjdiévels type of building where the WSN is being deployeecause
inside the rooms where the WSN is implemented. _ it affects the signal propagation; and the problesiated
Figure 11 shows the developed device. It is esB®nti \jith the hardware characteristics and resourcedtions of
composed of one Xbee module, one relay, and on®BC- e sensor nodes, with the battery being the miosted
converter, integrated in a box that allows the dewio be | oqqyrce. Equipping the nodes with a more efficirienna
plugged into an electrical outlet and at the same to the 5,4 ysing a higher number of nodes will lead tortbed of a
dehumidifier. . _ lower transmission power, increasing the duratiénthe
When the humidity values reach an unacceptabléet limj iieries. Also, changing the node’s program so thay

(this limit were specified by the Museum), the ba&gtion  herform less frequent measurements and transmissidh
sends a control message by radio frequency to ahed 5,0\ for high energy savings.

device (more precisely to the XBee module, acthqibne We also analyzed the graphics of collected datagtwh

of its pins). It receives the control message amalyaes it. 4jlowed us to understand the behaviour and the e

As a consequence, it activates the relay. If humigivel is | 3rations of temperature, humidity and light, thghout the
above the maximum limit then it turns on the dehdifiar. day and night.

In this paper, the first experimental WSN for

V. HUMIDITY CONTROL DEVICE

In op_posite, if humidity Ie_vgl_ is below the minimulimit One of the main contributions of our work is the
then it turns off the dehumidifier. development of a new sensor node created for envieotal
monitoring applications, which is still a prototypmce it is
v Battery level currently being tested. Neverthelgss, even atdtdge, we
2,85 Y have already demonstrated that it brings some adyas
2,80 when comparing to other commercially available Sohs.
2.9 Furthermore, in order to increase the efficiencythoé
2 environmental monitoring system, we have implemgrde
5 system that automatically controls the dehumiddyin
2 B0 devices, maintaining the humidity at more constewvels.
155 Regarding the visualization of data, data is atégldn
' En different formats (tables, graphics, colour gratligetc.), in
= = i Le 4 4 et a real-time basis. Additionally, an historic of lected data
) - = ) is kept for future consults in Microsoft excel amerd
format.

Figure 10. Average battery level .
o verag yev As for future work, we have several tasks to acdmhp

After understanding the environment variations ort&leza
Sao Tiago and after identifying all the existerdlgems, we
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have to carefully plan the deployment of a complat8N  [6]
that coverage all the exhibition rooms, archived Hiorary.
At the moment, only the Museum’s storage roomsaeg
monitored and controlled by the WISE-MUSE platfoivie
also have to extend the WSN to monitor some paitstan
particular the carbon dioxide (GO

We are developing a 3D awareness tool, based in the
WSNSCW model, and that will be validated applyibdoi [g]
this specific application. So, data visualizationll vibe
enhanced by integrating it in a 3D representatibrthe
museum, giving the user a much more realistic vaéwhe
network.

We also intend to carry out an analysis of thedpgtt [ﬂ]
performance of other existing sensor nodes, inrdalproof [11]
the effectiveness of the WISE-MUSE prototype. [12]

Finally, we intend to connect the WSN to the air

[7]

[9]

conditioning and dehumidifying systems in order to
automatically control the temperature and the hitgnidf
the exhibition and storage rooms.

[13]
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Abstract— Every sensor node in a Wireless Sensor
Network has a microcontroller, a transmitter/receiver and
a sensor. It is able to acquire data from specific point in a
real environment and transmit it through the Wireless
sensor Network. Sometimes it is useful to gather different
types of data from the same place in order to obtain a
final result. In the related literature, very few works are
about sensing different parameters using a unique sensor.
In this paper we present a Wireless | P multisensor that is
able to gather several types of data from the environment
and transmit the result of their combination. Our decision
has being mainly based on its development costs, its
expansion capacity, the possibilities provided by the
operating system, and its flexibility to add more features
to the sensor node. We will show all the characteristics of
our proposal and the hardware needed for its expansion.
Then we will discuss its main application areas. A
comparison with many wireless |P sensors offered in the
market i< also provided.

Keywords — Wireless multisensor, environment monitoring,
Wireless Sensor Deployment.

I. INTRODUCTION

A sensor is any kind of transducer that transforms
the magnitude we want to measure in another which is
easer to measure. There can be direct indication
sensors (e.g., a mercury thermometer) or there can be
connected to an indicator (possibly by means of an A/D
converter). The measured values have to be read by a
human.

Nowadays, a sensor is considered as a basic
electronic device for our lives. It covers a wide range
of possibilities and applications and, furthermore, it can
be used to sense and monitor different parameters
according to our necessities. Several aspects can be
related with the sensor nodes: a simple physical sensor
or a multiple physical sensor, and a wired network of
sensors or a wireless network of sensors. We should
distinguish between multiple sensors, i.e. many sensor
nodes, and a multisensor node, that is able to sense
several magnitudes.

Sometimes, it is necessary to control severa
parameters simultaneoudly in the same place. The main

aim is to have greater control on specific application in
order to do these measures more efficient. Therefore,
we can use the combination of several physical sensors,
forming a multisensor [1]. An obvious example would
be the combination of responses from different physical
sensors, for determining the trgjectory of a wildfire.
This combination could be the wind direction, a large
and quick increment of the temperature, increment of
the CO, concentration and a very low value of relative
humidity. The right process of this information will
report that a fire is happening and what is its direction.
This information will alow the firefighters to provide
evacuation plans and think on efficient strategies to
combat the fire, with the goal of minimizing the loss of
forest mass and materials (houses and facilities). If only
one sensor was used, the system would not be able to
provide whether there is fire, or if it isjust a very hot
day, or a person who is smoking near the sensor. There
are a lot of fields where the use of multisensor can be
benefit, such as, home control, building automation,
medical applications or robots, among others. It will be
later discussed in this paper.

Before we get to combine sensors, we should know
how they can be classified. On one hand, many
different types of magnitudes can be measured and, on
the other hand, there are many types of sensors to
measure any physic magnitude. In order to do a study it
is needed to classify them according to some criterion.
The following classification of sensors has been done
considering each sensor like an isolated device which
function is to detect sign of qualities or physic
phenomenon according to the kind of sensor, and they
are converted to useful signals for a measurement or
control system:

e According to the energy contribution, sensors can
be divided into modulators and generators. In
modulators or active sensors, the energy of the
output signal amost always comes from an
auxiliary energy. However, the output energy in
generator or passive sensors is provided by the
input. Generally, active sensor circuits require
more connexions than passive sensors in order to
supply energy. On the other hand, modulator or
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active sensors’ sensibility can be modified with the
supplying signal (it can not be modified in
generator or passive sensors).

e According to the output signal. They can be analog
or digital sensors. The output of the analog sensors
is continuous. The information is in the amplitude
of the signal. The output of the digital sensors is
discrete. Discrete signals are more reliable.

e According to the operation mode. They can be
defection or comparison sensors. In defection
sensors, the measured magnitude produces a
physical effect that causes a similar effect, but
opposite, in another part of the instrument, and
related with some useful variable. A comparison
sensor tries to keep the defection null by means of
the application of a well-known effect and it is
opposite to the effect generated by the magnitude
to measure. Usually, measurements given by
comparison are more precise because the opposite
known effect is calibrated with a quality’s
reference magnitude.

e According to the input/output relationship. They
can be classified in zero-order, first-order, and
second-order or superior order. The order is
related with number of independent storage
elements of energy. This classification is very
important when a sensor is used in a loop control
system [2].

e According to the input signal [3]:

a) Mechanical: longitude, area, volume, mass,
flux, force, pressure, speed, acceleration,
wavelength, position or acoustic intensity.

b) Thermal: temperature, heat, entropy or flux of

heat.
c) Electric:  voltage, current,  resistance,
inductance, capacity, load, electric field,

frequency, dielectric constant or bipolar moment.
d) Magnetic: intensity of field, density of flux,
magnetic moment or permeability.

€) Radiation: intensity, wavelength, polarization,
phase, reflectance, transmittance or refraction
index.

f) Chemical: concentration, potential redox or
PH. Together with electronic sensors, chemical
sensors are the most important sensors due to
their application fields. These sensors are being
used successfully in environments, medicine and
industrial processes[4].

In table I, a classification according to three
criterions and some examples for each one of them is
shown.

However, there are some cases where it is needed to
gather several types of measurements, by only one
device, in order to obtain more reliability or to obtain

International Journal on Advances in Networks and Services, vol 3 no 1 & 2, year 2010, http://www.iariajournals.org/networks_and_services/

specific results. To achieve this goal, it is needed a
multisensor.

TABLE I SENSORS CLASSIFICATION

Criterions Types Examples
Energy Modulators | Delta-Sigma
contribution Generators | Thermocouple
Output Signal | Analog Potentiometer

Digital Position coder
Mode of defection Defection accel erometer
operation comparison | Servo-accel erometer

The remaind