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Abstract—The paper proposes a novel approach for address-
ing issues that are related to organizational changes that are
induced by the introduction of an Information System within
an organization. Specifically, we focus on the effects of a
Workflow Technology because its introduction affects typical
work practices, its use is mandatory, and Workflow Technology
often makes it necessary to accomplish work activities in a
more rigid way. Similar to other Information Systems, the con-
sequence is that changes brought about because of Workflow
Technology can trigger the phenomenon of user resistance. The
Information Systems literature reports different strategies to
limit the degree of user resistance toward Information Systems.
Some of these strategies are based on the direct involvement
of the designers of the technology, while others involve the
managers of the organizations in which the technology is used.
In this paper, we propose the Workflow Evaluation Software, a
tool that actively involves the end users to reduce the effects of
user resistance. In fact, this tool allows to simulate the use of
Workflow Technology at an early stage of its implementation
by focusing on the coordination aspects of user resistance that
are related to how people coordinate their activities. Based
on the data collected, the tool implements the Activity Circle,
which is a social visualization mechanism that distributes
the information related to the coordination aspects of user
resistance among the users. We claim that the sharing of this
information gives voices to the users and could represent one
of the most promising strategies for reducing frustration and
anger about any organizational change.

Keywords-Workflow Technology, Social Visualization, User
Resistance, Organizational Change.

I. INTRODUCTION

The Activity Circle [1] is a general social visualization
tool that displays information that is related to attitudes,
opinions and possible trends in the behaviors of different
people. It aims at making this information distributed among
different people, with the idea that knowing this information
about others who have some relationship with an individual
is also relevant for that individual; furthermore, being aware
of this information about others could also influence the
individual’s related attitudes, opinions and possible behav-
iors. The main idea is to design the Activity Circle to be as
general as possible, considering that any information related
to the possible interactions among different people could

be displayed in terms of a dot that is capable of exhibiting
different characteristics that are related to that information;
for example, the distance from the center of the circle in the
background could be related to the different strengths that
are associated with the considered information. Specifically,
the Activity Circle was designed while considering the reac-
tions of users to the introduction of a new technology. The
Activity Circle aims to make these reactions shared among
a group of users, and this tool could hence be considered
useful in the area of technology adoption research.

This paper focuses on the application of the Activity
Circle when considering the possible reactions of users to the
organizational changes that are induced by the introduction
of an Information System [2], where an Information System
(IS) is any technology that is aimed at supporting the man-
agement of interactions among people, processes and data
within an organization [3]. Among the possible reactions of
people to the introduction of an Information System, one
of the most critical for its successful introduction is user
resistance. User resistance is a complex phenomenon that is
often associated with organizational change [4]. Information
System research strongly emphasizes how the introduction
of an IS could favor a form of organizational change and,
consequently, how people react to changes that are induced
by an IS [2].

Workflow Technology provides the infrastructure to de-
sign, execute, and manage business processes that are spread
over a network of people and resources [5]. Among the many
possible types of Information Systems, we focus on Work-
flow Technology (WT) because we think that the peculiar-
ities of Workflow Technology (sometimes called Business
Process Management Systems or Workflow Management
Systems) are highly related to the theme of organizational
change. In fact, this technology affects the usual work prac-
tices within an organization because it embeds a business
process and, consequently, manages which activities must be
performed, who is in charge of performing them, when the
activities must be completed, and the order to be followed for
the accomplishment of those activities. Furthermore, the use
of this technology is mandatory for end users; this happens
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because WT is used to support the implementation of organi-
zational change that is aimed at making the accomplishment
of work more standardized or its outcomes more determined
and accountable [6]. Moreover, WT enables changes that
make the accomplishment of work activities more rigid
because the changes it promotes might impose fixed patterns
of execution, which often harm the flexibility that is needed
in work environments [7]. Consequently, the employees
often consider the introduction of a Workflow Technology
to be a source of frustration because of the perception
of the power exerted by the organization, especially when
employees are not directly involved in deciding the changes
that affect their usual working practices. Accordingly, this
aspect can raise user resistance to change either by users
refusing to use the system or, less acutely, by users initiating
coping strategies to re-appropriate their usual work practices
and overcome the rigidity of the Workflow Technology with
forms of production deviance [8], such as workaround [9].
According to the IS literature, in the following Related Work
Section of this paper, we will summarize the main strategies
that have been considered to overcome user resistance;
these strategies mainly focus either on the designers of
the technology or on the management of the organization
in which the technology will be implemented. Usually,
these strategies consider the phenomenon of organizational
change as a generic monolithic process without considering
the specificity of the change with regard to the business
process that is affected by the change process itself. In
this way, the identified strategies suggest using generic best
practices, where these practices do not contemplate how the
specific change of the business process affects consolidated
local work practices and how this change could trigger the
emergence of user resistance in the organization. We want
to propose here an alternative strategy because we believe
that reactions to change are not only attributable to the
change itself but are also attributable to the specificity of
the change in the considered business process. Hence, local
aspects of the change must be accounted for because of the
nature of the change that occurred in the specific business
process and because the changes might affect the users’
reactions. Consequently, there is a rise in the phenomenon
of user resistance. This consideration is in line with what
is advocated in a previous study [10], which claims that,
in the research toward the adoption of business process
change technology, it would be necessary to identify both
generic and locally relevant process-centric constructs that
could predict users’ adoption of the related re-designed
business process. In Section III, a tool is described, namely
the Workflow Evaluation Software (WES), which is espe-
cially designed to involve directly the possible end users
of a Workflow Technology in experiencing the effects of
a Workflow technology—induced organizational change. To
this aim, we propose using WES to simulate the management
of a business process at both the design and execution times
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to collect and then make available information about the
coordination aspects of user resistance at an early stage of
development of a WT, where these coordination aspects are
about the local aspects of the change on the specific process
itself and are related to how people coordinate their activities
about that process. This is because user resistance is a
complex phenomenon and it is possible to isolate different
components to partly explain the user resistance. From our
perspective, we are interested in identifying aspects of user
resistance related to the coordination efforts that are required
by people when they are jointly called to accomplish the
goals of a specific business process. Specifically with WES,
we focus on business processes as they will be managed
by Workflow Technology. Once the related information has
been collected, we propose to display it with the Activity
Circle in terms of a social proxy visualization approach to
make all of the participants aware of the effects of their
coordination efforts to reduce the possible disparities and
frustration and to limit the emergence of user resistance.

Our challenge when proposing the WES tool is to limit the
rise of user resistance during Workflow technology—induced
organizational change i) by considering the local aspects
of the change, and not the overall change process; ii) by
isolating the effects of the introduction of a WT on the work
practices without focusing on any specific implementation
of a WT but instead focusing on the coordination aspects
of user resistance; and iii) by simulating the effects organi-
zational change as soon as possible to restrain the possible
costs for the WT implementation.

The paper is organized as follows: Section II reports
Related Work about the issue of user resistance to the
introduction of an IS; Section III describes our proposal to
manage the issue of user resistance at an the early stage
of the introduction of a Workflow Technology; Section IV
describes how to evaluate the effectiveness of our approach;
and Conclusion and Future Work Section is presented at the
end of the paper.

II. RELATED WORK

Because user resistance is a critical factor for the suc-
cessful introduction of IS within organizations, most of the
IS literature provides discussions for a better understanding
of the complex phenomenon of user resistance (see [4] for
a review on user resistance toward the use of Information
Systems). Furthermore, some solutions are proposed in this
literature to reduce the resistance to facilitating IS adoption.
These solutions are usually described while considering ei-
ther the involvement of the management of the organizations
in which the IS should be used or the involvement of the
designers of the new IS to be implemented.

Some authors remind the designers of a new Information
System that its design should never be considered a neutral
activity; the designers should consider that this activity will
also bring an organizational change [4] along with the related

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



criticalities (such as the emergence of the phenomenon
of user resistance to change). Consequently, most of the
designers’ effort during the design of a new system should
be devoted to limit the possible user resistance. Other
authors (e.g., [11]) state that the designers should implement
a participative strategy with employees. In this strategy,
employees should be involved in the development of the new
system and should not be presented only the overall final
result of the project; instead, this work should be conducted
as a series of pilot studies to examine the impact of the
change step by step. Following this strategy, the designers
are also asked to develop and follow a clear implementation
plan with the direct support of the management, who need
to be informed in a detailed way about both the system and
the related business process that is affected by the system. In
this way, designers could also have the possibility of being
informed by managers to better address the questions and
concerns of the final users.

For the concerns of the management, the IS literature
mainly considers two categories of strategy to address
user resistance: participative and directive [12]. Participa-
tive strategies are devoted to involving final users in the
development process for the new system, as when users
perceive that they are an active part of the change process,
their resistance toward the new system may be reduced.
These strategies consider the phenomenon of user resistance
either before the system is actually used, which suggests the
incorporation of user participation into the design process,
and the encouragement of open communication between
management and employees. Alternatively, these strategies
are generally implemented in a system that is already in
use by considering the training of the users, giving users
sufficient time to learn to use the system (without focusing
on their performances during this transition period), or
providing a clear documentation of the new standards that
are related to the use of the new system [13][14][15].
Directive strategies, instead, are those that are imposed by
the management and can be organized around two opposite
perspectives: rewards and punishment. Most efforts of the
management are devoted to the first type of perspective, as
described in previous studies [12][15]. The authors suggest
providing financial incentives for using the new system, a
power redistribution among users using the system, and job
title modifications. In addition, one study [15] also suggests
that the management should give unions higher wage rates in
return for a work rule change and should give one of their
leaders, or someone they respect, a key role in designing
or implementing a change. Punishment strategies are, for
example, firing or transferring people who resist the change,
and implicitly or explicitly threatening the loss of a job or
promotion possibilities [15][12].

The theme of user resistance is relevant also for re-
quirements engineering research (see e.g., [16]). However,
requirements engineering is about the formulation of the
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software requirements related to the implementation of a
technology (an Information System in this context). In this
way, requirements engineering process is more focused on
the implementation of the functionalities of the system and
hence on the way people will accomplish their duties after
its introduction; accordingly, higher user participation to the
definition of the requirements will probably rise higher sense
of belonging to the technology being implemented and this
will reduce resistant behaviors [16]. However, we are more
focused on less tangible aspects than the implementation
of the system’s functionalities; in fact, we are interested in
the way people perceive the organization of their work after
an organizational change. This would occur paradoxically
even in case the procedures and processes related to the
completion of a work are re-designed “on-paper” without
the support of a technology. Obviously, the effects of the
changes on the organization of work, and consequently also
the possible resistant behaviors, would result amplified if the
change is supported by a proper technology. For this reason,
the identification of possible user resistance to IT-induced
organizational change is more challenging.

The solutions reported within the body of the considered
literature are mostly oriented toward providing suggestions,
hints, indications, and rules of thumbs for managers and
designers to limit the potential harm of user resistance by
generally considering the overall process of organizational
change. To our knowledge, the field lacks a practical tool
that can be used to limit the negative influence of user
resistance toward the adoption of a new WT by focusing
instead on the specificity of the business process affected by
the introduction of the WT. Therefore, taking our inspiration
from the participative strategies that are suggested both
to the designers and the management staff, we consider
involving end users in the process of change to be extremely
relevant. Specifically, the process of change would bring
the users’ participation to the design of the “re-engineered”
business process [17] because it will then be implemented
in the newly introduced Workflow Technology. In line with
this suggestion, the solution that we propose is designed
by accounting for the end-users’ perspectives to make these
potential users both aware and then able to express their
voices about the change “imposed” by introducing the new
WT. This scenario is in line with what was advocated by dif-
ferent scholars, e.g., by [18], who hope for the possibility to
offer end-users alternative responses to reduce the likelihood
of frustration in response to instances of power (such as how
an organizational change that is related to the introduction
of a new WT might be perceived by end users). In the next
section, we describe our proposal for placing into practice a
real shared channel with which alternative users’ responses
are voiced.
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III. THE PROPOSAL

We propose a tool, the Workflow Evaluation Software
(WES), to limit the effects of user resistance to the intro-
duction of a Workflow Technology. The tool encompasses
two main modules: the Workflow Evaluation Module (WEM)
and the Activity Circle Module (ACM). The WEM allows
users to manage both the modeling and execution of a
workflow, which reflects the business process re-designed
as a consequence of the introduction of the considered
WT. The ACM makes possible the social visualization of
information that is related to the possible user resistance
from the Workflow Technology introduction, which causes
the organizational change. Detailed description of these two
modules will be provided in two dedicated subsections,
while another subsection will describe the rationale of the
model behind our tool.

A. The Workflow Evaluation Module

It is possible to find elsewhere a more detailed description
of the WES tool and of its constituent modules [19]. The
most important aspect to recall here is that the WEM
implements what can be considered a simulation tool of a
real Workflow Technology. A simulation tool not in the sense
that the WEM fully implements the way how each activity
has to be performed by any of the involved users, but rather
in the sense that the WEM implements a sort of “workflow
mockup tool” to assign to the involved users a placeholder
for each of the activities they have to complete according to
the right order of execution defined in the business process
modeled using the module.

The main rationale behind this module is making possible
to apply the WES tool in organizational settings in which
an organizational change induced by the introduction of a
WT is underway. Our idea is to anticipate the extent of the
end-users’ positions before both the implementation and use
of the system to emphasize as soon as possible which are
the possible forms of resistance to change before the costs
of implementation will strongly impact the organization. In
this way, the management can drive the change in a less
traumatic way, thus reducing the possible negative impact of
resistance by accounting for the reactions of the end-users
who are in charge of making the WT introduction either a
good or a bad investment for the organization. Obviously,
this rationale is not free from criticism. In fact, our approach
does not encompass all of the features that affect the
possible success or non-success of the considered Workflow
Technology. In fact, by using the WEM functionalities users
focus only on the impact of change with respect to concerns
about the new organization of the work. On the one hand, the
module focuses on user interactions and the coordination of
work activities; on the other hand, it focuses on how much
the workload of each user has changed as a consequence
of the introduction of the Workflow Technology. A more
comprehensive evaluation of the effects of change from the
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The ER diagram of the HOMe-BUPro model.

considered WT will also require asking the users to evaluate
how much the implemented system affects the completion of
each activity that was assigned to them by considering, for
example, the Perceived Ease of Use of the system [20], the
technological integration with other applications and other
characteristics that are related to the system as indicated, for
example, in the DeL.one and McLean Model of Information
Systems Success [21] or in the BPM success model [22].
Though these last aspects are very relevant to address the
issue of user resistance, they are more focused on the
way the system is implemented and, hence, how it can be
evaluated, only at a very later stage of the introduction of
the new Workflow Technology. Conversely, we are more
focused on the preliminary phase of WT introduction and
on the coordination aspects of user resistance. To iden-
tify coordination aspects of user resistance, we defined a
human-oriented meta-model of business processes, which we
called the Human-Oriented Meta-BUsiness Process (HOMe-
BUPro) model (see Figure 1 for the corresponding ER
diagram).

This model is not intended to fully design a business
process, but it aims to be fairly general and complete to
describe the interactions occurring among actors during
a business process execution (and hence also to describe
the coordination of the related activities). To this aim, it
focuses on specifying the relevant constructs to capture the
coordination efforts of the involved actors occuring during
the unfolding of a business process, namely Activities (what
has to be done), Roles (which functional role has the skills
and the duties to accomplish an activity according to the
organization’s rules), and Actors (who is really in charge to
perform an activity within the organization). The rationale of
generality behind the HOMe-BUPro model was also guided
by the idea of making this model easily mappable to any
existing Workflow Technology and to any reasonable way
of describing and representing a process model (even on
paper). We conducted this effort while aiming to widen the
possibility of applying the HOMe-BuPro model to different
organizational settings, according to the local choices of
Workflow Technology to be used or to any methodology
used to represent internally a business process. Moreover, the
rationale behind the HOMe-BUPro model is also to make it
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appliable not only to the models that are employed by usual
Workflow Technology (where this technology is usually
built on imperative process models based on a very rigid
control-flow approach) but also to richer workflow models.
In fact, our aim is also to apply our model to other more
flexible workflow approaches such as declarative, constraint-
based approaches (e.g., the ESProNa engine [23] or the
DECLARE tool [24]), to evaluate whether an improved
flexibility during execution affects user resistance and the
users’ attitude toward the system. In other words, we want
to identify whether the effects of change, and hence the
possible resistance that arises as a consequence of this
change, could be limited by a more flexible technology or
whether the effects of change are basically always the same,
irrespective of the technology used.

In order to make it possible the simulation of the co-
ordination efforts related to the execution of a process, the
WEM incorporates both a Process Designer functionality by
which a Process Designer role can define all the aspects
related to the modeling of the process, and a Human-driven
Workflow Engine in which a Process Manager role can
manually trigger the change of state of the Activities of
the process, and to assign them to the related Actors in
order to fully simulate the unfolding of a process during
its execution.

We do not focus here on the details of the Process
Designer functionality and on the Workflow Engine; rather
we are interested to describe both the HOMe-BUPro model
used to define the coordination of the Activities among the
involved Actors and the way in which the related Actors’
coordination efforts are measured.

B. The HOMe-BUPro model

We consider the application of the HOMe-BUPro model
at two different stages of business process management: the
design time and the enactment/run time as will be described
in the next two subsections.

1) Design time: We based our model on the general
characteristics of a business process to capture the coordi-
nation efforts among involved people, considering a process
to be composed of a set of Activities. For each Activity,
it is possible to specify the Roles that are involved in its
accomplishment. We identified two types of relations that
link Activities with Roles: a Role that is responsible for
the accomplishment of the related Activity (at least one
Role must be defined as being responsible for an Activity)
and a Role that is involved in the accomplishment of the
Activity (the presence of this relation is optional). The
two different relations emphasize two possible positions in
regards to the Activity to be completed: one is a position
of full responsibility toward the overall accomplishment
of the Activity; the second one, is a position indicating
an optional involvement to support who is responsible to
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Figure 2. An example of a Claim Request process at the design time.

complete the Activity (e.g., to emphasize the difference
between a Physician responsible for a Drug Administration
activity and a Nurse supporting the Physician if we consider
a subordinate relation, but also to emphasize the difference
between a General Practictioner responsible for a Patient
and a Specialist, when the General Practitioner asks the
Specialist an opinion in regards to a Diagnosis). Figure 2
reports a sample process, as defined at the design time. This
process was inspired by an insurance Claim Request process
after a car accident considering only a subset of activities of
the overall process. Role R; is responsible for Activity A,
while Role Ry is involved in its accomplishment. Roles Ro
and R3 are both responsible for the accomplishment of A,.
The model allows us to define that the same Role, R4, is both
responsible for the accomplishment of an Activity, A;, and
is involved in the accomplishment of another Activity, As.
Specifically for the case in example, Activity A; is about
Claim Registration, under responsibility of an Agent (R1)
of the insurance company, who will follow then the entire
evaluation process. Optionally, a Junior agent (R4) could
be involved to support the Agent responsible for the Claim
Registration activity. A, is about the First Evaluation of the
Claim (to identify a guesstimate amount of the request).
This Activity is both under responsibility of an Accountant
(R2) and a Supervisor (R3). After this first evaluation, the
request passes through more formal steps, like the Document
Collecting activity (As). This activity is under responsibility
of a Document Collector (R5), who in some cases could
involve also the Agent following the Claim Request.

Then, at the design time, it is necessary to anticipate for
each Role all of the Actors who could possibly assume that
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Role and hence which Actors would be possibly involved
in the accomplishment of the related Activities (even if the
Actors who will actually accomplish an Activity during an
instance of the process will be specified at the enactment
time). To guarantee covering most of the possibilities of real
work environments, the HOMe-BuPro model allows both to
model collaboration among Actors with respect to a single
Activity (e.g., modeling a pool of Actors who are involved
in the accomplishment of the same Activity, as shown for
Activity As, the First Evaluation of the Claim, in Figure 2,
where both Accountant John, a4, and Jim, as, have been
involved to possibly collaborate for that Activity’s accom-
plishment) and provide collaboration among the Actors who
are involved in the accomplishment of different Activities
(e.g., for the Agent Susan, aq, and the Document Collector
Joe, ag, who are both involved in the accomplishment of the
Claim Registration activity A; and the Document Collecting
activity As).

Activities can be related as in the usual workflow models
in terms of mandatory precedence (Claim Registration, A1,
which precedes the First Claim Evaluation, A,, must end
before the First Claim Evaluation can be executed, as shown
by the arrow connecting A; and A, in Figure 2), but they
can be related also in terms of interdependence (as shown in
Figure 2 by a line connecting A; with Ajs indicating some
form of interdependence among the Claim Registration
and the Document Collecting activities). Interdependency
describes a weaker relation, which indicates that the
accomplishment of an Activity can be related to the
accomplishment of another Activity without imposing a
strict execution order. This construct also means that the
Actors involved in the accomplishment of interdependent
Activities, not just the Actors following a strict sequential
order to complete two Activities one next to the other, can
be considered as mutually dependent [25]. Accordingly,
two Actors being mutually dependent means that an Actor
relies positively on the work performed by the other to
accomplish her duties, and vice versa. When two Actors are
mutually dependent, this dependency could be described
in terms of what has been defined as Coordination
Requirements [26]. Coordination Requirements in fact
describe an “objective” measure that is defined for the
domain of large software development projects and express
that the coordination efforts required for developers to
complete their project could be defined according to the
level of interdependence among the software modules of that
project. The theme of interdependence is to be considered
not only for software development, but also for business
process management [25]; in this latter case, dependency
rather than considering software module dependencies
can be measured in terms of task interdependencies. An
investigation of task interdependency can be found in a
previous study [27], where a measure for representing the
degree of task interdependency is defined. The authors of
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this study relate this measure to other process characteristics,
such as the coordination mechanisms that are required for
people to manage their coordination to get their job done
according to a certain degree of Task Interdependence.

Measuring Interdependence: For measuring interde-
pendence among Actors involved in the accomplishment of
a process and hence to identify the related Coordination
Requirements, we combined the concepts of Coordination
Requirements with Task Interdependence. In fact, with
respect to Task Interdependence, we considered that the
coordination efforts needed to accomplish different activi-
ties are related to Task Interdependence: different degrees
of task interdependency require people to adopt different
coordination modes, from stricter, such as plans and rules
for a high level of Task Interdependence, to weaker, such
as unscheduled informal meetings for low interdependent
tasks. Stricter coordination modes such as plans and rules
require the involved Actors to perform a higher extra work
effort to manage high Task Interdependence, i.e. to perform a
huge amount of what has been called articulation work [25],
while weaker coordination modes used for articulating low
interdependent tasks require lesser articulation work than
plans and rules. In regards to Coordination Requirements,
we considered the idea behind Coordination Requirements
to automatically computing them according to the degree of
software module dependency. Accordingly, we defined the
Coordination Requirements of Actors who are involved in
the accomplishment of related Activities within a business
process. The interest in identifying Coordination Require-
ments is based on the hypothesis that focusing on Coordi-
nation Requirements that arise among Actors to accomplish
a business process (and hence on local aspects of change)
will provide useful information to infer details about user
resistance to change. Specifically, these aspects of resistance
to change are not related to the measures that are based
on individual differences [28] or to those based on general
organizational measures about change. Instead, these aspects
are related to the more objective measure of the coordination
efforts that are imposed on Actors by the new organization
of the work, i.e., on what we defined as the coordination
aspects of user resistance. In this case, we argue than
higher Coordination Requirements could be associated with
increased work complexity and higher efforts of articulation
work needed, which would result in a stronger form of user
resistance or at least in a reduction of user satisfaction. This
is in line with the study of [29], where it is shown that
some job characteristics such as skill variety and autonomy
are negatively related to satisfaction after the introduction
of an organizational technology affecting the usual work
practices. The choice of defining Coordination Requirements
as objective measures of work complexity as an alternative to
more complete scales to determine job characteristics, such
us the scale described in a previous study [30], is motivated
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by simplifying the measures that are related to identifying
local aspects of change. The definition is also motivated by
being more objective because Coordination Requirements
are automatically generated by the business process model
itself, and this generation does not require a longer subjective
evaluation by the people who are involved.

Similarly to the formula proposed by Cataldo and col-
leagues [26], we defined Coordination Requirements as a
measure that is computed using the following formula:

CR = Ty * Tp * TY 1)

where T’y represent the Task Assignment matrix, T repre-
sents the Task Dependency matrix and 77 is the transpose
of the Task Assignment matrix. In the work of Cataldo and
colleagues [26], T4 is built considering the developers who
opened files related to a software modification request; T
is identified by considering syntactic dependencies among
the source code files of a system. In our case, the Task
Assignment matrix identifies the Actors who are in charge
of accomplishing each Activity in the process. The Task
Dependency matrix describes the dependencies among the
Activities of the considered process. We have different Task
Assignment matrixes, which are defined at different stages
of the management of the process: one matrix is defined
at the design time, and one is designed at the enactment
time. At the design time, the Task Assignment matrix is
automatically generated from the process model, while at
the enactment time the Task Assignment matrix considers
only the Actors who were in charge of the accomplishment
of an Activity for the specific instance of that process.
The Task Dependency matrix is, instead, the same at both
the design and run times, and it is automatically derived
from the process model by extracting both the precedence
and the interdependency relations among the Activities.
Table I shows a Task Assignment matrix that is automatically
generated from the process represented in Figure 2. The table
is built as follows.
For each Actor:

« the Actor is assigned 2 each time that she can play the
Role responsible for an Activity (e.g., in Table I, where
ay is assigned the value 2 in correspondence with A;
because, as shown in Figure 2, a; can play the Role
Ry, which is responsible for A;);

o the Actor is assigned 1 each time she can play a
Role that is involved in the accomplishment of an
Activity (e.g., in Table I, where ag is assigned 1 in
correspondence with A3 because, as shown in Figure 2,
agz can play Role R;, which is involved in Ajg);

o the Actor is assigned 0, when there is no relation
between the Role and the Activity.

These weights have been arbitrarily defined, and it is pos-
sible to consider smarter strategies for assigning them. In
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Table I
THE T4 TABLE GENERATED FOR THE CLAIM REQUEST PROCESS AT
THE DESIGN TIME

| Role | Actor | Ay | Ay | A3 |

Ry ai 2 0 1
Ry a2 2 0 1
Ry ag 2 0 1
Ry a4 0 2 0
Ro as 0 2 0
R3 ag 0 2 0
R3 a7 0 2 0
R [ o 100
[ Rs | a [0 ]o[2]

any case, the assignment follows a rationale that considers
the effort requested in the accomplishment of an Activity
to change according to the Role played by the Actor.
Responsibility requires more effort than pure involvement,
which is reflected in the values of the associated weights.

Table II presents a Task Dependency matrix that was
automatically generated from the business process described
in Figure 2. This Table reflects the static nature of the design
of a process because the dependencies among the activities
are fixed according to the model that was defined at the
design time. The Tp is built as follows.

For each Activity:

o the Activity is assigned 2 when the column refers to
the same Activity in a row. In other words, within the
same Activity, the coordination effort requested for the
Actors involved in the accomplishment of that Activity
is the highest. For example, A; is assigned the value 2
in the column Aj;

o the Activity is assigned 1 when, in a column, the
considered Activity follows the Activity considered in a
row. For example, in Figure 2, it is clear that A5 follows
Ajy; then, in Table II, the Activity A; is assigned 1 in
correspondence with A,. The precedence relation is not
symmetrical (if A, follows Ay, it does not hold that A
follows As). Consequently, in Table II, A5 is assigned
0 in correspondence with Aq;

« the Activity is assigned the value of 0.5 to emphasize
the presence of an interdependency with the Activity
of the corresponding column. In this case, in Table II,
Aj in correspondence with Ag is assigned 0.5 because,
as shown in Figure 2, A; is interdependent with As.
Additionally in this case, interdependency is not sym-
metric, as shown in Table II, where for Az there is a
zero value assigned with regard to Aj;

« the Activity is assigned 0, when there is no dependency
among the Activities.

Additionally in this case, the weights have been arbitrarily
defined, and it is possible to consider smarter strategies
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Table II
THE T'p TABLE GENERATED FOR THE CLAIM REQUEST PROCESS AT
THE DESIGN TIME

L [ A [4s] 4]
Al 21 [os
A3 | 0

A3 0 0 2

to assign them. Nevertheless, a rationale is followed that
considers the effort requested from Actors in the accom-
plishment of an Activity to change according to the degree
of dependency among the Activities. This ranges from the
highest effort among the Actors accomplishing the same Ac-
tivity (the strongest dependency) to the lowest effort among
the Actors who where involved in the accomplishment of
the interdependent Activities (the weakest dependency).

According to Formula 1, it is possible to generate the
Coordination Requirements table. Table III describes the Co-
ordination Requirements that are associated with each pair
of Actors according to the Claim Request process described
in Figure 2. For each Actor (a single row, e.g., in Table III
the first row refers to the Coordination Requirements of ay),
the Table reports the Coordination Requirements that are
calculated with respect to all of the other possible Actors
identified in the design phase. The last two columns, S; and
So aggregate the data about the Coordination Requirements
that are related to a specific Actor. S; is about the sum of all
of the Coordination Requirements of an Actor with respect
to all of the other Actors involved in the process, and So
is about the sum of the Coordination Requirements for a
Role, considering all of the possible Actors who play that
Role. While the columns of the table with the names of other
Actors identify the Coordination Requirements concerning
Actor-Actor interactions, the last two colums (S7 and S3)
are about a more general and comprehensive quantification
of Coordination Requirements posed to each of the Actor
involved in the process. This evaluation would be useful
for example in comparing the coordination workloads re-
quested to an Actor in regards to different processes: e.g.,
comparing the Coordination Requirements for the actual
process (i.e., before the organizational change) with the
requirements posed by the re-designed process as supported
by the Workflow Technology (i.e., after the organizational
change as simulated by means of the WES tool); in other
cases, this evaluation would be useful also in giving the
possibility to any involved Actor to compare her workload
with the workloads of the others.

Consider for instance the case of John (a4) and Jim (as),
both Accountants responsible for the accomplishment of the
First Evaluation of the Claim (A»). Because of their com-
petition for a promotion, they do not want to collaborate at
all. Instead, as reported by Table III, a4 and a5 are enforced
to possibly collaborate with one of the highest values of
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Table IIT
THE CR TABLE GENERATED FOR THE CLAIM REQUEST PROCESS AT
THE DESIGN TIME

Ri | Ri | Ri | Ry | R2 | R3 | R3 | Ry | Rs

a1 | a2 | a3 | a4 | a5 | as | a7 | as | a9 | S1 | Sa2
a1l a4 alalalale]so]17
a1 ||| a4l alalalale] 5|17
as |11 ||| a4l alalalalel] so]1m
as | 2] 228 [s8[s[s8s[o]a]al]s4s
as | 2 | 228|888 ]o] 4] 4]s
as| 2] 2288 s[s8s]o]a4]a]ss
ar | 2 2128 | 8] s|s8[o]a4]a]ss
las (454545 222221 [245]245]
a4 Ja]aJoJoJoJoJo]s ]2 ]20]

the identified Coordination Requirements (measured with
the strength of eight, where eleven is the highest value)
according to the new organization of work imposed by the
new Claim Request process that is simulated by using the
WES tool. So, in this case, more than other Actors, such as
Steve (ag), the Junior agent, with his highest Coordination
Requirement set to 4.5, John and Jim might probably exhibit
a resistant behavior toward the new organization of work
as imposed by the Workflow Technology. In regards to S,
the value of S; for both John and Jim is set, after the
change of the considered process, to one of the highest
values (42, where 59 is the highest value). Our hypothesis
is that an increase of the Coordination Requirements for an
Actor would correspond to a possible increase of a resistant
behavior toward the organizational change induced by the
introduction of a Workflow Technology.

The data about the columns in the CR table emphasize
how much an Actor is involved in the coordination of
Activities for a given process by considering that the
measure of this involvement is based on what could occur
according to the design of the process but it is not based
on considering the specific instances of that process. The
next step is to consider how these data could change for a
specific instance of that process.

2) Enactment and Run time: At this time, among the
possible Actors specified at the design time, the Actors
actually involved in the execution of the Activities related to
the current instance of the process will be chosen. Figure 3
depicts a possible instance of the Claim Request process
that is considered in Figure 2. In this specific instance,
Susan (a;) is the only Agent who is responsible for the
accomplishment of the Claim Registration activity A;; John
(a4), an Accountant, and Paul (a7), a Supervisor, are both
responsible for the accomplishment of the First Evaluation
of the Claim (As); Joe (ag), a Document Collector, is
responsible for the accomplishment of the Document Col-
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lecting activity (As), while David (a3), an Agent, is involved
in the accomplishment of that Activity (see Figure 3, in
which each assigned Actor is represented with a double-
lined circle). Consequently, a new Task Activity matrix is
automatically determined by accounting for only the Actors
who are actually involved in the execution of that specific
process instance. For the situation after the enactment has
occurred, as depicted in Figure 3, Table IV is generated. To
emphasize the differences with Table I, describing a static
situation according to the design phase, in Table IV, the
Actors underlined in the second column (named Actor) are
the only Actors enacted for the considered instance of the
process. Instead, the weights underlined are the weights that
are changed in the T4 table, which reflect the change from
the design time to the run time after enactment. Specifically,
the values in Table IV are all at least equal to or at most
less than the values in Table I because the table at the
design time describes a wider set of possibilities to assign an
Actor for the accomplishment of an Activity. Consequently,
applying Formula 1 to the Task Activity matrix generated
at the run time (Table IV) and to the Task Dependency
matrix (Table II), it is possible to compute the Coordination
Requirements table that is specific to that instance of the
process (see Table V). Again, the Actors underlined in the
first column are the only Actors enacted for the considered
instance of the process. Instead, the weights underlined
report the specific Coordination Requirements, which were
changed according to the data reported by Tables IV and II.
In this way, S; and Sy in Table V describe, for each
Actor enacted for that instance, the sum of the Coordination
Requirements with respect to all of the other Actors and with
respect to the Role played by that Actor. Again the values
contained in Table V are all at least equal to or at most less
than the values contained in Table III thus reflecting the
different Coordination Requirements that occur at either the
design or run times. In this specific instance of the Claim
Request process, John (a4) and Jim (as) are not enacted
together, but only John is assigned for the completion of
the First Evaluation of the Claim (As). Consequently, the
Table V reflects this fact because both cells at the cross
of a4 and as related rows/columns (and viceversa) equal
zero (i.e., no Coordination Requirements among John and
Jim are set for this instance). Obviously, this is the case
for a single specific instance of the Claim Request process,
so it is not possible to base the identification of possible
resistant behaviors on a single case. For this reasons, our
tool will refer either to data related to the design time
(summarizing the set of all the possible cases) or to data
related to the run time considering the single CR tables
related to the instances of the considered process. The idea
of considering two different sources of data to identify
Coordination Requirements could be also used to implement
forms of Socio-Technical Congruence [31] that is a way to
measure the proportion of the Coordination Requirements
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Figure 3. An example of instance of the Claim Request process after
enactment.
Table IV
THE T’y TABLE ADAPTED FOR THE CLAIM REQUEST PROCESS AFTER
ENACTMENT

’Role ‘ Actor ‘ Aq ‘ Ao ‘ Az ‘

Ry ay 2 |1 0 | O
Ry az 0| 0| 0
Rq as 0| O 1
Ry agq 0| 2 | 0
Ro as o] 0 | O
R3 ag 0O 0] O
R3 ary 0| 2 | 0
R [0 o [0
[ Rs [ ao [OJO]2]

that actually emerged (at the run time) relative to the overall
Coordination Requirements defined at the design time.

C. The Activity Circle Module

Once the information about a process and the related
instances is collected, the Activity Circle (AC) is then used
to make this information distributed (and hence shared)
among the various participants who are involved in the
business process. The Activity Circle relies on a social
proxy approach [32] to social visualization [33], which is
a way of visualizing any type of information that is related
to the interactions that occur among people, by choosing
to represent any of this information in terms of a social
proxy (a graphical representation of that information). The
visualization of the various social proxies involved then
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Table V
THE CR TABLE GENERATED FOR THE CLAIM REQUEST PROCESS AT
RUN TIME
Ry |Ry |Ri | R2 | Ro| R3| R3 | Ry | Rs
a1 | a2 | a3 | a4 | a5 | ag | ar | as | ag | S1 | S2
ai| 80|14 |]0]0]4]0]|2|19]25
a2 | 0|0 |JO]O]JO|JO]JO]O]O 0
az | 0| 0| 2|0 | 0]0]0 |0 | 4]6]25
as | 0l O 2|80 |0 ] 8|04 |22]22
as | 2 | 0| 0] 0O0]O]O|JO]O]O]|O] 22
ag | 0 | 0 ) O] O]O]O|JO]O]O]|O0O]|22
az| 0O |2 |80 |00 |O0]o0]|22]22
las[oJoJofJofofofofoJofofo]
las[o0fof4afofJoJoJoJo]s ][]

describes the trends in people’s attitudes, opinions and
behaviors. Because our focus is on WT acceptance, we
mainly consider the information that can be shared among
users of a Workflow Technology. In a previous study [1], we
considered to distribute the information about how much a
specific user intended to break the way of accomplishing her
work with respect to the nature of the Workflow Technology
that was imposed on her. Another study [19] focused on
distributing information about perceived viscosity, i.e., about
the perception that a user had of her increased or decreased
effort requested to complete an activity after the introduction
of a Workflow Technology. To this aim, Figure 4 describes
an example of Activity Circle generated for a sample process
of a Claim Request process. The process encompasses ten
different Activities (the related dots in the Activity Circle
shown in the figure). Each Activity is under responsibility of
a Role (each Role is associated with a different color in the
AC, for sake of readability in Figure 4 each Role responsible
for an Activity is described using a different shape) and each
Role could be played by a different Actor. For instance, the
three pentagons are associated to three different Activities
under responsibility of the Agents of the insurance com-
pany. The two triangles are related to two Activities under
responsibility of the Supervisor role. As the triangle dots are
closer to the center of the Activity Circle, the related Actors
playing the Supervisor role perceived a stronger value of
the viscosity as a consequence of the introduction of the
Workflow Technology, while Agents, whose related dots are
farther from the center of the AC, perceived a smaller effort
requested to complete their activities. In fact, the closer a dot
is to the center of the AC, the higher the perceived viscosity
is, and vice versa, the farther a dot is from the center of
the AC, the lowest the perceived viscosity is. Because this
visualization is available to any of the involved users, the
distribution of viscosity information makes each user aware
of the others’ perceptions, and this would mutually influence
the attitudes toward the adoption of the new Workflow
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Technology. In particular, what are the possible reactions of
the “Supervisors” (considered as a group, the group whose
members are the Actors assuming the Role of Supervisor) in
regards to the “Agents”, because of their perception of the
different efforts requested after the introduction of the tech-
nology? If we reason in terms of power, and power during IS
implementation matters [34], Supervisors, perceiving higher
viscosity than Agents, feel to be considered powerless than
Agents in the new organization of work. This would have to
be balanced with some strategy to limit the possible negative
attitude toward WT by Supervisors.

In the current proposal, we focus instead on the visu-
alization of the more objective measure of Coordination
Requirements among the different users to provide a type
of information that is possibly related to user resistance
toward the new WT. The nature of Activity Circle is to make
information about Coordination Requirements distributed
and, hence, shared among the different users. Consequently,
this goal makes each user aware of the possible differences
in the related work complexities and the redistribution of
work after the redesign of the process; hence, the AC can
make evident possible cases of relative deprivation in the or-
ganizational setting [35]. Here, the relative deprivation refers
to the discontent that each employee might feel when she
compares her position to the positions of her colleagues and
realizes that she has a higher burden of work; she believes
that she does not deserve to have this higher burden of
work compared with those around her. Relative deprivation
could be then related to the perception of organizational
injustice [36], and the level of this injustice would either
favor or not favor the emergence of user resistance.

We provide here two different but related views: the
Actor view and the Role view. The Actor view is about
the visualization of Coordination Requirements among the
different Actors who are involved in the same business
process. The Role view is similar to the former view, but it
focuses instead on providing the Coordination Requirements
that are related to each of the involved Roles that the Actors
have assumed. Considering here the case of data collected
during the run time, the Actor view is related to the S
columns of the CR Tables that are associated with all of the
instances of the same process. Specifically, each of the dots
in the Activity Circle, where each dot is a proxy of one of
the Actors involved in at least one of the instances of a given
business process, is characterized by three different graphical
aspects, each of which relates to some of the Actor’s traits:
the position, the size, and the transparency. The position of
a dot is computed using the following formula:

N
position(a;) = Z Si(a;)j/N (2)
j=1

where the Coordination Requirements of a; with respect to
all of the other involved Actors (S} (a;)) are added for any
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Figure 4. A sample of the Activity Circle showing the perceived viscosity for the activities of a Claim Request process.

of the j—specific instance of the process, and N represents
the overall number of instances. The position of a dot is
thus a clear indication of the Coordination Requirements of
the related Actor: the farther a dot is from the center of
the AC, the more Coordination Requirements the Actor has
compared with the other Actors, and vice versa, the closer
a dot is to the center of the AC, the fewer Coordination
Requirements the Actor has with other Actors.

Size involves the dimension of the dot and is calculated
according to the following formula:

N
size(a;) = Z enacted(a;); /N 3)
j=1

where enacted(a;); equals 1 if the Actor a; was enacted in
the accomplishment of instance j, and it equals O if not; N
represents the overall number of instances of a process. This
graphical aspect of the dot means that the size of the dot
is defined proportionally to how much the value of size(a;)
is closer to 1. The larger the size of the dot is, the more

the related Actor was enacted in most of the considered
instances of the process. In other words, the size of the dot
could be related to the experience of the corresponding Actor
or, more specifically, to the accountability of that Actor
within the considered organization.

The transparency of the dot is computed using the fol-
lowing formula:

transparency(a;) = Z(Sl(ai)j — position(a;))* /N

J=1
“

where the closer to zero the transparency(a;) is, the less
the related dot is transparent. This arrangement means that
the transparency reflects the variance of the Coordination
Requirements of an Actor with respect to others. A dot that
is not transparent means that the related Actor had the same
Coordination Requirements with respect to other Actors for
all of the different instances of the considered process.
Similarly, a Role view could be implemented by aggre-

N

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

11



gating, for each Role, all of the data about the Coordination
Requirements for all of the Actors who played that Role.
Consequently, the dots of this visualization would represent
Roles (and not single Actors) to display how the Coordina-
tion Requirements are distributed among the different Roles
that are involved in the execution of the considered business
process.

It is possible to identify two scalability issues related to
the AC visualization: first, the number of dots (associated
to the number of Actors involved in a modeled process)
which can be visualized within a single Activity Circle;
this could raise an issue, if the number of dots is too high;
second, the number of instances considered to generate each
of the dot’s characteristics; in fact, when too much instances
are considered to generate the dots to be displayed on the
Activity Circle, this might rise some problems especially in
regards to the size of a single dot (too large) or to its position
(too far from the center of the AC). We are confident that
the solution of this second issue is also helpful to solve
the first one. In fact, in order to deal with the possible
issue due to a larger number of instances considered, we
designed the system considering that each of the dot’s
characteristics will be normalized to a logaritmhic scale.
This is useful both for large corpus of data, in order to
limit the effects of the differences (giving the possibility of
minimizing the differences among both dots’ sizes and dots’
positions) and also for small corpus of data (to emphasize the
possible differences among the dots to be visualized when
considering few data). The fact to reduce the effects of the
dots differences considering large source of data makes also
feasible to manage the visualization of a larger number of
dots, contributing to the solution of the first scalability issue.

With both Actor and Role views, any Actor can visualize
the Coordination Requirements about either the different
Actors who are involved or the different Roles that are
involved in the accomplishment of a process. Accordingly,
this information makes clarification for the requesting user
about the nature of the new arrangement with respect to the
complexity of her work and the complexity of others’ work.
Hence, the related coordination aspects of user resistance can
be elucidated. Consequently, if any form of user resistance
has occurred, with the AC, we have built a mechanism that
promotes social influence to reduce the impact of the resis-
tance. However, we must evaluate whether this mechanism
can effectively reduce the impact of user resistance toward
WT adoption. In any case, if it is not possible to reduce
user resistance, then the AC contributes to making different
users aware of the aspect of resistance that is related to
coordination efforts. The AC accomplishes this goal in a
measurable fashion, giving the involved users voices and
allowing the management to hear this voice clearly. In
addition, this is done in an anonymous form to address users’
fears of possible retaliation. To socialize information about
the Coordination Requirements makes relative deprivation
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explicit and can bring about a reduction in the perception of
organizational injustice [36]. With regard to the procedural
justice that is advocated because of participation in the
definition of new procedures [37] or because of the goal
to reduce employees’ frustration in response to instances of
organizational power [18], the AC can represent an alterna-
tive channel to provide voices for users, especially in the
presence of perceived procedural injustice [38]. The AC can
also facilitate vicarious learning [39] about situations that are
related to the new organization of the work by allowing users
to learn from each other by observing the other colleagues’
workloads and by making it possible to find users who use
forms of unintentional “employee silence” [40].

IV. EVALUATION OF THE WES TOOL

The next step is to evaluate the real effectiveness of the
WES tool in limiting the possible negative effects that are
related to the coordination aspects of user resistance. To
do this, it is necessary to study the WES adoption in real
cases in which a Workflow technology—induced organiza-
tional change is occurring. To evaluate the effectiveness of
the WES tool, a set of experimental studies needs to be
implemented. First of all, a study to demonstrate, even if
some indirect evidences are available (see e.g., [29]), that
Coordination Requirements are positively related to user
resistance: i.e., the more the Coordination Requirements for
a user are, the more probably she will exhibit a resistant
behavior and viceversa. In addition, it would be useful also
to identify other job characteristics related to user resistance
such as autonomy [30] to enrich the WES tool. However,
this considering only the job characteristics which could be
easily incorporated into the WES tool because they could be
automatically generated from the workflow model designed
using the WES tool. Next, it is necessary to implement a set
of longitudinal studies comparing measures related to user
resistance before and after the change induced by the new
organization of work as a consequence of the introduction
of a Workflow Technology; this has to be done considering
both generic organizational measures such as organizational
commitment and locally relevant constructs associated to
the re-designed process [10]. The comparison of the values
measured before and after the change, could be used to
describe at what extent the change possibly determined the
rising of resistant behaviors.

While it is clear when to set the “before” time, i.e., before
the change process has been initiated, to set the “after” time
is more critical. In other words, when will it be convenient
to measure the effects of the change? The risk is that the
later the “after” is set in time, the more the effects of the
change are radical and most of all the more the costs of
WT implementation have been risen. Conversely, the risk is
that the sooner the “after” is set in time, and the lesser the
effects of the change might be perceived by the involved
users; consequenlty, what is measured would not precisely
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predict the rising of resistant behaviors. It is so necessary to
find an acceptable trade-off to set the “after” time. What is
an acceptable trade-off is however still a research question.
Some authors [29] considered to set the “after” time during
what is called the ‘“shakedown” phase of the technology
deployment. This phase is considered as lasting from the
point the Workflow Technology is functional and accessible
by users until normal use is achieved. This is considered as
the most shocking phase for the users, who have to deal with
the new technology and hence with the real consequences of
its introduction; so, during this time, it is more possible than
users will exhibit resistant behaviors. Though we consider
this reasonable, we claim that however to set the “after”
time in the shakedown phase might result too later in time,
that is, in this case, the costs for the implementation of the
technology have been already risen, and also the time needed
to implement the Workflow Technology has been already
spent. What if all users during this phase would resist to
the adoption of the new technology? Perhaps is it better to
have a less realistic measure of resistance (e.g., to identify a
probability of resistance less accurately) but to limit the costs
of implementation? We believe that anticipating as much as
possible the setting of the “after” time would be the right
answer, and this is our challenge in proposing the WES tool.
Obviously, we need an experimental proof that to anticipate
the “after” time by using the WES tool gives however a
good approximation to predict the possibility of resistant
behaviors. To demonstrate this, we need to implement an
experimental study in which a group will be assessed to
measure constructs related to user resistance in the shake-
down phase, while another group will be assessed with the
WES tool in a very preliminary phase of the change, that is
by providing users with a simulation of the change occuring
with the re-designed process. The comparison of the mea-
sures collected at the two different times by considering the
two different groups will provide some useful information
about the feasibility of the WES approach. Another point
to investigate is about the effectiveness of the WES in
communicating the consequences of the change, because we
claim that socializing the information about consequences
of the change by means of social visualization techniques
should mitigate the emergence of resistant behaviors. In
this respect, another study should compare two (or possibly
more) groups in which the same change at the same “after”
time is communicated. With this design of the study, it is
possible to compare the measures related to user resistance
between the two (or more) groups in order to identify
whether the use of the WES tool is more effective or not
to limit the possible rise of resistant behaviors than other
strategies used to manage an organizational change induced
by the redesign of a work process.
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V. CONCLUSION AND FUTURE WORK

The paper presented the WES, a tool for anticipating the
possible effects of user resistance toward the introduction
of a Workflow Technology at an early stage of its imple-
mentation. In fact, with WES, it is possible to design a
business process and to simulate its execution by involving
the possible Actors. Actors can be made aware of the
Coordination Requirements with respect to the other mutual
Actors through the Activity Circle. The AC implements a
social visualization approach in which the position of each
dot on a circle represents the strength of the Coordination
Requirement of the related Actor. The visualization of the
Coordination Requirements associated with each Actor then
allows for sharing the coordination aspects of the user
resistance among the involved people. This visualization is
intended to give voices to real users about the organization
of the work (as imposed by the Workflow Technology) at an
early stage of the implementation in an attempt to limit their
possible frustration and provide managers with information
that allows them to address, as soon as possible, any user
resistance. This approach limits the possible ramifications
that result from (at worst) a “sabotage” of the system [15]
or that limit the costs for redesigning the system. The WES
encompassing the HOMe-BUPro model and the visualiza-
tion of Coordination Requirements is being implemented as
a part of a research project of the author by integrating these
new features within the existing WES system [41]. Future
work will focus first on the evaluation of the effectiveness
of the WES tool (see Section IV); second, future work will
focus on evaluating the possibility to integrate in the WES
tool different “organizational” measures that are related to
user resistance and to find the way to visualize them with
the Activity Circle in a coherent way.
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Abstract— Extreme weather events such as heavy precipitation
can be analyzed from multiple perspectives such diverse as the
daily intensity or the number of consecutive wet days. Thus, it
is necessary to get an overall view of the problem in order to
characterize the extreme precipitation occurrence along time
and space. Extreme precipitation indices, estimated from the
empirical distribution of the daily observations, are
increasingly being used not only to investigate trends in
observed precipitation records, but also to examine scenarios
of future climate changes. However, each of the indices, by
itself, shows only a part of the phenomenon and there are
multiple examples where one single index is not sufficient to
characterize the occurrence of extreme precipitation.
Therefore, a high dimensional approach should be considered.
In this paper, we propose a framework for characterizing the
spatial patterns of extreme precipitation that is based on two
types of visualization approaches. The first one uses linear
models, such as Ordinary Kriging and Ordinary Cokriging, to
produce continuous surfaces of five extreme precipitation
indices. The second one uses a three-dimensional Self-
Organizing Map to visualize the phenomenon from a global
perspective, allowing identification and characterization of
spatial patterns and homogeneous areas. Also, to allow an easy
interpretation of spatial patterns, a pattern matrix is proposed,
where variables and color patterns are ordered using a one-
dimensional Self-Organizing Map. The proposed framework
was applied to a set of precipitation indices, which were
computed using daily precipitation data from 1998 to 2000
measured at nineteen meteorological stations located in
Madeira Island. Results show that the island has distinct
climatic areas in relation to extreme precipitation events. The
northern part of the island and the higher locations are
characterized by heavy precipitation events, whereas the south
and northwest parts of the island exhibit low values in all
indices. The promising results from this study indicate that the
proposed framework, which combines linear and nonlinear
approaches, is a valuable tool to deepen the knowledge on local
spatial patterns of extreme precipitation.

Keywords-Climate; Kriging; Precipitation patterns; Self-
Organizing Map; 3D Self-Organizing Map.

. INTRODUCTION

The occurrence of extreme weather events, such as
extreme precipitation, is usually associated to an increase of
risk for some human activities. Therefore, the monitoring of
risk associated with such phenomena is a key element in

Ana Cristina Costa

ISEGI-UNL
Universidade Nova de Lisboa
Lisboa, Portugal
ccosta@isegi.unl.pt

ensuring safety, economic development and sustainability of
human activities.

Some extreme weather events, such as heavy
precipitation, can be analyzed from multiple perspectives as
diverse as the daily intensity of precipitation or the number
of consecutive wet days. Moreover, those perspectives often
have overlapping effects. Thus, when characterizing the
occurrence of extreme precipitation, it is necessary to get a
synoptic perspective of the phenomenon, considering all its
dimensions. This work extends our earlier work on extreme
precipitation in Madeira Island [1] regarding the use of
Geostatistical Procedures and a Three-Dimensional (3D)
Self-Organizing Map (SOM) [2-5] to visualize
multidimensional spatial data.

To get a uniform view on observed changes in
precipitation extremes, a core set of standardized indices was
defined by the joint working group CCI/CLIVAR/JCOMM
Expert Team on Climate Change Detection and Indices
(ETCCDI) [6]. Some of these indices correspond to the
enunciated perspectives of extreme precipitation. This kind
of climate data has, at least, two major problems: first, as
stated before, each of the indices, by itself, shows only a part
of the problem; second, precipitation indices are typically
measured in meteorological stations and, therefore, it is
necessary to estimate the values of those indices in areas that
are not covered by meteorological stations.

Extreme precipitation events can be characterized and
analyzed using multiple approaches. Numerous studies of
changes in extreme weather events focus on linear trends in
the indices, aiming to determine whether there has been a
statistically significant shift in such indices [7-10], but only a
few focus on their local spatial patterns [11].

In this paper, we propose a framework for the
exploratory analysis of extreme precipitation events that is
based on two types of approaches: the first one uses linear
models, such as Ordinary Kriging and Ordinary Cokriging,
to produce continuous surfaces of five extreme precipitation
indices; the second one uses a 3D SOM to visualize the
phenomenon from a global perspective, i.e., in all its
dimensions, allowing the identification and characterization
of homogeneous areas and the detection of spatial patterns.

To illustrate the effectiveness of the proposed
framework, we present a case study of precipitation events in
Madeira Island, which is a Portuguese subtropical island
located in the North Atlantic. It is considered a
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Mediterranean biodiversity ‘hot-spot’ and is especially
vulnerable to climate change [12]. During the winter season,
eastward moving Atlantic low-pressure systems bring
precipitation to the island and stationary depressions can
cause extreme precipitation events [12]. The characterization
of precipitation in Portuguese islands has been less studied
than in mainland Portugal [8].

The work reported herein investigates the spatial patterns
of extreme precipitation in Madeira Island during three
hydrological years (1998-2000). Amongst the eleven
precipitation indices proposed by the ETCCDI, five indices
were selected, hoping to achieve a global characterization of
the phenomenon in its different perspectives. The selected
indices capture not only the precipitation intensity, but also
the frequency and length of heavy precipitation events.
Although the period chosen is not significant for a robust
characterization of extreme precipitation events in Madeira
Island, it is sufficient to test the proposed framework and
provide an exploratory analysis of the phenomenon.

First, for spatial interpolation purposes, the spatial
continuity models of the five precipitation indices were
computed using geostatistical procedures, such as Ordinary
Kriging (OK) and Ordinary Cokriging (OCK). Finally, the
estimated surfaces of all the precipitation indices were
analyzed using a clustering tool especially adapted for
visualizing multidimensional data: the SOM.

This paper is organized into five sections as indicated:
Section Il presents the related work; Section Il presents the
framework; Section IV provides an example covering the
proposed framework; Section V reports some concluding
remarks.

Il.  RELATED WORK

Looking for spatial patterns and homogeneous zones is
an important field of study in climatology. The aim of this
paper is demonstrate that 3D SOM can be a valuable tool
when it is used together with some well known geostatistical
procedures, such as Kriging, in order to detect homogeneous
zones and spatial patterns associated to some extreme
weather events, such as heavy precipitation.

The use of SOM has brought a new approach to climate
analysis that allows us to circumvent some limitations of
traditional approaches [13], such as Principal Component
Analysis (PCA). A typical example of this was demonstrated
by comparing SOM and PCA in the extraction of spatial
patterns in Reusch et al. [14]. In fact, that work demonstrates
that PCA can fail to extract spatial patterns in cases where
SOM performs well.

Identifying homogeneous zones and spatial patterns is
one of the major fields of application of SOM in climate
analysis and we can find multiple examples of such
applications in the literature. For instance, in Hsu and Li
[15], SOM is used to recognize homogeneous hydrologic
regions and for the identification of the associated
precipitation characteristics. Guéye et al. [16] propose the
use of SOM, combined with a hierarchical ascendant
classification to compute, using the mean sea level pressure
and 850 hPa wind field as variables, the main synoptic
weather regimes relevant for understanding the daily
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variability of rainfall. In more recent work, SOM is applied
to, objectively, identify spatially homogeneous clusters [15].
In Gorricha and Lobo [17], the use of SOM is proposed for
the visualization of homogeneous zones using border lines
computed according to the distances in the input data space.
In Lin et al. [18], the SOM is applied to identify the
homogeneous regions for regional frequency analysis,
showing that the SOM can identify them more accurately
when compared to other clustering methods.

However, the use of SOM in climate analysis is not
restricted to spatial patterns recognition. The literature is also
rich in other examples, such as the use of the SOM to
classify atmospheric patterns related with extreme rainfall
[19], the use of SOM to identify synoptic systems causing
extreme rainfall [20] and some other examples of using the
SOM in climate studies, such as analysis of circulation
variability, evolution of the seasonal climate and climate
downscaling [13, 21].

Because the SOM converts the nonlinear statistical
relationships that exist in data into geometric relationships,
able to be represented visually [3, 4], it can be considered as
a visualization method for multidimensional data, especially
adapted to display the clustering structure [22, 23], or in
other words, as a diagram of clusters [3]. When compared
with other clustering tools, the SOM is characterized mainly
by the fact that, during the learning process, the algorithm
tries to guarantee the topological ordering of its units, thus
allowing an analysis of proximity between the clusters and
the visualization of their structure [24].

Typically, a clustering tool must ensure the
representation of the existing patterns in data, the definition
of proximity between these patterns, the characterization of
clusters and the final evaluation of the output [25]. In the
case of spatial data, the clustering tool should also ensure
that the groups are made in line with geographical closeness
[24]. The geo-spatial perspective is, in fact, a crucial point
that makes the difference between spatial clustering and
clustering in common data. Recognizing this, there are
several approaches, including some variants to the SOM
algorithm [26], proposed to visualize the SOM in order to
deal with geo-spatial features. In this context, an alternative
way to visualize the SOM taking advantage of the very
nature of geo-referenced data can be reached by coloring the
geographic map with label colors obtained from SOM units
[24]. One such approach is the “Prototypically Exploratory
Geovisualization  Environment” [27] developed in
MATLAB®. This prototype incorporates the possibility of
linking SOM to the geographic representation by color,
allowing dealing with data in a geo-spatial perspective.

In this study, we propose to use a clustering method for
spatial data based on the visualization of the output space of
a 3D SOM [28]. The proposed approach is based on the
association of each of the three orthogonal axes (x, y and z)
that define the SOM grid output space to one of the three
primary colors: red, green and blue (RGB scheme). The
results obtained in Gorricha and Lobo [28] point to a
significant increase in the clustering quality due to use of 3D
SOMs, when compared with the most usual SOMs, i.e.,
defined with a regular two-dimensional (2D) grid of nodes.
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I1l.  DATA ANALYSIS FRAMEWORK

The framework used in this study integrates two main
steps: first, the values of each index (variable) at unsampled
locations are estimated using geostatistical procedures;
second, the indices (variables) are visualized using the SOM.

A. Geostatistical modeling of precipitation indices

As the ultimate goal is to get an insight of the spatial
patterns of extreme precipitation, the first step is the spatial
interpolation of each primary variable (index averaged over
the study period). Geostatistical methods, known as Kriging,
are usually preferred to estimate unknown values at
unsampled locations because they account for the attribute’s
spatial continuity.

In this study, we will focus on two particular cases of this
group of linear estimators: the OK and the OCK. The main
difference between these two Kriging variants is that OCK
explicitly accounts for the spatial cross-correlation between
the primary variable and secondary variables [29].

A key step of Kriging interpolation is the spatial
continuity modeling, which corresponds to fitting an
authorized semivariogram model (e.g.,, Exponential,
Spherical, Gaussian, etc.) to the experimental semivariogram
cloud of points [29]. This procedure is extremely important
for structural analysis and is essential to get the Kriging
parameters [30]. The modeling results of this stage will be
detailed in the next Section.

The methodology used to model the spatial continuity of
each index can be summarized as follows:

o Determine the experimental semivariogram for the

two main directions of the island’s relief orientation
(if there is significant evidence of geometric
anisotropy). Isotropy can be assumed only if the
semivariogram is not dependent on direction [31];

In the remaining cases assume isotropy;

If there is evidence of strong correlation and linear
relationship between some primary variable and the
existing secondary information (i.e., elevation), the
model of co-regionalized variables is considered in
the semivariogram modeling phase.

After modeling the experimental semivariograms, the
OK/OCK methods are applied. The interpolation model
selected to describe each index will be chosen based on the
Mean Error (ME) of the cross-validation (or "leave-one-out”
cross-validation) results. This criterion is especially
appropriate for determining the degree of bias in the
estimates [32], but it tends to be lower than the real error
[33]. Therefore, the final decision will also consider the Root
Mean Square Error (RMSE) of the cross-validation results,
which is an error statistic commonly used to check the
accuracy of the interpolation method.

B. Using the SOM to Visualize the Precipitation Indices

After producing the spatial surface of each averaged
precipitation index, the main goal is to visualize this set of
variables in order to identify areas with similar patterns of
occurrence of extreme precipitation. To achieve this, we
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propose the use of the SOM, a data visualization tool that has
been proposed for visualizing spatial data [34, 35].

The SOM is an artificial neural network based on an
unsupervised learning process that performs a gradual and
nonlinear mapping of high dimensional input data onto an
ordered and structured array of nodes, generally of lower
dimension [4]. In its most usual form, the SOM algorithm
performs a number of successive iterations until the
reference vectors associated to the nodes of a bi-dimensional
network represent, as far as possible, the input patterns that
are closer to those nodes (vector quantization). In the end,
every input pattern in the data set is mapped to one of the
network nodes (vector projection). As a result of this
process, by combining the properties of an algorithm for
vector quantization and vector projection, the SOM
compresses information and reduces dimensionality [36].

After this optimization process, topological relations
amongst input patterns are, whenever possible, preserved
through the mapping process, allowing the similarities and
dissimilarities in the data to be represented in the output
space [3]. Therefore, the SOM algorithm establishes a
nonlinear mapping between the input data space and the map
grid that is called the output space.

Formally, let us consider a 3D SOM defined with three
dimensions [u v w] and a rectangular topology. The SOM
grid or the output space (N) is a set of (u X v x w) units
(nodes) defined in R?, such that:

N={n =[xy z]' eR*:i=12,.,uxvxw)} (1)

where x, y and z are the unit coordinates in the output space,
such that:

x=01,...,(u-1)
y=01,..,(v-1) (2)
z=01...,(w-1)

These coordinates must be adjusted to fit the RGB values,
which typically vary between 0 and 1. The new coordinates
(R,G,B) of the unit n; in RGB space can be obtained through
the range normalization of the initial values:

X
R=——;
u-1
As a result, each of the three dimensions of the 3D SOM
will be expressed by a change in tone of one particular
primary color (RGB) and, hence, each SOM unit will have a
distinct color label. This process allows that each geo-
referenced element can receive the color of its Best
Matching Unit (BMU), i.e., the SOM unit where each geo-
referenced element is mapped. Fig. 1 represents
schematically a SOM with 27 units (3x3x3) in the RGB
space followed by the geographical representation of several
geo-referenced elements painted with the color labels of
their BMU’s.

y z
G=—; =— 3)
v-1 w-1
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Figure 1. Linking SOM’s knowledge to cartographic representation. A color is assigned to each SOM unit (following the topological order).
Then the geo-referenced elements are colored with the color of their BMU’s.

The visualization strategy proposed in Fig. 1 is also
adaptable to explore the SOM output space of SOMs defined
with only two dimensions, indeed the most usual form.
However, this visualization strategy, based on the association
of an RGB color to each output space dimension of the
SOM, clearly won with the use of 3D SOMs.

C. Framework Diagram

In this subsection, we present a diagram (Fig. 3) that
summarizes the proposed framework for exploratory analysis
of extreme weather events that are characterized by several
variables measured in some meteorological stations along
time (several years).

The framework will encompass three major phases:

- Data extraction and preprocessing;

- Estimation of values at unsampled locations using
OK and OCK, including the Geo-statistical modeling
of variables along space;

- Visualization of the high dimensional spatial data
using the SOM.

IV. THE CASE OF MADEIRA ISLAND

A. Study Region And Data

This subsection provides a description of the study region
and of the data used to characterize extreme precipitation
patterns in Madeira Island in order to illustrate the
framework proposed in Section II.

1) Madeira Island

The study area corresponds to Madeira Island, which is
located in the Atlantic Ocean between latitudes 32° 30' N —
33° 30" N and longitudes 16° 30' W — 17° 30" W. The island
has an area of approximately 737 km? distributed over a
mountain range of 58 km oriented in the direction WNW-
ESE (Fig. 2).

The climate of the island is extremely influenced by the
Atlantic Azores anticyclone and also by its own
characteristics of altitude and relief direction [37]. In fact, the
island’s topography orientation causes a barrier, almost
perpendicular to the most frequent wind direction
(northeast). As a result of this natural barrier, there is a
continuous ascent of moist air masses from the Atlantic,
causing frequent precipitation in the northern part of the
island [37].

Elevation in meters

] 0-77
1 77-235
N [ 235-379
[ 379-516
[ 516-681
[ 681-824
I

I 1333 - 1622

0 5 10 20
L1 1 1 | Kilometers

Figure 2. Madeira’s island elevation model.

Despite the small size of the island, there are significant
differences in the climate of its two halves [38]: the northern
part of the island is colder and wetter; the southern part is
warmer and drier. Also, as expected, the precipitation on the
island increases with altitude but presents significant
differences between those two halves.
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FRAMEWORK DIAGRAM

1. DATA PREPROCESSING PHASE
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| Th

Year Y-(...)
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Year ¥/

e final data matrix is obtained with the mean values of each variable
measured at the p meteorological stations.

Variable 1 | Variable 2

Variable n Mean Values of
variables at stations

Station 1

Station 2

L Station p

p

In this phase it is necessary to identify the variables that allow
characterizing the phenomenon and the meteorological stations where
those variables are measured along time.

Variable 1 | Variable 2 Variable n

Station 1

Station 2

Station p
/

V4 N\

2. ESTIMATION OF VALUES AT UNSAMPLED LOCATIONS

e -

= T . - For each variable it is necessary to choose the best model for

- z spatial interpolation. The spatial continuity models will be

- = —= - = found through the experimental semivariograms.

&
Experimental Experimental Experimental
Semivariogram Semivariogram Semivariogram
Assuming Assuming for the model of
Isotropy Anisotropy (if co-regionalized
there is significant variables (f there
evidence of is evidence of strong [ A & A E A F
geometric correlation between
anisotropy) primary variable and - - *
secondary
information)

\_ VAN J/ . ) . A~
One model per variable will be chosen using cross validation
methods generating a raster model.

3. VISUALIZATION OF SPATIAL DATA
H f g,
H 4 _:;_/-—/ o
\\‘\ Blue P "
Variablel  Variable 2 .) ° _S_e -
Green —
The raster model of each variable will be used in a T o e -
3D SOM RN e, R
:.'\\ e - °
( T :; \D = 0 5 10 20 Kilometers

Each geo-referenced element (raster cell) receives the
color of its Best Matching Unit (3D SOM Output space)

To allow an easy interpretation a pattern matrix is proposed where variables and color patterns are
ordered using a 1D SOM. Also, by applying a color scheme to the values of each variable we can
easily identify the colors that represent high (red), mean (yellow) and low (green) values of each
variable.

Figure 3. Diagram of the proposed framework for exploratory analysis of extreme weather events that are characterized by several variables.
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The highest annual precipitation occurs in the highest
parts of the island and the lower rainfall amounts are
observed in lowland areas, such as Funchal and Ponta do Sol
[39].

2) Precipitation indices

The daily precipitation data used to compute the indices
were observed at 19 meteorological stations of the National
Information System of Hydric Resources (NISHR) in the
period 1998-2000 (Fig. 4) and downloaded from the NISHR
database (http://snirh.pt). In the present study, only annually
specified indices are considered. A wet day is defined as a
day with an accumulated precipitation of at least 1.0 mm.
The precipitation indices computed on an annual basis can be
described as follows:

e R1isthe number of wet days (in days);

¢ Rx1d is the maximum 1-day precipitation (in mm);

e CWD is the maximum number of consecutive wet
days (in days);

e SDII is named simple daily intensity index and is
equal to the ratio between the total rain on wet days
and the number of wet days (in mm/day);

e Rx5d is the highest consecutive 5-day precipitation
total (in mm).

Some of the selected indices are part of a variable set that
is widely used in rainfall-extremes analysis and for
recognition of the associated spatio-temporal patterns [40].

The precipitation data used in the subsequent analysis
corresponds to the simple annual average of each index from
October 1998 to September 2000, at each station location.
Summary statistics of these data are presented in Table I.
The combined analysis of the 5 indices allows characterizing
extreme precipitation situations under different perspectives,
namely considering the intensity, length and frequency of the
precipitation events.

The data and ancillary information used in this study,
particularly the island map and its Terrain Digital Elevation
Model (Fig. 2) were downloaded from the Instituto
Hidrogréfico website and from the GeoCommunity™ portal,
respectively.

® Meteorological Stations

0 5 10

20 Kilometers

I Y Y

Figure 4. Distribution of meteorological stations over the island (NISHR
network).

International Journal on Advances in Intelligent Systems, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/intelligent_systems/

TABLE I. SUMMARY STATISTICS OF THE PRECIPITATION INDICES
VALUES AVERAGED IN THE PERIOD 1998-2000
Variable CWD R1 Rx1d SDII Rx5d
(days) (days) (mm) (mm/day) | (mm)
Min 5 52 50 8 64
Median 9 104 114 15.00 216
Max 15 141 169 26 390
Mean 9.53 94.95 114.74 15.48 218.2
Standard- 3.1 27.47 35.0 4.26 92.9
deviation
Skewness 0.44 -0.25 -0.06 111 0.18
Kurtosis -0.77 -1.22 -1.22 2.15 -0.63
B. Results

In this subsection, we present the spatial interpolation of
the precipitation indices and the spatial patterns of extreme
precipitation obtained using the methodology proposed in the
previous Section.

Deterministic interpolation methods, such as Inverse
Distance Weighting (IDW), were not considered because
these methods produce inaccurate results when applied to
clustered data [32]. Actually, not only the number of stations
is small, but also the stations are not distributed equally over
the island.

One possible way to try to reduce the problem is through
the use of secondary information. In this study, we used the
elevation model of Madeira Island as secondary information
since some primary variables are strongly correlated with
elevation.

1) Spatial interpolation of precipitation indices

The semivariogram modeling was conducted using the
GeoMS® software and the spatial prediction models were
obtained using ARCGIS®. The final visualization of the
extreme precipitation was produced through routines and
functions implemented in MATLAB®.

Not surprisingly, the most correlated indices are Rx1d
and Rx5d. The remaining indices are moderately or weakly
correlated, which indicates their suitability to characterize
different features of the precipitation regime in Madeira
Island. Moreover, Rx5d and CWD are moderately correlated
with elevation (Table I1).

TABLE II. CORRELATION MATRIX BETWEEN INDICES AND
ELEVATION (ELEV.)
Variables Elev. CWD R1 Rx1d SDIl | Rx5d
Elev. 1
CWD 0.768 1
R1 0.424 | 0.684 1
Rx1d 0.393 | 0.242 0.489 1
SDII 0.308 | -0.134 | -0.098 0.627 1
Rx5d 0.616 | 0.440 0.542 0.804 0.62 1
Taking into account the results obtained in the

exploratory analysis (IDW models not shown), several
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modeling strategies were compared considering the spatial
continuity behavior assumed for each index and its
correlation with elevation (Table I11). Although the relief of
the island has a WNW-ESE direction, the analysis of the
estimated surfaces obtained with IDW shows no evidence of
anisotropy, except for variable Rx5d. This means that the
spatial variability of all other indices was assumed identical
in all directions (i.e., isotropic).

TABLE IIl. EXPERIMENTAL SEMIVARIOGRAM MODELING STRATEGIES
Index model A Spatl_al
Semivariogram behavior
number
assumed
CWD-1 Omnidirectional Isotropic
CWD-2 Linear rr_10de_3| of co- _ Isotropic
regionalization with elevation
R1 Omnidirectional Isotropic
Rx1d Omnidirectional Isotropic
SDII Omnidirectional Isotropic
Rx5d-1 Omnidirectional Isotropic
Semivariogram models for the . .
Rx5d-2 azimuth directions 100° and 10° Anisotropic
Linear model of co- :
Rx5d-3 regionalization with elevation Isotropic

Table IV summarizes the semivariogram parameters
estimated for the models indicated in Table 11l through the
experimental semivariograms. An example of fitting a model
to an experimental semivariogram to choose the model of
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estimate the missing value using the remaining observed
values. Once the process is complete, the estimation errors
were calculated as the differences between estimated and
observed values. ME values close to zero indicate a small
bias in the estimation. Hence, the best interpolation strategy
for both variables is OCK with the semivariogram models
Rx5d-3 and CWD-2, respectively.

Semivariance SEMIVARIOGRAM

) R1
151041

1208.33]

.
« Data
906.25)

604.16 - . Sill

7/
Mode

302.08

3085.13 10170.25 20340.51 2542563

Distance in meters

15258538

Figure 5. Example of a Semivariogram: variable R1 assuming
isotropic behaviour.

TABLE V. CROSS-VALIDATION ERROR STATISTICS OBTAINED IN THE
VARIOUS SPATIAL INTERPOLATION STRATEGIES (SELECTED MODELS ARE

. L I IN BOLD)
spatial continuity is shown in Fig. 5.
Indices Spatial interpolation model ME RMSE
TABLE IV. SEMIVARIOGRAM PARAMETERS ESTIMATED FOR THE OK with the semivariogram model
MODELS INDICATED IN TABLE Il CWD-1 0.045 313
CWD - ——
Index OCK with the semivariogram 0.02 3214
N Spatial model CWD-2 - i
model Model type | Nugget Partial sill K
number range (Km) R1 OK 0529 | 20.77
CWD-1 | Spherical 6 3 11.7 Rx1d OK 2.68 31.67
9 (CWD) SDII OK -0.01 5.012
. 940 (CWD- OK with the semivariogram model
CWD-2 '(Eé‘)‘(’;;‘e”“a' 0 | Elevation) 134 Rx5d-1 5647 | 59.52
' 166272 OK with the semivariogram model
(Elevation) Rx5d Rx5d-2 4.493 565
R1 Exp. 0 714 12.6 OCK with the semivariogram | _
Rx1d Exp. 0 | 1157 8.2 model Rx5d-3 0.853 | 69.04
SDII EXp. 0 17 5.3
Rx5d-1 Gaussian 1165 6992 12.7
Rx5d-2 | Gaussian 1371 | 6794 14.3 (major) N RI (days)
8.2 (minor) 52-62
6440 (Rx5d) A 7612_-;3
23891 (Rx5d- 80 - 88
Rx5d-3 Spherical 0 Elevation) 126 05101
166380 = 101 - 109
(Elevation) =

OCK with elevation was used in the spatial interpolation
of the averaged Rx5d and CWD, whereas all other variables
were interpolated through OK (Figs. 6-9).

The final interpolation model selected to describe the
spatial distribution of Rx5d and CWD depends on the error
statistics of the cross-validation presented in Table V. In this
case, we opted for a "leave-one-out" cross-validation
strategy, where sample values are deleted from the dataset,
one at the time. Then, the interpolation method is applied to

== 118-1
- 129 -141

036 2Kilometers

Figure 6. OK interpolation of the averaged R1 index.
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Figure 7. OK interpolation: (a) Averaged Rx1d index; (b) Averaged SDII index.
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Figure 8. Interpolation of the averaged Rx5d index using: (a) OK and the semivariogram model Rx5d-1; (b) OK and the semivariogram model Rx5d-2;

©

(c) OCK and the semivariogram model Rx5d-3.

i

@

Figure 9. Interpolation of the averaged CWD index using: (a) OK and the semivariogram model CWD-1; (b) OCK and the semivariogram model CWD-2.

2) Spatial patterns of extreme precipitation

In order to visualize the spatial patterns of extreme
precipitation from a global perspective, a 3D SOM was
applied to the indices surfaces obtained through Kriging.
First, the selected models (Table V), obtained in raster
format, were converted back to point data, sampled at regular
intervals. Afterwards, the indices values were normalized to

CWD (Days)

-l

(b)

RSxd (mm)

64 -
108 -
-200

152

200 -
- 247 -
- 296 -
- 344 -

108
152

247
296
344
390

ensure equal variance in all variables and the SOM was
parameterized as follows:

23

e The output space was set with 3 dimensions [4 x 4 x

4], which corresponds to 64 units in total;

e The neighborhood function selected was Gaussian;

e The length of the training was set to “long” (8

epochs);
e Random initialization.
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SDII
(mm/day)

Color'Index

(b)

Figure 10. Visualization of the five precipitation indices: (a) Cartographic representation of data using the output of the SOM mapped to a 3D RGB space.

Areas with similar colors have similar characteristics. (b) Matrix of Patterns. This representation of the values in table VII allows to interpret the colors of

spatial patterns and is obtained by the ordination of variables and patterns (colors) according to the euclidean distance between those variables and patterns
and by using a color schemma to express high/low values of the variable (green-yellow-red).

As the final results depend on the initialization of the
SOM, 100 models were obtained and the best model was
chosen according to the criterion of best fit, i.e., the lowest
quantization error (Table V1).

TABLE VI. 3D SOM RESULTS (100 MODELS)

Quantization Error Topological Error

Selected Model
Average Model

0.117
0.123

0.010
0.045

A RGB color was assigned to each unit of the SOM
(output space of the network) according to its output space
coordinates. In turn, each raster cell was represented
cartographically with the color assigned to the unit of the
SOM where that cell is mapped, i.e., its BMU (Fig. 10 (a)).
This means that each color corresponds to a homogeneous
zone in terms of the various indices values.

Table VII summarizes the characteristics of each area
identified in Fig. 10. There are significant differences
between the different areas (colors). Table VII allows
comparing the predicted mean values for the whole island.

Although the colors in Fig. 10 (a) have a precise
meaning, it is recognized that reading Fig. 10 (a)
simultaneously with the values of Table VII is not easy. In
fact, it will be much more difficult if many variables (and
colors) are available for analysis. With this in mind, we also
propose the matrix pattern in Fig. 10 (b), based on Table VII,
to facilitate the interpretation of the map in Fig. 10 (a).

This matrix is the result of a one-dimensional ordering of
the variables and color patterns that characterize each of the
areas shown in Fig.10 (a). Within the array of patterns each
cell receives one color depending on the value of the
variable: low values of the variable are represented by a

green color, average values are represented by a yellow color
and high values are represented by a red color.

TABLE VII.  SUMMARY OF THE AVERAGE VALUES FOR EACH AREA

ColorIndex CwWD R1 Rx1d SDII Rx5d

(days) (days) (mm) | (mm/day) | (mm)
Yellow 6.6 91 100 13.7 125
Violet 10 93 138 19.9 336
Red 9.6 76 101 17 206
Blue 12.9 116 115 15.6 302
White 9.5 110 106 14 199
Dry Green 8.9 92 105 15 188
Green 7.5 73 95 14.6 132
Brown 7.9 95 111 155 185

Thus, by applying a color scheme to the values of each
variable we can easily identify the colors that represent high
(red), mean (yellow) and low (green) values of each variable.

To perform the ordering of the variables and color
patterns we also used SOM. However, in this case, the SOM
was defined only with a single output space dimension. In
fact, because of its own features, SOM is not only a
clustering method; it performs an ordering that depends on
its output space dimension. If the SOM is defined with one
single dimension, colors will be represented by one single
SOM unit in the output space as represented in Fig. 11. Thus
colors will be ordered. The same strategy applies to
variables; each variable will be mapped to one single SOM
unit that has a specific order in the output space.

The colors and variables of the matrix pattern in Fig. 10
(b) are ordered according to the results in Table VIII.
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Yellow Red Brown Blue
Green ‘White
Figure 11. This figure represents schematically an example of a SOM with
an output space definied with one single dimension with four units. All

colors (or variables) will be mapped to one single unit so they will be
ordered in the output space of the SOM.

TABLE VIII.  ORDINATION PROCESS OF VARIABLES AN COLOR
PATTERNS REPRESENTED IN FIG. 10
SOM unit . SOM Unit (best
Color (best match unit) Variables match unit)
Yellow 1 CWD 1
Violet 3 R1 5
Red 6 Rx1d 10
Blue 8 SDII 15
White 10 Rx5d 20
Dry Green 13
Green 16 SOM definied with one
Brown 20 single dimension (1X20)
SOM definied with one single
dimension (1X20)

Thus, interpreting the matrix pattern in Fig. 10 (b), we
can say that despite its small size, Madeira Island has distinct
zones in relation to extreme precipitation events. The violet
area and blue area correspond to the higher regions of the
island characterized by higher values in all indices, whereas
the yellow area (in the far east of the island) is characterized
by the lowest values in all indices. The north of the island,
which is colored blue and white, corresponds to high values
in all indices (although much smaller than in the violet
colored area), with particularly high R1 index values.
Finally, the area colored in green is characterized by low
values in all indices and broadly corresponds to Funchal city.
The dry green area is very close to the average values (a
phenomenon that is partly explained by the lack of
information in the area). There are no significant differences
between the green and brown zones.

Another important aspect that can be extracted from Fig.
10 (a) is the transition zone between green and violet/blue
area. In fact, if we had used a traditional clustering method
we would probably get the distinct areas but not the
transition zones.

V. CONCLUSION

In this paper, we propose a framework for characterizing
the spatial patterns of extreme weather events exemplified by
the exploratory analysis of extreme precipitation events in
Madeira Island. This framework combines two different
approaches: the first one is based on geostatistical procedures
and the second one is based on the 3D SOM. The first
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approach is used to estimate spatial surfaces of extreme
precipitation indices. The second one allows visualizing the
phenomenon from a global perspective, thus, enabling the
identification of homogeneous areas in relation to extreme
precipitation events.

The proposed framework is specially adapted to an
exploratory analysis of high dimensional spatial data via
visualization. The results show that it is possible to identify
the relevant spatial patterns that exist in data, thus allowing
gaining new knowledge about data. Another important issue
is that the proposed framework does not impose a priori
hypothesis about the number of clusters. In fact, the
clustering structure emerges naturally without any previous
definition. Moreover, not only the clusters emerge visually
but also the transition zones between homogeneous zones
became evident. This is, in fact, a crucial point and is
actually a huge advantage since it is going to match exactly
the reality of the area: spatial changes occur but gradually,
not abruptly.

The spatial and temporal resolution of the data set
considered in this example is too small to thoroughly
characterize the extreme precipitation phenomenon in
Madeira Island. Nevertheless, the results indicate the
proposed framework as a valuable tool to provide a set of
maps that can effectively assist the spatial analysis of a
phenomenon. It can have multiple perspectives and deal with
high dimensional data requiring a global view. The results of
this particular application open perspectives for new
applications not only in the climate context, but also in other
domains where it is necessary to analyze high dimensional
spatial patterns.

REFERENCES

[1] J. Gorricha, V. J. A. S. Lobo, and A. C. Costa, "Spatial
Characterization of Extreme Precipitation in Madeira Island
Using Geostatistical Procedures and a 3D SOM," in
Proceedings of the 4th International Conference on Advanced
Geographic Information Systems, Applications, and Services -
GEOProcessing 2012, Valencia, Spain, 2012, pp. 98-104.

[2] T. Kohonen, "The self-organizing map," Proceedings of the
IEEE, vol. 78, pp. 1464 -1480, 1990.

[3] T. Kohonen, "The self-organizing map," Neurocomputing,
vol. 21 pp. 1-6, 1998.

[4] T. Kohonen, Self-organizing Maps, 3rd ed. New York:
Springer, 2001.

[5] T. Kohonen, "Essentials of the self-organizing map,” Neural
Networks, vol. 37, pp. 52-65, 2013.

[6] A. M. G. K. Tank, F. W. Zwiers, and X. Zhang, "Guidelines
on Analysis of extremes in a changing climate in support of
informed decisions for adaptation," WMO2009.

[7]1 A. C. Costa and A. Soares, "Trends in extreme precipitation
indices derived from a daily rainfall database for the South of
Portugal," International Journal of Climatology, vol. 29, pp.
1956-1975, 2009.

[8] M. L. P.deLima, S. C.P. Carvalho, and J. L. M. P. de Lima,
"Investigating annual and monthly trends in precipitation
structure: an overview across Portugal,” Nat. Hazards Earth
Syst. Sci., vol. 10, pp. 2429-2440, 2010.

[91 G. M. Griffiths, M. J. Salinger, and 1. Leleu, "Trends in
extreme daily rainfall across the South Pacific and
relationship to the South Pacific Convergence Zone,"

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

25



International Journal of Climatology, vol. 23, pp. 847-869,
2003.

[10] M. Haylock and N. Nicholls, "Trends in extreme rainfall
indices for an updated high quality data set for Australia,
1910-1998," International Journal of Climatology, vol. 20,
pp. 1533-1541, 2000.

[11] A. C. Costa, R. Durdo, M. J. Pereira, and A. Soares, "Using
stochastic space-time models to map extreme precipitation in
southern Portugal,” Nat. Hazards Earth Syst. Sci., vol. 8, pp.
763-773, 2008.

[12] M. J. Cruz, R. Aguiar, A. Correia, T. Tavares, J. S. Pereira,
and F. D. Santos, "Impacts of climate change on the terrestrial
ecosystems of Madeira," International Journal of Design and
Nature and Ecodynamics, vol. 4, pp. 413-422, 2009.

[13] B. C. Hewitson, "Climate Analysis, Modelling, and Regional
Downscaling Using Self-Organizing Maps," in  Self-
Organising Maps: applications in geographic information
science, A. Skupin and P. Agarwal, Eds. Chichester, England:
John Wiley & Sons, 2008, pp. 137-153.

[14] D. B. Reusch, R. B. Alley, and B. C. Hewitson, "Relative
performance of Self-Organizing Maps and Principal
Component Analysis in pattern extraction from synthetic
climatological data," Polar Geography, vol. 29, pp. 188-212,
2005.

[15] K.-C. Hsu and S.-T. Li, "Clustering spatial-temporal
precipitation data using wavelet transform and self-organizing
map neural network," Advances in Water Resources, vol. 33,
pp. 190-200, 2010.

[16] A. K. Guéye, S. Janicot, A. Niang, S. Sawadogo, B. Sultan,
A. Diongue-Niang, and S. Thiria, "Weather regimes over
Senegal during the summer monsoon season using self-
organizing maps and hierarchical ascendant classification.
Part Il: interannual time scale," Climate Dynamics, vol. 39,
pp. 2251-2272, 2012.

[17] J. Gorricha and V. Lobo, "Improvements on the visualization
of clusters in geo-referenced data using Self-Organizing
Maps,” Computers & Geosciences, vol. 43, pp. 177-186,
2012.

[18] G.-F. Lin and L.-H. Chen, "ldentification of homogeneous
regions for regional frequency analysis using the self-
organizing map," Journal of Hydrology, vol. 324, pp. 1-9,
2006.

[19] T. Cavazos, "Large-Scale Circulation Anomalies Conducive
to Extreme Precipitation Events and Derivation of Daily
Rainfall in Northeastern Mexico and Southeastern Texas,"
Journal of Climate, vol. 12, p. 1506, 1999.

[20] G. Schédler and R. Sasse, "Analysis of the connection
between precipitation and synoptic scale processes in the
Eastern Mediterranean using self-organizing  maps,"”
Meteorologische Zeitschrift, vol. 15, pp. 273-278, 2006.

[21] B. C. Hewitson and R. G. Crane, "Self-organizing maps:
applications to synoptic climatology,” Climate Research, vol.
22, pp. 13-26, August 08, 2002 2002.

[22] J. Himberg, "A SOM based cluster visualization and its
application for false coloring,” in Proceedings of the IEEE-
INNS-ENNS International Joint Conference on Neural
Networks, Como, Italy, 2000, pp. 587- 592.

[23] S. Kaski, J. Venna, and T. Kohonen, "Coloring that reveals
high-dimensional structures in data," in Proceedings of 6th
International Conference on Neural Information Processing,
Perth, WA, 1999, pp. 729-734.

[24] A. Skupin and P. Agarwal, "What is a Self-organizing Map?,"
in Self-Organising Maps: applications in geographic
information science, P. Agarwal and A. Skupin, Eds.
Chichester, England: John Wiley & Sons, 2008, pp. 1-20.

International Journal on Advances in Intelligent Systems, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/intelligent_systems/

[25] A. K. Jain, M. N. Murty, and P. J. Flynn, "Data Clustering: A
Review," ACM Computing Surveys, vol. 31, pp. 264-323,
1999.

[26] F. Bagdo, V. Lobo, and M. Painho, "The self-organizing map,
the Geo-SOM, and relevant variants for geosciences,"”
Computers & Geosciences, vol. 31, pp. 155-163, 2005.

[271 E. L. Koua and M. Kraak, "An Integrated Exploratory
Geovisualization Environment Based on Self-Organizing
Map," in Self-Organising Maps: applications in geographic
information science, P. Agarwal and A. Skupin, Eds.
Chichester, England: John Wiley & Sons, 2008, pp. 45-86.

[28] J. Gorricha and V. Lobo, "On the Use of Three-Dimensional
Self-Organizing Maps for Visualizing Clusters in
Georeferenced Data " in Information Fusion and Geographic
Information Systems. vol. 5, V. V. Popovich, C. Claramunt, T.
Devogele, M. Schrenk, and K. Korolenko, Eds.: Springer
Berlin Heidelberg, 2011, pp. 61-75.

[29] P. Goovaerts, Geostatistics for natural resources evaluation.
New York: Oxford University Press, 1997.

[30] P. A. Burrough and R. A. McDonnell, Principles of
Geographical  Information  Systems. Oxford:  Oxford
University Press, 1998.

[31] A. D. Hartkamp, K. D. Beurs, A. Stein, and J. W. White,
"Interpolation Techniques for Climate Variables," CIMMYT,
Mexic01999.

[32] E. H. Isaaks and R. M. Srivastava, An introduction to applied
geostatistics. New York: Oxford University Press, 1989.

[33] 1. A. Nalder and R. W. Wein, "Spatial interpolation of
climatic Normals: test of a new method in the Canadian
boreal forest," Agricultural and Forest Meteorology, vol. 92,
pp. 211-225, 1998.

[34] E. L. Koua, "Using self-organizing maps for information
visualization and knowledge discovery in complex geospatial
datasets,” in Proceedings of 21st International Cartographic
Renaissance (ICC), Durban, 2003, pp. 1694-1702.

[35] F. Bagdo, V. Lobo, and M. Painho, "Applications of Different
Self-Organizing Map Variants to Geographical Information
Science Problems,” in Self-Organising Maps: applications in
geographic information science, A. Skupin and P. Agarwal,
Eds. Chichester, England: John Wiley & Sons, 2008, pp. 22-
44,

[36] J. Vesanto, J. Himberg, E. Alhoniemi, and J. Parhankangas,
SOM Toolbox for Matlab 5. Espoo, Finland: Helsinki
University of Techology, 2000.

[37] S. Prada, M. Menezes de Sequeira, C. Figueira, and M. O. da
Silva, "Fog precipitation and rainfall interception in the
natural forests of Madeira Island (Portugal)," Agricultural and
Forest Meteorology, vol. 149, pp. 1179-1187, 20009.

[38] J. J. M. Loureiro, "Monografia hidrolégica da ilha da
Madeira," Revista Recursos Hidricos, vol. 5, pp. 53-71, 1984.

[39] S. Prada, "Geologia e Recursos Hidricos Subterraneos da llha
da Madeira." vol. PhD: Universidade da Madeira, 2000.

[40] H. J. Fowler and C. G. Kilsby, "A regional frequency analysis
of United Kingdom extreme rainfall from 1961 to 2000,"
International Journal of Climatology, vol. 23, pp. 1313-1334,
2003.

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

26



International Journal on Advances in Intelligent Systems, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/intelligent_systems/

27

Distributed Evolutionary Optimisation for
Electricity Price Responsive Manufacturing using
Multi-Agent System Technology

Tobias Kiister, Marco Liitzenberger, Daniel Freund, and Sahin Albayrak
DAI-Labor, Technische Universitidt Berlin
Ernst-Reuter-Platz 7, 10587 Berlin, Germany
{tobias.kuester, marco.luetzenberger, daniel.freund, sahin.albayrak } @dai-labor.de

Abstract—With the recent uptake in renewable energies, such
as wind and solar, often comes the apprehension of unreliable
energy supply due to variations in the availability of those
energy sources, also resulting in severe fluctuations in the price
of electricity at energy exchange spot markets. However, those
fluctuations in energy costs can also be used to stimulate industry
players to shift energy intense processes to times when renewable
energies are abundant, not only saving money but at the same
time also stabilising the power grid. In previous work, we
presented a software framework that can be used to simulate and
optimise industrial production processes with respect to energy
price forecasts, using a highly generic meta-model and making
use of evolutionary algorithms for finding the best process plan,
and multi-agent technology for distributing and parallelising the
optimisation. In this paper, we want to wrap up our work and
to aggregate the results and insights drawn from the EnEffCo
project, in which the system has been developed.

Keywords—production planning; energy efficiency; evolutionary
computing; multiagent systems

I. INTRODUCTION

The transition towards sustainable energy provision must
be regarded as one of the most urgent global challenges of
the upcoming decades. Regulatory and technological solutions
must be developed to pursue the goal of decreasing the envi-
ronmental impact, and supplying reliable, secure and afford-
able energy nevertheless. The amount of integrated Renewable
Energy Sources (RES) on the one hand and the enhancement of
primary energy efficiency on the other are crucial dimensions
for a successful transition. However, without the implemen-
tation of intelligent technological and regulatory mechanisms,
intermittency of regenerative sources will affect primary en-
ergy efficiency of global energy networks and markets.

In this paper, building upon previous work [1], we present a
system for simulating production processes and for optimising
those processes w.r.t. local energy production and variable
energy prices.

From an economic point of view, the energy price in particu-
lar has sparked fierce debates, and its impact becomes apparent
when looking at the most recent incidents in Bulgaria, where
increased energy prices caused political disturbances [2]. Fossil
and nuclear generation technologies currently appear to bear
economic advantages over still emergent photovoltaic and wind

generation. In 2009, 5.8% of the globally produced energy
was generated by nuclear power plants [3]. In industrialised
nations, this share is significantly higher: In the United States
and in the European Union, the amount of energy that was
produced by nuclear power plants ranged between 10.0% and
14.1% [3].

However, the Fukushima Daiichi nuclear incident has
painfully fostered an increasing awareness for the insecurity
of nuclear power and convinced many governments to adopt
phase-out legislations. The German government, for instance,
adopted a similar legislation and intends to shut down all
nuclear power plants before the year 2023. As laudable as
this endeavour is, the complete nuclear phase-out entails dif-
ficulties, not least because the ceasing amount of controllable
base load electricity has to be replaced.

Now, looking at already high energy costs, and having in
mind that 10 to 14 percent of our today energy production will
cease over the next years, it is most likely that energy costs
will increase even more in the foreseeable future.

Regarding the intermittency of generation, especially in the
electricity grid, primary energy efficiency and affordable elec-
tricity can only be provided together with electricity storage
or powerful demand response mechanisms.

The industrial sector in particular will be in need of these
to remain competitive in the presence of significant energy
price increase and price fluctuations. Considering the amount
of energy the industry procures, even slight changes in the
energy pricing may entail large amounts of additional costs.

A. The Industry

In Germany, the industry requires roughly 42% of the overall
energy demand [4]. Industrial players are well aware of the
chances and obstacles related to the ’Energiewende’. One
approach to counter the dependency from energy providers
and energy prices is to install local power generation facilities,
such as gas- or coal-fired power plants or block heating
stations on site. In most cases, energy still has to be procured
from external providers, yet, as opposed to private customers,
industrial players have flexible options in doing so. Energy can
be either procured in the long-term at fixed prices, or short-
term strategies can be applied, procuring energy only hours
before it is actually needed. These short-term purchases of
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energy are done at energy exchanges, such as the European
Energy Exchange AG, EEX [5]. Following the principle of
demand and response, electricity prices at energy exchanges
are highly flexible and time-dependent — at times, the price
can even become negative. Whenever there is a low demand
for energy (e.g., at night times or sometimes right in the
middle of the day), and, at the same time, an usually high
amount of available energy (e.g., as a result to sunny or
stormy weather and energy that is produced by solar panels
or by wind turbines, respectively), the resulting price drops.
Conversely, when there is a high demand for energy and there
is less intermittent energy available, the price increases. The
flexibility in purchasing energy allows industrial players to
optimise their energy costs by means of complex investment
strategies and production planning. Besides, the European
legislation allows industries not only to purchase energy, but
also to offer surpluses of energy at the energy exchange. This
additional option further increases the potential of industries
to minimise energy costs, though it aggravates the production
planning likewise.

B. Production Planning and Energy Costs

Fluctuating energy prices allow industries to significantly
decrease energy costs. To put it simple: In order to utilise
periods with low energy costs, energy consuming parts of
the process have to be shifted. As simple as this sounds,
today production processes comprise a large number of sub-
processes, which are also frequently interconnected and code-
pendent. Thus, shifting parts of a process most likely requires
other parts of the process to be shifted, as well. As an
example, consider the welding of automotive bodies. Welding
is considered an energy expensive production step and to shift
welding processes to periods with low energy prices may yield
significant savings, yet, welding is also one of the first pro-
cesses in automotive production lines and shifting may require
a complete reconfiguration of the entire production schedule,
including material delivery and personnel planning. If one now
considers the shifting of processes not as the only option, but
as one of many options of industrial players to optimise their
energy costs (e.g., to use local energy production, to procure
and to sell energy at flexible prices, to use intermediate storage,
or to reconfigure the production schedule), the complexity of
the optimisation problem becomes apparent.

C. The EnEffCo Project

Within the project EnEffCo (Energy Efficiency Controlling
in the automotive industry), we were confronted with this
exact problem, namely to optimise primary energy efficiency of
industrial production facilities. In a joint project our goal was
to develop an optimisation framework for short term energy
procurement.

We decided to use stochastic optimisation, or more specif-
ically evolutionary algorithms for this problem. We imple-
mented an optimisation routine based on Evolution Strat-
egy [6], considering production schedules as partially opti-
mised phenotypes, which were continuously measured and mu-
tated until some steady state occurred. The approach yielded
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good results most of the time; however, as with most stochas-
tic algorithms, it could also get stuck in local optima. To
counter this problem, and at the same time to make use of
today’s distributed computing infrastructure, we extended our
approach by means of multi-agent technology [1]. Instead of
using one single optimiser, we deployed many optimisation
agents simultaneously, and overcame the problem of local
optima by using different initial populations.

In this article, we summarise and conclude our work by
presenting collected experiences in optimising energy costs of
production processes by means of artificial intelligence.

We start with introducing the reader to the concepts used
within this work, describing the domain model used for
representing production processes and schedules in Section II.
Then, in Section III, we describe in detail how the production
processes are simulated and how the process schedule is
optimised in terms of the prospected energy costs. Afterwards,
in Section IV, we present a first evaluation of this optimi-
sation using three different example processes. Subsequently,
in Section V, we elaborate our approach in distributing the
optimisation process among software agents, and how it fares
compared to the centralised optimisation. Finally, we have a
look at related approaches in Section VI and conclude our
work in Section VII, where we also motivate the application
of our framework in other domains.

II. CONCEPT AND PROCESS REPRESENTATION

In our approach, we use evolutionary algorithms to rearrange
individual processing steps to make the best use of times of
cheap energy, for instance due to variations in the availability
of renewable energies, like wind, or solar.

Of course, this approach is only feasible if the production
facilities are not used to their full capacity at all times, but only
if there is potential for variations. This may also be the case
if some machines can be used for multiple tasks, only one of
which can be carried out at a time, or in case of variable shifts
and break times. Another requirement is the availability of
storage area for intermediate products, so that their production
can be brought forward, or be deferred, to make use of times
of low energy costs. Locally installed energy sources, energy
storages and co-generation units can also be taken into account.

In preparation of the optimisation, the first thing to do is
to create a model of the production process, including the
several activities, the machinery, resources, and (intermediate)
products involved. We decided on employing a very simple
model, being inspired by Petri nets and adding only a bit
of domain-specific information on top of that. Basically, the
model consists only of activities, representing the individual
steps in the production as well as supportive processes, and
resources, representing all physical entities in the factory, i.e.,
products and by-products as well as machinery.

This model of the production process — the individual
activities and how they are connected — can then be simulated,
executing the several activities and consuming and producing
resources accordingly. The result of the simulation is used as
a quality measure for the actual optimisation algorithm, which
will eventually return the process plan with the highest quality,
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which can then be used to re-schedule the execution of the
individual activities in the process.

Besides finding the optimal process plan for a given produc-
tion process, the simulation and optimisation can also be used
for investigating the effect of variations in the process model,
e.g., higher storage capacities.

In the following, we will introduce the production process
meta model; in the next section, simulation and optimisation
are explained.

A. Production Process Meta-Model

The production process is modelled as a bipartite graph of
activities and resources, similar to a Petri net [7]: Activities
correspond to transitions, and resources correspond to places.
Consequently, activities are “activated”, or executable, if both
the resources to be consumed by that activity as well as enough
capacities for the resources to be produced are available.
Other than in a classical Petri net, activities are not executed
instantaneously but have a certain duration. Also, there are
different types of resources with specific characteristics.

A slightly simplified diagram of the meta-model is shown
in Figure 1. In the following, the individual elements of the
model are described in detail.

e The ProcessGraph represents the process as a whole,
made up of activities and resources. The attribute
secPerStep specifies the number of seconds each
atomic time step takes.

e An Activity is an individual action in the produc-
tion process, having the given duration (multiples
of the atomic time step). Activities can have input
and output resources and an energyConsumption
(one value per time step), which can also be negative.

e Resources represent items involved in the production,
e.g., raw materials, products, machinery, or even waste
heat. Depending on what they represent, their type is
either primary, secondary, or inventory. Each resource
has an initial st ock, a maximum capacity, and may
also have associated costs.

e Linkings represent the input/output relation be-
tween activities and resources. The quant ity specifies
the amount to consume or to produce of that resource.
Consequently, they indirectly act as a precedence con-
straint between activities.

e Constraints can be used to handle a variety of additional
conditions that are difficult to check otherwise, like time
windows when activities must (not) be executed, e.g., for
break times.

The classification of resources is based on these rules:

1) Primary Resources are more or less directly integrated
into the final product, e.g., raw materials, pre-fabricated
parts, and intermediate products.

2) Secondary Resources have a role in the production,
without being an actual part of the product, e.g., pres-
surised air and gasoline for machines, waste heat, or a
battery’s state of charge.

3) Inventory Resources are part of the inventory of the fac-
tory, e.g., machines and tools. (Consequently, we think
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Fig. 1. Process meta-model, slightly simplified.

of inventory resources as not being actually consumed
or produced, but merely allocated and deallocated.)

Conversely, activities that are producing or consuming one
or more primary resources, and are thus directly involved in
the production, are considered primary activities; otherwise,
we will speak of secondary activities.

Electrical energy, being the main concern of the optimi-
sation, is not regarded as a resource, but treated separately.
Unlike resources, which have to be produced by activities of
the process itself, electrical energy can be retrieved in (for
all practical purposes) unlimited quantities and at any time.
Moreover, the price for electrical energy can vary over the
course of the day, based on the energy market. Surplus energy
can be sold, as well.

When an activity is executed, its input resources are con-
sumed and its output resources are produced, and it adds to
the overall energy consumption of the production process.
Primary and inventory resources are consumed in the first step
and produced in the last step of the activity’s execution; both
secondary resources and energy are consumed and/or produced
in each step of the activity.

Using this simple meta-model, a wide range of production
processes can be modelled. At the same time its generality
also allows for the simulation and optimisation of energy-
related processes in other domains, such as creating charging
schedules for electric vehicle fleets [8].

B. Implementation of Process Model and Modelling Tool

The process meta-model and a simple graphical editor for
creating and configuring process models have been imple-
mented as extensions to the Eclipse development environment.
Following the usual notation for Petri nets, activities are
represented by rectangles and resources by circles, using line
style and colour to distinguish the different types of activities
and resources (Figure 2).

Besides the basic modelling capabilities, the editor provides
means for validating the process graph, for browsing and
importing energy consumption data from a data base, and for
passing the process graph to the optimisation system.
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Fig. 2. Graphical process editor showing an example process.

C. Acquisition of Energy Consumption and Price Prognosis
Data

One important prerequisite for optimising production pro-
cesses with respect to their energy consumption is, of course,
the measurement of the energy consumption of the several
activities making up the production process. To this end, a
number of sensors have to be installed in the production
facilities to measure and record the energy consumption of
the individual machines.

However, while this yields the energy consumption of e.g.,
a certain industrial robot, this does not correspond directly
to any of the activities. For instance, an activity can require
the work of different machines, and one machine can serve
different activities. Instead, an activity’s energy consumption
is usually a section of the combined energy consumption of
multiple machines.

For this purpose, a special data base client has been inte-
grated into the process modelling tool. Using this client, the
user can choose energy consumption profiles for one or more
machines from the data base and select the section correspond-
ing to a certain activity from a diagram. The combined energy
consumption data for that period is then set to be the energy
consumption of that activity.

III. SIMULATION AND OPTIMISATION

The purpose of the optimisation is to find the best possible
production schedule for a given process model [6]. That
schedule is defined by the times the individual activities are
executed.

The optimisation process consists of three major aspects:

1) the simulation of a given production schedule,

2) measuring the quality of that schedule, based on the

result of the simulation, and

3) finding the schedule with the highest quality.

In the following, we will look at each of these aspects in
detail.
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A. Simulation

The simulation of a production schedule keeps track of the
resource stocks and the energy consumption in each step of
the process, checking which activities are to be started, which
activities are still running, and which activities are to be ended
in the current step, producing and consuming resources and
energy accordingly:

e For each activity to be started, the given quantity of
primary and inventory input resources are consumed.

e For each activity that is currently running, the given
quantities of both secondary resources (input and output)
and energy are consumed and/or produced.

e For each activity to be finished, the given quantity of
primary and inventory output resources are produced.

Concerning energy consumption and cost, two parameters of
the simulation can be adjusted to reflect different determining
factors: First, an energy price curve can be provided, for
instance based on the prognosis given by the day-ahead energy
market — in the implementation at hand, cost optimisation is
conducted based on day-ahead price forecasts, e.g., for the
EEX electricity spot market. Second, a base energy level can
be specified, being the amount of energy the facility acquires
via a flat fee. Energy consumption up to this level has already
been paid for, so the energy price curve does not apply for
that.

Once the simulation has terminated, it yields a record of the
energy consumption and the resource stocks for each individual
step in the execution of the process. These numbers, combined
with the resources’ capacities, the energy price curve, and other
constraints, can now be used to determine the guality of that
production schedule.

B. Quality Measurement

The quality of a production schedule p is determined by a
sigmoid function of its defect, such that a high defect results in
a quality close to -1, and a defect close to zero gives a quality
close to zero (see Equation 1). A negative defect will result in
a positive quality (this is possible in some situations, e.g., in
case of negative energy prices, or energy-producing activities).

—defect(p)

1+ defect(p)?
The defect of p is the weighted sum of the energy costs

(e(p,i) - we) and the defects (over- and under-shootings) of

the several resources’ stocks (s,.(p, %) - w,4) over all steps ¢ of
the simulation (see Equation 2).

quality(p) = )

defect(p) = Z le(p, i) we + Z sr(p, i) wr(i)]  (2)

1Esteps rTeres.

In this equation, the energy consumption, stocks and weights
are represented as functions. Different weights w can (and
should) be used for resource stocks being too low and those
being too high and for the different kinds of resources.

Production schedules that exceed the maximum or minimum
capacities of a resource are not discarded immediately, but
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are merely given a lower quality rating. This is beneficial in
overcoming local optima.

C. Optimisation

Finding an energy- and cost-efficient arrangement of the
several activities in the process for a given energy price curve
is both a constraint-satisfactory problem and an optimisation
problem: on the one hand, there must be no violations of
the resources’ capacities; on the other hand, the production
schedule has to be as cost-efficient as possible.

Due to the large number of degrees of freedom in the process
plans — with many different activities that can be started or
stopped in each step of the process — the search space is much
too big for exhaustive search to be applicable.

In our approach, we make use of Evolution Strategy (ES),
a stochastic optimisation method originally introduced by
Rechenberg [9], which is similar to Genetic Algorithms [10].
Besides Evolution Strategy, both Simulated Annealing and Ant
Colony Optimisation have been tried, as well. However, of the
three algorithms ES yielded by far the best results.

1) The ES Algorithm: As the name implies, Evolution
Strategy is inspired by natural evolution: Using a (u/p + \)
strategy, an initial “population” of y individuals is generated.
Based on these u “parents”, A “offspring” are created by
recombining and mutating a random selection of p parents.
The quality of each of the parents and offspring is determined
and the p best individuals are selected to be the parents of the
next generation. This process is repeated until the quality of
the best individual does not improve for a certain number of
generations.

Algorithm 1 EVOLUTION STRATEGY (i, p, \)

current <— INITPOPULATION(y)
repeat
next < ()
for i € {1..\} do
parents <— rand. select p indiv. from current
of fspring + MUTATE(RECOMBINE(parents))
next < next U {of fspring}
end for
current < select p best from current U next
until quality stagnates
return best individual from current

2) Applying ES to Manufacturing Schedules: In the system
at hand, each individual represents a possible production
schedule. To this end, three functions have to be implemented
for production schedules, next to the quality measurement: (i)
How to create the initial population of individuals, (ii) how
to mutate an individual, and optionally (iii) how to recombine
individuals.

The initial population is created by a very simple scheduler,
chaining primary activities as long as and as early as the
primary resources and inventory resources permit, or until a
desired quantity of products has been produced. Thus, the
initial production schedule already constitutes a valid (but
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naive) schedule for all the primary activities, but without taking
secondary resources or energy costs into account.

There are several possibilities for mutating an individual,
one of which is chosen at random: (a) a randomly chosen
secondary activity can be inserted into or removed from the
schedule, (b) an activity or a group of activities (primary or
secondary) can be moved to another place in the process plan,
i.e., being executed earlier or later, or (c) the execution times
of two activities can be swapped.

For recombination, one can randomly select activities from
one of the two parents, or take the activities up to some specific
step from one parent, and the rest from another — of course
always taking care that the right number of primary activities
is selected to complete the task at hand. However, due to
the many dependencies among the individual activities of a
production schedule — the ordering of primary activities as
well as secondary activities being executed at times relatively
to some other activities — recombination does not yet work
well for this domain. Thus, in practice, the parameter p was
always assumed to be 1.

D. Implementation of the Optimisation Framework

A generic optimisation framework was created that can be
used for optimising different domains using different optimi-
sation algorithms. The actual Evolution Strategy algorithm as
well as the process model domain have been implemented as
plug-ins for this framework [6].

The optimisation is controlled via a simple graphical user
interface (GUI, Figure 3). Like the rest of the optimisation
framework, the GUI has both generic and domain- or algorithm
dependent parts. For the manufacturing domain, the optimi-
sation GUI features a large domain-specific area, providing
controls for configuring the simulation and optimisation (e.g.,
the energy price curve to use) and for showing the best
production schedule found so far in a Gantt chart-like diagram.
The process chart is continuously updated as the optimisation
proceeds, and also allows to ‘rewind’ to previous steps in the
optimisation.

Once the optimisation has come to an end, additional charts
are available, showing the energy consumption and resource
stocks for each step in the final production schedule, as well
as the development of these numbers over the course of the
entire optimisation as a three-dimensional plot. Finally, the
optimised production schedule can be saved to file.

IV. EVALUATION

In this section, we will discuss a number of application
examples of the process optimisation algorithm. Our first
example describes the ideal manufacturing process, providing
enough capacities — in both time and space — to shift primary
activities so that parts of the production can be handled at times
of cheap energy. The scenario shown in the second example
may be more realistic w.r.t. today’s manufacturing processes:
Here, the production activities can not be changed, but only
secondary activities (such as cooling, co-generation units and
buffer batteries) may be used for shifting energy consumption.
Finally, the third example demonstrates both the flexibility of
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the process model and the prospects of our approach, as we
use the optimisation for creating optimal charging schedules
for large electric vehicle fleets.

A. Example 1: Use of Functional Storage

In this example, a simple, fictional car manufacturing pro-
cess is pictured (see Figure 2).

1) Example Process: The process starts with two energy-
intensive activities that induce high amounts of waste-heat:
welding and painting the car chassis. Once the paint has dried,
some interior works are performed, and finally the doors are
attached to the chassis. For each of the intermediate products,
a specific primary resource was created. The resulting pro-
duction process graph is supplemented with utility activities
and resources such as cooling, on-site electricity storage and
a gas-powered co-generation unit. The latter two elements can
be used to temporarily decrease the energy consumption, but
costs for the consumed gas will in turn add to the production
schedule’s defect.

While the process surely is not too realistic, it demonstrates
many of the aspects that can be realised in the process model,
for example

modelling the basic production chain,

inventory resources used by multiple activities,
resources associated with a cost, and

e cooling facilities and other supporting processes.

2) Optimisation Results: The resulting schedule can be seen
in Figure 3. Here, the process has been optimised against a
hypothetical hill-shaped energy price curve, i.e., with highly-
priced energy in the mid of the day and low-priced energy in
the morning and evening.

As can be seen, most of the energy-intensive activities
(welding and painting) are taken care of in the morning, with
the exception of one instance of the painting activity, which
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has been deferred to the afternoon. The high-price period is
spend entirely with the drying activity, which consumes no
electric energy at all. The remaining activities are positioned
as late as possible, to get the lowest possible price for the
required energy. Note also, that among the several instances of
the cooling activity in the morning there are also two instances
of the charging activity, charging the aforementioned in-house
energy storage when energy is cheap, and discharging it again
when the energy price is highest.

B. Example 2: Shifting Secondary Activities

The second example deals with a more realistic setting:
Here, the core manufacturing process is fixed in time; no
primary activities can be shifted. The straightforward mo-
tivation for this scenario is that in most industries, energy
consumption is not the key cost driver. Hence, the goal for
energy cost minimisation is to optimise energy consumption,
given a specific production schedule. In this scenario, no
primary activities are shifted. Instead, secondary activities,
such as ventilation or even the generation of electricity and heat
through combined heat and power stations (CHP) are viable
means to approximate an optimum energy load curve. In fact,
secondary processes may contribute significantly to the overall
energy consumption of industrial sites.

1) Example Process: The example chosen describes a site
configuration, where wind energy will be provided on site and
a 24 hour wind generation forecast is incorporated into the
calculations. Additionally, local energy generation comprises
a combined heat and power station, which can be either
idle or operate with half or full generation capacity. All
primary production processes are combined into a single, day-
long activity with a specific load curve, since, as mentioned
before, modifications are not eligible for them. As a shiftable
secondary activity, ventilation is modelled for load shifting
purposes. It can be operated on standard capacity or can
alternatively be increased or decreased to adjust its load level.
However, a sufficient amount of fresh air must be provided at
all times.

The schedule is now optimised according to a 24 hour day-
ahead electricity price forecast. Local energy production is
assumed to be very cost efficient. Wind generation is merely
characterised by maintenance costs for the turbines, CHP
related costs are calculated from maintenance and gas expenses
and are attributed to heat and electricity proportionally. The
costs for ventilation load shifting are assumed to be higher
than wind generation costs but lower than CHP expenses in
this example.

2) Optimisation Results: Figure 4 shows the resulting load
curves for this optimisation example. The abscissa shows the
time of the optimisation period. The first ordinate on the left
shows electrical load in megawatts. The second ordinate on the
right shows electricity market price forecasts in euro per kWh.
Six different graphs describe the optimisation results. The area
graph shows the wind generation forecast for the site. The
dotted line, which is related to the second y axis on the right,
depicts the external electricity price forecast. The dashed line
and the solid line show the external electricity procurement
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Fig. 4. Load optimisation from shifting secondary activities on an industry site.

of the site before and after the optimisation respectively.
Energy consumption before the automation (dashed line) does
not incorporate any local wind generation and is assumed
to be covered by the external grid only. Shiftable loads are
presented as stem graphs in this figure. Stem graphs with a
solid point marker present the operation of the combined heat
and power station, stem graphs with circle markers present
ventilation. Negative ventilation load occurs when an increase
of operation capacity is enforced to maintain the amount of
fresh air within the predefined boundaries. Positive ventilation
load occurs when operation capacity is reduced to decrease
external electricity procurement.

Since wind forecast, site consumption from primary ac-
tivities, and electricity market price are assumed to be non-
variable, the attention should be drawn to the shiftable ac-
tivities. It can be seen that the combined heat and power
are strictly dependent on the market price and generation is
curtailed when the price drops below about 0.059 Euros per
kWh. Load shedding from ventilation control also depends
upon the electricity market price but is less costly than CHP,
so it is only excluded when the electricity price is at its lowest
point during the high price interval between 8:00 and 21:00. To
keep the amount of fresh air within the necessary boundaries,
additional ventilation is injected from time to time. This occurs
primarily when the electricity price is low.

To sum up these results, the optimisation tool clearly adjusts
load profiles to external electricity price forecast and internal
electricity generation costs to decrease the overall energy
procurement costs.

C. Example 3: EV Fleet Charging Schedules

In the third and final example, the meta-model is applied
to a different domain: creating charging schedules for electric
vehicle (EV) sharing fleets in a micro smart grid (MSG) [8].
Here, the challenge is to schedule long-running charging
activities so that no bookings are at risk while at the same
time making use of locally produced energy and times of
low energy prices. Further, the EVs can be used as temporary
energy storages for load balancing.

1) Example Process: Here, the process graph is not created
by hand, using the graphical editor, but instead is derived
automatically from another model, describing the setup of the
MSG, including among others the various electric vehicles
and their current state of charge, a number of bookings for
those EVs, and different prosumers representing both locally
installed regenerative energy sources as well as the facility’s
own prospected power consumption.

For each prosumer, a day-long primary activity with an
energy consumption curve reflecting the prognosis is created.
Each EV is represented by a small subgraph featuring an inven-
tory resource for the storage (the EV’s battery), a secondary
resource for its current capacity, and one or more charging
activities reflecting the different possibilities for charging and
discharging the battery, dependent on the charging station. Fi-
nally, each booking is represented by another primary activity,
linked to the respective storage resource, and fixed in time
at the booking’s starting time. Figure 5 depicts one of those
segments.

2) Optimisation Results: This optimisation was carried out
two times: Once with the above described process model using

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



charge-16,00_0

1 x 920
828
920 decharge-16,00_0
6.000/17.000 ecnharge-1o,00_ 1/1
1x -828
capacity-Wh_0 1.700 storage 0
1/1 booking_0

booking_0: start 8x0

850

1/1 booking_4
booking_4_start 16 x 0

Fig. 5. Segment of process graph showing activities and resources for a
single electric vehicle and associated bookings.

the meta-model and optimisation described in this paper, and
once using a domain-specific meta-model developed specifi-
cally for this task (still using the same optimisation algorithm).

The results of the optimisation are promising: Charging
activities are scheduled such that all bookings can be fulfilled
(i.e., the storage of the respective electric vehicle is sufficiently
charged) while at the same take making best use of locally pro-
duced energy and periods of low energy prices. The resulting
charging schedules closely resemble those created using the
domain-specific model.

However, we also found some limitations in our meta-model.
For instance, using inventory resources to “lock™ electric vehi-
cles while charging or being rented does not allow for bookings
that are not bound to a specific vehicle (e.g., bookings for any
vehicle).

Nevertheless, first results convinced us to extend our ap-
proach to the domains of electro mobility and smart grids.

V. AGENT-BASED OPTIMISATION AND DISTRIBUTION

While evolutionary algorithms yield good results most of the
time, it is also possible, as with other stochastic optimisation
algorithms, that the optimisation gets stuck in local optima.
To increase the chances of arriving at a solution close to the
global optimum, the optimisation should be applied to more
than one “population”, and since the individual populations are
optimised independently from each other, they can easily be
parallelised and distributed.

To this end, the optimisation framework has been embed-
ded into a distributed multi-agent system, allowing for the
transparent and dynamic distribution of an arbitrary number
of optimisation clients and servers.

Admittedly, the strength of the agent paradigm is less
the transparent distribution but rather the comprehensive sup-
port that facilitates the development of autonomous, reactive,
proactive and social competent entities, namely agents. As
mentioned above, our current implementation is focused on
distribution rather than on exploiting the latter attributes of
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agency. Yet, we justify the use of agent technology with our
future intentions. The presented optimisation framework was
well planned and its development was subdivided into different
stages. In the first stage it was our intention to implement
a distributed system and to ensure reliable and robust com-
munication between the system’s entities. Right now we find
ourselves at this very point. For the future, however, we plan
to exploit agent capabilities more comprehensively. Based on
the robust and reliable distribution we want to allow agents to
exchange partially optimised process plans and to recombine
these plans for a more effective mutation mechanism. The
recombination process, however, challenges agency far beyond
distributional aspects and for this exact reason we decided to
make use of agent technology right from the beginning. We
consider the current application as first step towards a far more
efficient and complex multi-agent based optimisation software.
For a complete overview of our future intention, however, the
reader is referred to Section VII.

In the following, we describe the interaction protocol, which
makes a number of optimisation servers (“agents” conduct-
ing the optimisation) available to one or more optimisation
clients [1]. Afterwards, we explain how the protocol and the
surrounding multi-agent system have been implemented using
the JIAC V agent framework.

A. Interaction Protocol

Two roles are involved in the protocol:

e optimisation client, requesting an optimisation
e optimisation server, conducting the optimisation

Obviously, there should be more than one optimisation
server agent for the distribution to provide any benefit at all, but
there may be multiple clients, as well, sharing those servers.
An interaction diagram of the protocol is shown in Figure 6.
It is composed of the following steps:

1) The protocol starts with a client broadcasting a RE-
QUEST message to all the servers.

2) Each server receiving the message checks whether it
already has an “employer”, i.e., whether it is currently
running an optimisation. If not, it replies with an OKAY
message.

3) The client receives the OKAY message, and if it still
requires the server (i.e., if there have not been enough
replies from other servers yet), it replies by sending
the actual MODEL to be optimised to that server. The
number of remaining optimisation runs is reduced. (The
full model, including energy consumption curves, price
curves, etc., is not sent until now, to reduce network
traffic.)

4) Onreceiving the MODEL message, the server will check
again whether it already has an employer, as in the case
of multiple clients, it might have sent OKAY messages
to other clients, which may already have sent their
MODEL messages.

e If so, the server replies with a TOO LATE message.
The client received this messages and corrects the
number of remaining optimisations.
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marked with an are sent to all servers.

e Otherwise, the server accepts the client as its
new employer and starts the optimisation run, and
finally sends a message holding the RESULT back
to the client.

e At any time, the client can send an ABORT
message, stopping the optimisation.

5) The client continues sending out REQUEST messages
until the desired number of optimisations has been
conducted.

Using this interaction protocol, each of the populations
of a (u/p + \) optimisation can be distributed to another
agent. Since each run of the optimisation, or each population
respectively, is independent from the others, this does not
introduce any noteworthy communication overhead.
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B. Implementation using JIAC V

JIAC V (Java Intelligent Agent Componentware, Version
5) is a Java-based multi-agent development framework and
runtime environment [11], [12]. Among others, JIAC features
communication, tuple-space based memory, transparent distri-
bution of agents and services, as well as support for dynamic
reconfiguration in distributed environments, such as component
exchange at runtime. Individual JIAC agents are situated within
Agent Nodes, i.e., runtime containers, which also provide
support for strong migration. The agents’ behaviours and
capabilities are defined in a number of so-called Agent Beans,
which are controlled by the agent’s life cycle.

The protocol has been implemented by means of two JIAC
Agent Beans, namely the Optimisation Client Bean and Op-
timisation Server Bean. Just like the optimisation framework
introduced in Section III, the Agent Beans were kept generic
so that the protocol can just as well be used with domain-
models other than the one presented in this work, and even
with different optimisation algorithms.

The implementation with JIAC (or a similar multi-agent
framework) has some advantages over traditional approaches
using remote procedure calls or web services:

e Both the Client Nodes and the Server Nodes can be
distributed to any computer in the local network, with
no need to configure IP addresses or ports. Consequently,
if one of the server agents drops out, it can seamlessly
be replaced by another one.

e With each JIAC agent running in a separate thread, a
node with multiple agents being deployed to a multi-
core server computer will automatically make best use
of the several CPUs.

e Using asynchronous messaging, optimisations can be
aborted ahead of time. Also, servers can send back
intermediate results, to provide a trend for long-running
optimisations.

Besides agents holding the Optimisation Client and Server
Beans, a number of additional agents have been added to the
system to represent and to connect the different components,
as shown in Figure 7.

e A DB Agent provides an interface to the data base hold-
ing the measured energy consumption values, making
them available to the other agents.

e Integrated into the Eclipse IDE is a Plugin Agent, which
connects to the DB Agent to acquire energy consumption
data to be imported into the current process graph.
Further, this agent can send the process graph created
in the editor to an Optimisation Client Agent.

e The Optimisation Client Agents carries out the dis-
tributed optimisation, sending individual optimisation
jobs to different Optimisation Server Agents.

e The result of the optimisation can then be sent to the
Web GUI Agent, showing the resulting process plan and
its properties in a number of diagrams and graphs.

Using the same optimisation algorithms, the distributed

system performs as well as the local system. It yields good
results in reasonable time and the variability of results quickly
decreases with an increased number of populations.

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



Optimization
Client GUI

@
A

Opt.Client Agent

Eclipse IDE
\i

Plugin Agent

Web Frontend
\i

WebGUI Agent

——
_. [ Optimization
. Server
DB Agent Opt.Server Agent
Fig. 7. Agent, components, and interactions in the distributed system.

C. Evaluation

Complementary to the evaluation of the optimisation ap-
proach in general, as discussed in Section IV, in this section
we want to evaluate specifically the benefits of the distributed
and parallelised version of the algorithm using the agent-based
setup [1].

We evaluated the benefits of distribution and parallelisation
using the first example process from Section IV, a production
goal of five completed cars, a hill-shaped energy price curve
and an evolution strategy with ¢ =3 and A = 8.

The example process was optimised several times with
different numbers of populations. The number of populations
ranged from one to thirteen, and ten runs of the optimisa-
tion were performed in each case. The results are shown
in the logarithmic plot in Figure 8. Note that at the time
this evaluation was conducted [1], the quality function was
quality(p) = m, resulting in a different range in
quality values. As can easily be seen, the results of the
evaluation are still valid using the new quality function.

As can be seen in Figure 8 (left), using only one popula-
tion, the quality of the optimised process plan varies greatly.
While there are some results with near-optimal quality, many
populations apparently get stuck in local optima and obtain
a low overall-quality. For up to four populations, results start
to look better, but are still noticeably scattered. For five and
more populations, the results become reliable, with almost each
optimisation run resulting in near-optimal quality.

It may be noticed that the maximum quality reached —
around 0.05 — is still far from the theoretically possible. The
reason for this is that energy costs, no matter whether they
could be improved any further, still add to the defect of the
process schedule. Thus, with minimum energy costs of around
20 (in no specific currency), the quality can not be much
greater than 0.05.

Also to be noted is the gap in quality between around 0.015
and 0.045. This gap separates results, which still have resource
conflicts, and those merely suffering from less-than-optimal
energy costs. In the evaluation, the weight of resource conflicts
was set to add greatly to the overall result’s defect, making the
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quality look almost discrete.

Further, we discovered that there is little to none correlation
between the time an individual optimisation run takes, and
the resulting quality (see Figure 8, right): the result of a
quick optimisation run can be just as good (or bad) as that
of a longer running optimisation, and vice versa. Thus, one
possibility to improve the performance could be to start a large
number of optimisations in parallel, and to abort the remaining
optimisation runs once the first few results to choose from have
arrived.

VI. RELATED WORK

Industry has long since discovered, that the optimisation
of manufacturing processes is able to significantly increase
revenues. As a result to the continuous demand for opti-
misation frameworks, there are many sophisticated applica-
tions available today. In this section we outline the current
spearhead of optimisation tools and concepts; yet, due to the
broad range of existing approaches it is difficult to present
a comprehensive survey and for this reason we decided to
put emphasis on approaches and concepts that influenced our
own work the most. We open this section with an analysis of
academic approaches that apply evolutionary algorithms for the
optimisation of manufacturing processes and proceed by pre-
senting commercially distributed optimisation software. Here
we distinguish between general purpose frameworks, visual
approaches, manufacturing- and business process optimisation
tools. Finally, we discuss the significance of our work against
the backdrop of contemporary applications.

A. Evolutinary Algorithms and Process Optimisation

The idea to use evolutionary algorithm for the optimisation
of manufacturing processes is not entirely new, as the com-
plexity of many optimisation problems has strongly promoted
their use.

Highly interesting for our work is the approach of Santos
et al. [13], as it puts focus on energy related criteria. Yet,
as opposed to our objective, the aim of Santos et al. is to
reduce energy consumption in general, while we try to adapt
our manufacturing schedules to a given energy price curve.
Bernik et al. [14] developed a similar approach, although they
do not account for energy criteria. The approach is capable
to propose manufacturing schedules that are able to satisfy
a given production target. In addition to the manufacturing
schedule, resource requirements are calculated and assigned to
the production depots. Schreiber et al. [15] describe a similar
application, which optimises manufacturing schedules towards
a given production target. As opposed to the work of Bernik
et al., the application is able to calculate so called lot-sizes,
which are defined as the number of pieces that are processed
at the same time at one workplace with one-off (time) and at
the same costs investment for its set up [15].

To summarise, while there are some approaches that account
for energy related factors, dynamic pricing is currently not
covered although the markets offer such possibility.
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optimisation run to result quality. [1]

B. Optimisation Frameworks for Production Processes

Next to frameworks that apply evolutionary algorithms in
order to optimise manufacturing processes, there are of course
applications that apply other methods for the same objective.

The Siemens Plant Simulation Software [16] for instance
facilitates the simulation based optimisation of production
systems and controlling strategies, while business- and logistic-
processes may be supported as well. The SIMULS frame-
work [17] (Figure 9), Arena [18] and GPSS/H [19] provide
similar features and are able to simulate entire production
processes, from warehouse capacities and equipment utilisation
to logistics, transportation, military and mining applications.
SIMULS additionally accounts for real life requirements, such
as maintenance intervals and shift patterns. Further, SIMULS
uses an agent-based simulation for the optimisation of produc-
tion processes.

Other types of software packages as for instance Simio [20]
and ShowFlow [21] do not explicitly focus on the optimisation
of production processes, but on their visualisation. For this pur-
pose, most of the mentioned applications apply sophisticated
3D engines.

C. General Purpose Frameworks

Thus far, we have exclusively analysed approaches that
have been developed for the optimisation of manufacturing
processes. Yet, over the last years, the idea of general purpose
frameworks emerged. Instead of focusing on a particular
domain or problem, general purpose frameworks are able to
optimise general processes, such as monetary flow, quality-
and organisation management, allocation scenarios, logistics,
transports and many more. Foundation to these frameworks
is a generic meta-model, which is able to capture process
structures, and which is usually based on established concepts.

The PACE framework of Eichenauer [22] and the work
of Siebers et al. [23] for instance feature an arbitrary level
of detail for process design. While PACE uses hierarchically
arranged High-Level-Petri-Nets for this purpose, Siebers et
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Fig. 9. The SIMULS production process configuration tool, showing a
palette (bottom left) and a canvas (bottom right) element as well as an
exemplary process structure, including a start-, a queue-, an activity- and an
end object. [17]

al., using AnyLogic, apply an object-oriented meta-model for
its processes and uses a multi-agent based model for the
simulation of process configurations. AnyLogic further com-
prises a graphical user frontend, which provides information
on simulated processes similar to the representation that we
use for our own process configuration tool. However, AnyLogic
integrates information on the current simulation procedure and
allows for the real-time adjustment of simulation parameters,
such as throughput rates or storage capacities. As an example,
this feature can be used in order to simulate and observe the
impact of sudden machine failures. An illustration of the visual
representation of the simulated processes is given in Figure 10.

SLX [24] takes a layered approach to process modelling.
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Most commonplace processes are handled in SLX’s upper
layers, while more complex problems can be captured with
SLX’s lower layers. The Microsaint [25] package avoids
hierarchical structures and facilitates readability as well as
easy comprehensibility. The framework entirely relies on flow
charts as meta process language. In most analysed frameworks,
process design is usually supported by visual editing tools. The
ADONIS framework [26] for instance provides an impressive
graphical editor for the design and manipulation of the exam-
ined process system.

In summary, we can state that general purpose tools apply
a generic meta-model in order to facilitate a broad range of
problems. For this meta-model, established concepts such as
Petri nets [7] or flow charts are used. The analysed frameworks
facilitate process design by graphical editing tools.

D. Optimisation Frameworks for Business Processes

In addition to applications that explicitly account for the
optimisation of production processes, we want to attend focus
on those that have been developed for other reasons. Business
processes for instance have a striking resemblance to manufac-
turing processes and as there are optimisation frameworks for
business processes, we want to mention the most prominent
members of this realm as well.

To start with, ProcessModel [27] is a business process opti-
misation software, which supports optimisation from problem
analysis to efficiency evaluation. The tool is able to visualise
many aspects such as money savings or the efficiency of
analysed processes to serve customers. A similar application is
SIMPROCESS [28]. In addition to the capabilities of Process-
Model, SIMPROCESS is able to handle hierarchical process
structures and comes with a set of sophisticated tools for the
process design. Both applications apply means of simulation
in order to verify optimised processes and to estimate their
overall quality.

E. Lessons Learned

In this section, we gave a comprehensive overview on state
of the art concepts and applications. We have already men-
tioned, that there are many sophisticated applications available
today. Some of them have been explicitly developed in order
to optimise production processes, others were designed in a
generic fashion and yet feature similar capabilities.
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The idea of optimising production with respect to dynamic
energy tariffs is adopted by none of the examined applications,
and energy related criteria in general are currently not com-
prehensively covered by state-of-the-art solutions, as only the
approach of Santos et al. supports such factors.

We learned that evolutionary algorithms can be used to
increase the performance of optimisation algorithms and thus
selected such principle for our own application. For this pur-
pose, we applied an established concept [9] whose performance
we further enhanced by distributing our computation units.

Also, our survey did not indicate distributed computing to
be widely used in process optimisation frameworks. Only the
AnyLogic framework provides an according feature, for which
the developers make use of the agent paradigm.

For our implementation we use the exact same view, only
that we apply a rather comprehensive agent model as we use
our agents as autonomous problem solvers while AnyLogic
agents can be understood as simulated autonomous entities,
such as persons or vehicles.

The analysis of general purpose frameworks inspired us to
use a very simple and generic domain model in order to support
a large number of process structures and also to provide
functionality beyond the scope of optimising manufacturing
processes.

To sum up, we can say that currently there are neither
concepts nor frameworks, which account for the optimisation
of manufacturing processes with respect to variable energy
prices.

VII. CONCLUSION AND FUTURE WORK

In this paper, we presented an optimisation framework that
was developed within the government- and industry funded
project EnEffCo. The main objective of the EnEffCo project
was to develop software that facilitates to increase the primary
energy efficiency in production and to evaluate the software
with the involved industry partners.

The optimisation framework exploits the fact that industrial
users are able to purchase energy with a short lead and at
highly flexible prices, e.g., at the European Energy Exchange,
EEX. The energy prices at the energy exchange comply with
the principle of demand and response. As such, time periods
with surpluses of energy (e.g., caused by an increase in wind
or sunshine and the resulting energy from wind engines or
solar collectors) and low grid demand (e.g., right in the middle
of the day or during night times) result in low and possibly
negative energy prices, while periods with only little energy
from renewable energy sources and an increased grid demand
result in high energy prices.

In order to capture the arrangement of production lines,
we have developed a suitable domain model. The model is
similar to a Petri net and comprises only two main types,
namely activities and resources. A link type is used to indicate
a connection between activities and resources. The generic
design of the domain model allowed us to consider scenarios
beyond the originally intended scope of the project. As an
example, we were able to optimise charging procedures of
electric vehicles.

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



An instance of this model, representing the different ma-
chines and tasks found in a production process, is then passed
to the optimisation framework, together with an energy price
forecast obtained from the energy exchange.

Due to the many options in optimising production processes
(e.g., randomly shifting, adding- or removing individual activi-
ties within extensive timeframes), we decided to use stochastic
optimisation. Besides other approaches, such as Simulated
Annealing and Ant Colony Optimisation, the best results were
achieved using Evolution Strategies, where a population of in-
dividuals (process plans) is gradually mutated and (optionally)
recombined until a satisfying quality is reached.

While the quality of the results may vary, the optimisation
process generally produces reliable results in a timely manner,
allowing industries to quickly act even on short-term energy
price fluctuations. Making use of today’s distributed computing
architectures, the optimisation can be distributed to multiple
clients and servers, using the JIAC V multi-agent framework.
This way, the reliability of the outcomes increases further,
while on average taking no longer than a single run of the
optimisation. Additional JIAC agents are used to integrate the
optimisation with other components of the system, e.g., the
process modelling tool and the user frontend.

The EnEffCo Project officially ended in December 2012.
Nevertheless, we intend to further refine our approach and to
extend the capabilities to other domains.

Currently, we are transferring our findings from the EnEffCo
project to ongoing projects, for instance for load-balancing in
micro smart grids and for optimising the charging schedules
of large electric vehicle car sharing fleets [8]. While some ex-
tensions to the domain model and the optimisation framework
had to be introduced, so far, the results look promising.

Furthermore, it is our intention to enhance the optimisation
process by allowing agents to exchange and recombine par-
tially optimised production schedules. This requires agents to
autonomously query intermediate results from other optimisa-
tion agents and to select suitable parts from these results for the
mutation process. Where our current implementation is focused
on distributional aspects only, this extension will exploit the
agent paradigm more comprehensively and pave the way for
a high-performance agent-based optimisation framework.
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Abstract—The global spread of internet access and the ubiq-
uity of internet capable devices has lead to an increased online
presence on the behalf of companies and businesses, namely in
collaborative platforms called local directories, where Points-of-
Interest (POIs) are usually classified with a set of categories
and tags. Such information can be extremely useful, especially
if aggregated under a common (shared) taxonomy. This article
proposes a complete framework for the urban planning task of
disaggregated employment size estimation based on collaborative
online POI data, collected using web mining techniques. In
order to make the analysis possible, we present a machine
learning approach to automatically classify POIs to a common
taxonomy - the North American Industry Classification System.
This hierarchical taxonomy is applied in many areas, particularly
in urban planning, since it allows for a proper analysis of the
data at different levels of detail, depending on the practical
application at hand. The classified POIs are then used to estimate
disaggregated employment size, at a finer level than previously
possible, using a maximum likelihood estimator. We empirically
show that the automatically-classified online POIs are competitive
with proprietary gold-standard POI data. This fact is then
supported through a set of new visualizations that allow us to
understand the spatial distribution of the classification error and
its relation with employment size error.

Keywords—machine learning,
interest, urban planning, GIS.

spatial analysis, points-of-

I. INTRODUCTION

With the increasing number of mobile devices and social
networks in the latest years, the amount of geo-referenced
information available on the Web is growing at an astonishing
rate. Capture devices such as camera-phones and GPS-enabled
cameras can automatically associate geographic data with
images, which is significantly increasing the number of geo-
referenced data available online. Social networks also have
an important role. They are a great medium where users can
share information they collect with their mobile devices. As
a consequence, the amount of online descriptive information
about places has reached reasonable dimensions for many
cities in the world.

A point of interest, or POI for short, is a specific point
location that someone may find useful or interesting. POIs can
be used in navigation, characterization of a place, sociological
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studies, city dynamics analysis, geo-reference of texts, etc [1].
Such a simple information structure can be used and enriched
such that context-aware systems behave more intelligently.

In spite of their importance, the production of POIs is
scattered across a myriad of different websites, systems and
devices, thus making it extremely difficult to obtain an exhaus-
tive database of such wealthy information. There are hundreds,
if not thousands, of POI directories in the Web like Yahoo!!,
Manta? and Yellow Pages®, each one using its own taxonomy
of categories or tags. Therefore, it is essential to unify these
different sources by mapping them to a common taxonomy.
Otherwise, their application as a whole becomes impractical.

In this article, we propose the use of machine learning tech-
niques to automatically classify POIs from different sources
to a standard taxonomy such as NAICS [2] (U.S., Canada and
Mexico) or ISIC* (United Nations), thereby allowing a proper
analysis and visualization of the POI data, especially when
the latter comes from different sources. A good example is
land use analysis, a central pillar in urban planning. If the
POIs do not share a common taxonomy then we are not able
to determine, for instance, how many POIs of universities
exist in a given area, since a POI source can classify them
as “schools” while others classify them as “higher education.”
This makes the whole analysis unreliable. In the particular case
that we explore in this article, we are interested in classifying
POIs according to the North American Industry Classification
System (NAICS). The NAICS is the standard used by Federal
statistical agencies in classifying business establishments for
the purpose of collecting, analyzing, and publishing statistical
data related to the U.S. business economy [2]. NAICS was
developed under the auspices of the Office of Management
and Budget (OMB), and was adopted in 1997 to replace the
old Standard Industrial Classification (SIC) system.

NAICS is a two to six-digit hierarchical classification code
system, offering five levels of detail. Each digit in the code
is part of a series of progressively narrower categories, and
more digits in the code signify greater classification detail.

Thttp://local.yahoo.com
Zhttp://www.manta.com
3http://www.yellowpages.com
“http:/funstats.un.org/unsd/cr/registry/isic-4.asp
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The first two digits designate the economic sector, the third
digit designates the sub-sector, the fourth digit designates the
industry group, the fifth digit designates the NAICS industry,
and the sixth digit designates the national industry. A complete
and valid NAICS code contains six digits [3]. By having
different levels of detail, NAICS codes allow us to perform
analysis at different granularities depending on the practical
application at hand.

Figure 1 shows part of the NAICS hierarchy for the retail
economic sector.

44.-45 - Retail Trade

441 - Motor Vehicle and Parts Dealers
4411 - Automobile Dealers
44111 - New Car Dealers
441110 - New Car Dealers
()

451 - Sporting Goods, Hobby, Musical Instrument,
and Book Stores
4511 - Sporting Goods, Hobby, Musical Instrument Stores
45111 - Sporting Goods Stores
451110 - Sporting Goods Stores
45112 - Hobby, Toy, and Game Stores

Fig. 1. Example of the NAICS hierarchy for the retail economic sector.

In order to make learning possible, a POI matching tech-
nique is proposed, allowing the establishment of golden dataset
from which various typical machine learning models are then
estimated. After comparing several classification methods, we
apply the results to the urban modeling task of estimating em-
ployment size at a disaggregated level. This task is traditionally
made at a coarser level (Traffic Analysis Zone, Census Tract or
Block Group level) than what could be now possible, through
the use of POI data.

Finally, we explore innovative visualization techniques to
(1) understand the POI distribution across space, (2) identify
spatial areas of POI classification error, and (3) relate the latter
with the accuracy of employment size estimation model.

In summary, the main contributions of this article are:

e A POI matching algorithm;

e A machine learning approach to automatically classify
POIs to standard classification system (NAICS);

e A model to estimate employment at a disaggregated
level;

e A collection of visualization techniques that allow a
deeper understanding of the geographical data and the
models developed.

The remainder of this article is organized as follows.
Section II presents previous related studies. Section III explains
our data analysis and modeling methodology, from data prepa-
ration to model generation and validation. Section IV shows
the obtained results. In Section V we describe the application
of this methodology to the field of urban planning. Section
VI presents a collection of visualization techniques of the
data used and the models produced. We finish the article with
conclusions and future work.
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II. STATE OF THE ART

The applications of machine learning algorithms in clas-
sification tasks are vast and cover diverse areas that range
from Speech Recognition to Medicine, including forecasting
in Economics and Environmental Engineering or Road Traffic
Prediction. In urban planning, land-use/land-cover information
has long been recognized as a very important material [4].
However, as Fresco [5] claimed, accurate data on actual land-
use cannot be easily found at both global/continental and
national/regional scales.

In order to cope with these problems, automatic approaches
to classify land use are being developed using distinct tech-
niques.

A common approach to infer land-use/land-cover is to
use satellite imagery. However, while these approaches have
already proven to get good results, they are more suited to
land-cover inference which is considered somehow different
from land-use by many authors. Campbell [6], for example,
considers land-cover to be concrete whereas land-use is ab-
stract. That is, land-cover can be mapped directly from images,
while land-use requires land-cover and additional information
on how the land is used. Danoedoro [7] tries to improve land-
use classification via satellite imagery by combining spectral
classification, image segmentation and visual interpretation.
Although he showed that satellite imagery could be used for
generating socio-economic function of land-use at 83.63%
accuracy, he is the first to recognize that applying such
techniques to highly populated areas would be problematic.

Li et al. [8] use data mining techniques to discover
knowledge from GIS databases and remote sensing image
data that could be used for land use classification. In the
field of remote sensing, Bayes classification (or maximum
likelihood classification) is most widely used and, for most
multi-spectral remote sensing data, the Bayes method classifies
the coarse classes correctly, such as water, residential area,
green patches, etc. But usually more detailed classification is
required in land use classification. In order to subdivide some
of the classes, Li et al. proposes the use of inductive learning
techniques, particularly the C5.0 algorithm. By using these
techniques they were able to get an overall accuracy of 8§9%.
Comparing their final result with the result produced only by
Bayes classification, the overall accuracy increased 11%.

An alternative to satellite imagery is the POI data. Using
a large commercial POI database, Santos and Moreira [9]
create and classify location contexts using decision trees.
They identify clusters by means of a density-based clustering
algorithm (Shared Nearest Neighbor algorithm) which allow
them to define areas (or regions) through the application of
a concave hull algorithm they developed to the POIs within
each cluster. Finally, making use of the C5.0 algorithm, they
classify a given location according to such characteristics as
the number of POIs in a cluster, the size of the area of the
cluster and the categories of the POIs within the cluster.

In order to use POI data for the classification of places
and land-use analysis, POI classification is an essential task.
Griffin et al. [10] use decision trees to classify GPS-derived
POIs. However, they refer to POIs as “personal” locations to a
given individual (i.e., home, work, restaurant, etc.). The main
goal of their approach is then to automatically classify trips. In
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their approach, they start by determining clusters of trip-stops
(i.e., stops that took more than 5 minutes) using a density-
based clustering algorithm (Dbscan). Then, they make use of
the C4.5 algorithm to classify the generated clusters as being
“home”, “work”, “restaurant”, etc., based on the time of the
day and the length of the stay. However, to our best knowledge,
no previous approaches have been made to classify POIs to
a classification system such as NAICS. The latter is widely
used for industry classification and has already been used,
for instance, to classify Web Sites through machine learning
techniques [11].

Spatial analysis has long been a topic of interest for
researchers, who seek a comprehensive understanding on how
the city behaves in different perspectives and its impact in
the economy. Methods for analyzing spatial (and space-time)
data have already been well developed by statisticians [12] and
econometricians [13].

Visualization of geo-referenced data is one effort in such
understanding. Instead of simply presenting information on
a map, visualization facilitates the recognition of patterns in
data by preprocessing and applying statistical filtering (e.g.,
average, deviation, clustering) over large datasets. Keim et al.
[14] were pioneers in using visual approaches to explore het-
erogeneous and noisy large amount of spatial data. The authors
showed how visualizations offered a qualitative overview of
the data and allowed unexpectedly detected phenomena to be
pointed out and explored using further quantitative analysis.
Later, Costa and Venturini [15] improved these methodologies
in order to give the possibility to interact with such artifacts.
The authors applied them to a large POI database and showed
with linear computation time it would be possible to present
and interact with up to one million spatial points.

Currid et al. [16] try to understand the importance of
agglomeration economies as a backbone to urban and regional
growth, by identifying clusters of several “advanced” service
sectors (professional, management, media, finance, art and
culture, engineering and high technology) and comparing them
in the top ten populous metropolitan areas in the U.S. They
concluded that there are three spatial typologies of growth
in the advanced services within U.S. urban regions. These
typologies allowed them to understand qualities of place in
general and of places specifically that drive the agglomeration
of advanced services.

On a particular case study of the biotech industry in the
U.S., Sambidi and Harrison[17] also analyze factors affecting
site-selection of industries, testing the hypothesis of spatial
agglomeration economies in that industry and confirm it using
spatial econometrics. In the same topic, Arbia[l18] classifies
the spatial processes of individual firms into a birth process
(new firms) and a growth process (existing firms) and proposes
a model of economic activities on a continuous space also
with the purpose of studying the geographical concentration
of economic activities and analyze the economic behavior of
individual firms.

III. APPROACH

In this section, we describe our approach, particularly what
are the sources of our POI data, how we generate the training
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data, what methods we use for classification and how we
perform validation.

A. POI Sources

Our data consists of a large set of POIs extracted from
Yahoo! through their public API, another set acquired to Dun
& Bradstreet (D&B) [19], a consultancy company that spe-
cializes in commercial information and insight for businesses,
and a third one from InfoUSA provided by the Harvard Center
for Geographic Analysis (ESRI Business Analyst Data). In the
first data set (from Yahoo!), the database is essentially built
from user contributions. In the other two, the data acquisition
process is semi-automatic and involves integration of official
and corporate databases, statistical analysis and manual evalu-
ation [19]. The POIs from D&B and InfoUSA have a NAICS
code assigned (2007 version), which is not present in Yahoo!.
However, each POI from Yahoo! is assigned, in average,
roughly two arbitrary categories from the Yahoo! categories
set. These categories are specified by the user, when adding a
new POI, through a textfield and can be rather disparate since
Yahoo! forces no restrictions over them. Considering that every
POI source provides either some categories or tags associated
with their POIs, we take advantage of this information to
classify them to NAICS, where a single unifying code is
assigned to each POL

We have 156364 POIs from Yahoo!, 29402 from D&B and
196612 from InfoUSA for the area of Boston, Massachusetts.
We also used 331118 POIs from Yahoo! and 16852 from D&B
for the New York city area to see how our previously trained
model would perform in a different city. We estimate that
the Yahoo!’s categories taxonomy has more than 1300 distinct
categories distributed along a 3-level hierarchy. On the other
hand, NAICS has a total of 2332 distinct codes distributed
along their 6-level hierarchy (1175 only in the sixth level).

Given its nature, the growth of the Yahoo! database (or any
other user content platform) is considerably faster than D&B
and InfoUSA, and the POI categorization follows less strict
guidelines, which in some cases, as mentioned before, may
become subjective. Our hypothesis is that there is considerable
coherence between Yahoo! categories and NAICS codes, such
that a model can be learned that automatically classifies
incoming Yahoo! POIs.

In order to generate training data for the machine learning
algorithms we use a POI Matching algorithm.

B. POI Matching and Data Preparation

When we are comparing POIs from different sources, it
is important to have a way to identify similar POIs in order
to correlate both databases. This requires a way to identify
similarities based, not only in proximity, but also in name
likeness. Our matching algorithm compares POIs according
to their name, Web Site and distance. It makes use of the
JaroWinklerTFIDF class from the SecondString project [20]
to identify close names, ignoring misspelling errors and some
abbreviations. Taking this into account, two POIs will be
considered similar by our algorithm if they fit into one of the
following groups:

Swww.infousa.com
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TABLE 1. SOME STATISTICS OF DATASETS A AND B TABLE II. MOST COMMON NAICS IN THE DATASET A

H Dataset A “ Dataset B NAICS code “ Description “ Occurrences
NAICS source D&B InfoUSA 423730 Warm Air Heating and Air-Conditioning 707
Total POIs 7289 44634 Equipmem and Supplies Merchant Whole-
Distinct NAICS 504 689 6130 f)a?rs | Goods S 200
] . Stores
Distinct Yahoo! categories 802 1109 314999 Afl lc;h OOI\Z‘ Of]eb Textile Prod 193
t scella s t t
Distinct Yahoo! category combinations 569 1002 Mills er hscetlaneous - fextile Frodue
Category combinations that appear only once 136 92 493120 Refrigerated Warehousing and Storage 136
Categories that appear only once 181 107 332997 Industrial Pattern Manufacturing 123
NAICS that appear only once 115 96
TABLE III. MOST COMMON YAHOO! CATEGORIES IN THE DATASET A

e The distance between the two POIs is less than 80 Yahoo! category H Occurrences

meters, the name similarity is above 0.70 and one or Salons 157

both POIs do not have website information. All Law Firms 129

The di b h PO is less than 80 Government o
° € distance etwee.n .t e. tW(') S 1S less than Trade Organizations 115

meters, the name similarity is above 0.70 and the Architecture 36

website similarity is higher than 0.60.

e The distance between the two POIs is less than 80
meters, the name similarity is above 0.60 and the
website similarity is higher than 0.95.

We set the similarity thresholds to high values in order to
get only high confidence matches. By manually validating a
random subset of the POI matches identified (6 sets of 50
random POIs assigned to 6 volunteers), we concluded that the
percentage of correct similarities identified was above 98%
(o0 = 1.79). Differently to validations later mentioned in this
article, this is an extremely objective one, not demanding
external participants or a very large sample®.

After matching Yahoo! POIs to D&B and InfoUSA, we
built two different geographic databases, where each POI
contains a set of categories from Yahoo! and a NAICS clas-
sification provided by D&B and InfoUSA respectively. From
this point on, we shall refer to the initial dataset, which results
from POI matches between Yahoo! and D&B, as dataset A,
and to the dataset resultant from the POI matching between
Yahoo! and InfoUSA as dataset B. The later is six times larger
than the former, due to larger coverage of InfoUSA in Boston.

Table I shows some statistic details of both datasets used.

The dataset A contains 7289 POIs for Boston and Cam-
bridge and 2415 for New York. In comparison with the
original databases, these are much smaller sets due to a very
conservative POI matching approach (string similarity of at
least 80%, max distance of 80 meters). However the POI
quantities are high enough to build statistically valid models.
We performed a detailed analysis of this data and identified
569 different category combinations which included only 802
distinct categories from the full set (of over 1300). From D&B,
our data covers 504 distinct six-digit NAICS codes. However,
the 2007 NAICS taxonomy has a total of 1175 six-level
categories, meaning that our sample data only covers some of
the most common NAICS codes, which only represents about
43% of the total number of NAICS categories. Nevertheless,
the remaining ones are more exotic in our context and hence
less significant for posterior analyses.

6Using the central limit theorem, the standard error of the mean should be
near 0.73. Assuming an underestimation bias for n=6 of 5% (by the [21]),
accuracy keeps very high, yielding a 95% confidence interval of [96.5%,
98.7%]

Figure 2 shows the distribution of POIs along the different
NAICS codes for dataset A. As we can see in the chart,
the distribution is far from being uniform, which further
complicates the classification task for NAICS codes with few
training examples.

- JAWLJMJM._AML |

Fig. 2. Distribution of the POIs in dataset A along the different NAICS codes

Further analyses on the coherence between NAICS and
Yahoo! show that only in 80.2% of the POIs in dataset A the
correspondent NAICS was consistent with the most common
one for that given set of categories, which means that about
one fifth of the POIs are incoherent with the rest of the
sample. This fact highlights the problem of allowing users to
add arbitrary categories to their POIs without restrictions. For
different NAICS levels, particularly for two-digit and four-digit
NAICS, the same analyses showed, as expected, a higher level
of coherency. For the two and four-digit NAICS, 87.1% and
83.4% of the POIs, respectively. Therefore, by having the same
set of Yahoo! categories mapping to different NAICS codes
in different occasions, it is not expectable that we obtain a
perfect model that classifies correctly all test cases. In order
to understand the impact of these inconsistencies in the results,
we also modified the POI dataset so that the NAICS code of
a given POI would match the NAICS codes of the other POIs
with the same category set, assigning to each POI the most
common NAICS code for that given category set in the dataset.
The results of this experiment are also presented in Section IV.

Tables II and III show, respectively, the five most common
NAICS and Yahoo! categories we identified in dataset A.

Regarding dataset B, we identified 689 distinct NAICS
codes and 1109 distinct categories of the more than 1300
that we found in Yahoo!. The latter are in larger number
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TABLE IV. BRIEF DESCRIPTION OF THE ALGORITHMS TESTED

Implementation H Description

ID3 Unpruned decision tree based on the ID3 algorithm.
C4.5 Pruned or unpruned C4.5 decision tree.
C4.5graft Grafted C4.5 decision tree.
RandomForest Forest of random trees.

RandomTree Tree with K randomly chosen attributes at each node.
Performs no pruning. Also has an option to allow estimation
of class probabilities based on a hold-out set (backfitting).

JRip Propositional rule learner, Repeated Incremental Pruning to
Produce Error Reduction (RIPPER), as proposed by W.
Cohen as an optimized version of IREP.

IBk K-nearest neighbors classifier. Can select appropriate value
of K based on cross-validation. Can also do distance weight-
ing.

IB1 1 - nearest-neighbor classifier. Simplification of IBk.

K* K* is an instance-based classifier. The class of a test instance
is determined from the class of similar training instances .
It uses an entropy-based distance function.

BayesNet Bayesian Network

NaiveBayes Naive Bayes model

than the ones from dataset A (only 802) and therefore dataset
B provides a better coverage of the source taxonomy. The
number of distinct category combinations almost doubled
when compared to dataset A, which leads to more diversity
in the training data and more accurate classifiers.

Figure 3 shows the distribution of POIs from dataset B
along the different NAICS codes. Similarly to the distribution
of dataset A, it is an irregular distribution.

2500

2000

. Ahassnsbbinso Ak ae s dn e

Fig. 3. Distribution of the POIs in dataset B along the different NAICS code

C. Flat Classification

The “flat classification” task corresponds to directly as-
signing a NAICS code to a POI given its “bag” of Yahoo!
categories. It is “flat” because the inherent hierarchy of NAICS
is not taken into account in the classification model. Each
NAICS code is simply seen as an isolated string “tag” that
is assigned to a POL

We experimented various machine learning algorithms for
this particular classification task. Table IV provides a brief
description of the algorithms we tested. It is not the scope
of this article to describe any of the algorithms in detail. The
interested reader is redirected to dedicated literature [22], [23].

In our experiments, we built classifiers for different NAICS
levels (i.e., NAICS categories with different granularities),
particularly two, four and six-digit NAICS codes. This choice
is typical in urban planning depending on the study at hand
(e.g., level 2 allows to analyze economic sectors, while level
6 goes to the level of the establishment specificities).
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For validation purposes we use ten-fold cross-validation
[23]. We also performed validation with an external test
set (data from a another city, New York) to understand the
dependency of the generated models on the study area.

D. Hierarchical Classification

In this approach, we take advantage of the hierarchical
structure of NAICS, thus the overall classifier is itself a
hierarchy of classifiers. In this hierarchy, each classifier decides
what classifier to use next, narrowing down the NAICS code
possibilities on each step, until a final 6-digit code (or 4-digit
code, depending on the goal) is achieved. Figure 4 depicts one
possible hierarchy.

NAICS 2 —

Classifier 2geen |

NAICS 4 1111%%, .
Classifiers 1112*%%, .. 2122**, ..

NAICS 6 111110, 111210, 211110,
Classifiers | 111120, .. 111220, .. 211120, ...

Fig. 4. A possible hierarchy of classifiers

By looking at the hierarchy above, we can see that it has 3
levels (2, 4 and 6-digit NAICS). The first level always consists
of a single classifier that decides which NAICS economic
sector (2-digit code) the POI belongs to. Taking the sector into
account, the algorithm then decides which classifier to use next
at the second level. After that, the same process repeats until
a leaf node is achieved in the tree structure of the hierarchy
of classifiers. To provide an example consider a POI that has
the following NAICS code: 111110. According to Figure 4
the top-level classifier will decide that it belongs to sector 11
("Agriculture, Forestry, Fishing and Hunting”) and the left-
most level 2 classifier will be used next. Then, this classifier
will determine that the 4-digit NAICS code of the POl is 1111
(’Oilseed and Grain Farming”) and, based on this decision,
the left-most classifier in the third level of the Figure 4 will
be used, and will supposedly classify the POI with the NAICS
code 111110 ("Soybean Farming”). Of course, along this top-
down process a mistake can be made by one classifier. In this
case, the error would propagate downwards and there would
be no way to recover from it, and hence the final NAICS code
would be wrong.

Our hypotheses is that by using a hierarchy of classifiers,
the classification task will be divided into several classification
models, each one less complex, more accurate and dealing
with a simpler problem. If we consider, for example, the ID3
algorithm, the entropy values for the different features will be
computed according to a smaller class subset, and therefore
the selection of the next feature to use (which is based on
the entropy calculation) will be different and the resulting tree
will also be different. Hopefully, the generated classifier will
be more suited to that particular classification (like deciding for
a POI if it belongs to the subcategory 531, 532, etc, knowing
that it belongs to NAICS sector 53).
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In our experiments, we use three different hierarchies of
classifiers, two with 2 levels:

e NAICS 2 and NAICS 4
e NAICS 2 and NAICS 6

and other one with 3 levels:
e NAICS 2, NAICS 4 and NAICS 6

As we did for the flat classification, we also tried to
test different types of machine learning algorithms: bayesian
networks, tree-based learners, instance-based learners, rule-
based learners. Neural networks were not possible to test due
to their computational demands, both in processing power and
memory.

For the hierarchical approaches we also perform ten-fold
cross-validation, but the data splitting between training/testing
is more prone to biased results than with standard flat classifi-
cation. As in normal ten-fold cross-validation, we also start by
leaving 10% of the data out for test and use the remaining 90%
for training, repeating this process ten times. However, each
classifier in a given level only receives the part of those 90%
of training data that respects to it. For instance, a level two
classifier for deciding which sub-category of NAICS sector
53 a given POI belongs to would only be trained with POIs
that belong to that NAICS sector. Hence, the only classifier
that receives all the training data (90%) would be the top-level
classifier (i.e., the one that decides which NAICS sector a POI
belong to). After the training phase, the hierarchy is tested
with the 10% of the data left out. This process is repeated
ten times, and the average accuracy over the ten iterations is
determined.

IV. RESULTS

Table V shows the results obtained using different machine
learning algorithms for different NAICS levels (two, four and
six-digit codes) for dataset A. There are some missing results
in the cases where the algorithm took over 72 hours to run.
We can see that the tree-based (e.g., ID3, RandomForest) and
instance-based learning approaches (e.g., IBk, K*) are the ones
that perform better in this classification task, especially the
latter. Notice that only 80.2% of data is classified in a totally
non-ambiguous way. The most successful algorithm is IBk
(with k=1), which essentially finds the similar test case and
assigns the same NAICS code. The difference in accuracy
between tree-based and instance based approaches is too small
to conclude which one outperforms the other, however we
could expect that instance based models bring better results
since the distribution of the different Yahoo! categories is
relatively even among examples of the same NAICS code (im-
plying no clear “dominance” of some categories over others).
Understandably, the Naive Bayes algorithm performs badly
because the assumption that different Yahoo! categories for
the same NAICS classification are independently distributed
is obviously false (e.g., “Doctors & Clinics, Laboratories,
Medical Laboratories” are correlated). Such assumption is not
fully necessary in Bayesian Networks, which actually brings
better results. Unfortunately, we could not find a model search
algorithm that performs in acceptable time (less than 72 hours)
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TABLE V. RESULTS OBTAINED FOR THE DIFFERENT MACHINE
LEARNING ALGORITHMS WITH POIS FROM DATASET A FOR THE BOSTON
AREA
Algorithm NAICS2(kappa) | NAICS4(kappa) | NAICS6(kappa)

D3 85.495 (0.842) 77.955 (0.776) 74.015 (0.737)
C4.5 84.241 (0.828) 77.630 (0.772) 73.071 (0.727)
Random 86.174 (0.849) 79.298 (0.789) 74.753 (0.744)
Forest
Random 85.303 (0.840) 77.763 (0.774) 74.192 (0.739)
Tree
JRip 81.334 (0.795) 74.340 (0.737) 69.264 (0.686)
IB1 82.736 (0.812) 74.266 (0.738) 68.644 (0.683)
IBk 86.646 (0.854) 79.475 (0.791) 75.343 (0.750)
K* 85.702 (0.844) 79.726 (0.794) 75.387 (0.751)
BayesNet 80.950 (0.790) 56.721 (0.554) 45.064 (0.438)
NaiveBayes 74.399 (0.715) 40.446 (0.382) 30.264 (0.283)
TABLE VI. RESULTS OBTAINED FOR THE DIFFERENT MACHINE
LEARNING ALGORITHMS USING A RE-CLASSIFIED VERSION OF DATASET A
Algorithm NAICS2 NAICS4 NAICS6
ID3 92.975 89.728 88.680
RandomForest 93.609 90.805 89.846
IBk 94.170 91.189 89.979

and produces a more accurate model. We used Simulated
Annealing and Hill Climbing.

As expected, we obtained better results classifying POIs to
the two-level NAICS than for the six-level NAICS, since the
noise due to ambiguous classifications in the POI dataset is
smaller (we now have 87.1% of non-ambiguous cases).

In Table VI, we can see the results obtained by changing
the POI dataset A so that the NAICS codes of POIs where
ambiguities arise are grouped together in the same ‘“‘super-
category”, eliminating the inconsistencies.

By comparing the results in Table VI with the results in
Table V, we realize that the NAICS labeling inconsistencies in
the POI data have a major negative effect in the performance
of the machine learning algorithms, reducing the accuracy in
more than 16% in some cases for the six-level NAICS codes.
This also gives indications for future versions of NAICS, where
some categories may become aggregated according to these
“super-categories”.

It would be expectable to obtain accuracies closer to 100%
for the results in Table VI. However, that does not happen
since 115 of the 514 NAICS codes covered by our dataset
A only occur once. Therefore, when we split the dataset to
perform the ten-fold cross-validation, a significative number
of the test cases will have NAICS codes that the algorithm
was not trained for, causing it to incorrectly classify them.

Table VII shows the results we obtained by training the
machine learning approaches with dataset A from Boston and
Cambridge and testing them with New York POI data. As we
can see in the results, if we apply the generated model to a
different city, it still performs well, even though the accuracy
drops a small amount in some cases. This is understandable
since even the Yahoo! taxonomy differs slightly from city to
city.

Table VIII shows the results obtained for the different
machine learning algorithms using dataset B.
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TABLE VIIL. RESULTS OBTAINED FOR THE DIFFERENT MACHINE
LEARNING ALGORITHMS USING POI DATA FROM BOSTON FOR TRAINING
AND POI DATA FROM NEW YORK FOR TESTING

Algorithm NAICS2 | NAICS4 | NAICS6
ID3 85.061 75.586 70.209
RandomForest 85.488 76.867 71.318
1Bk 85.360 76.909 71.276
TABLE VIIL RESULTS OBTAINED FOR THE DIFFERENT MACHINE
LEARNING ALGORITHMS WITH POIS FROM DATASET B FOR THE BOSTON
AREA
Algorithm NAICS2(kappa) | NAICS4(kappa) | NAICS6(kappa)
ID3 90.567 (0.897) 85.459 (0.852) 82.091 (0.819)
Cc4.5 90.113 (0.800) 85.085 (0.849) 81.831 (0.816)
RandomForest 90.758 (0.899) 85.710 (0.855) 82.436 (0.823)
RandomTree | 90.500 (0.896) 85.275 (0.851) 81.818 (0.817)
JRip 85.748 (0.844) 80.998 (0.807) 78.495 (0.780)
IB1 87.224 (0.861) 81.495 (0.812) 76.826 (0.766)
IBk 91.024 (0.902) 85.974 (0.858) 82.553 (0.824)
K* 90.227 (0.893) 85.849 (0.856) 82.522 (0.824)
BayesNet 88.961 (0.880) 77.964 (0.776) 67.877 (0.675)
NaiveBayes 87.910 (0.868) 70.250 (0.696) 56.052 (0.554)
TABLE IX. COMPARISON BETWEEN THE RESULTS FOR DATASET B

USING FLAT CLASSIFICATION (4-DIGIT NAICS) AND HIERARCHICAL
CLASSIFICATION WITH 2 LEVELS (NAICS 2 AND 4)

Flat classification Hierarchical clas-
sification
Algorithm accuracy Levell acc. ‘ Level2 acc.
D3 85.459 90.659 85.620
C4.5 85.085 90.172 84.901
RandomForest | 85.710 90.959 85.969
RandomTree 85.275 90.509 85.315
JRip 80.998 85.806 80.440
IB1 81.495 87.637 81.126
IBk 85.974 91.080 86.097
K* 85.849 90.305 85.244
BayesNet 77.964 88.002 74.243
NaiveBayes 70.250 30.688 20.091

By analyzing the results from Table VIII we can see that
the results have significantly improved over dataset A, which
shows the importance of the training data in the performance
of the machine learning algorithms.

Finally, Tables IX to XI show the results obtained using the
different hierarchical classification schemes for various types
of machine learning algorithms.

Our intuition was that hierarchical classification would per-
form generally better than standard flat classification. However,
only in some algorithms the results improved. Therefore, we
will not argue that hierarchical classification of POIs into
NAICS is always a better solution. In fact, as shown before by
comparing the datasets A and B, the quality and the dimensions
of the dataset seems to have a much bigger impact on the
results than whether we apply hierarchical or flat classification.

Another interesting fact in the results from the hierarchical
classification is that the accuracies vary considerably with
the hierarchy type used. For instance, when classifying POIs
with 6-digit NAICS codes, we can see that using a two-level
hierarchy the RandomForest algorithm improved over the flat
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TABLE X. COMPARISON BETWEEN THE RESULTS FOR DATASET B
USING FLAT CLASSIFICATION (6-DIGIT NAICS) AND HIERARCHICAL
CLASSIFICATION WITH 2 LEVELS (NAICS 2 AND 6)

Flat classification Hierarchical clas-
sification
Algorithm accuracy Levell acc. Level2 acc.
ID3 82.091 90.659 82.100
C4.5 81.831 90.173 81.484
RandomForest | 82.436 90.959 82.477
RandomTree 81.818 90.509 81.654
JRip 78.495 85.806 76.398
IB1 76.826 87.637 76.826
IBk 82.553 91.080 82.551
K* 82.522 90.305 81.661
BayesNet 67.877 89.059 69.336
NaiveBayes 56.052 88.002 59.885
TABLE XI. COMPARISON BETWEEN THE RESULTS FOR DATASET B

USING FLAT CLASSIFICATION (6-DIGIT NAICS) AND HIERARCHICAL
CLASSIFICATION WITH 3 LEVELS (NAICS 2, 4 AND 6)

Flat classifi- Hierarchical clas-

cation sification
Algorithm accuracy Levell acc. Level2 acc. Level3 acc.
ID3 82.091 90.659 85.620 82.111
C4.5 81.831 90.172 84.901 81.341
Random Forest | 82.436 90.959 85.969 82.398
Random Tree 81.818 90.509 85.315 81.694
JRip 78.495 85.806 80.440 76.889
IB1 76.826 87.637 81.126 76.826
IBk 82.553 91.080 86.097 82.539
K* 82.522 90.305 85.244 81.486
BayesNet 67.877 - - -
NaiveBayes 56.052 - - -

classification, while using a three-level hierarchy it became
worse (although the differences in accuracy are small).

V. AN APPLICATION IN URBAN PLANNING

In this section, we describe a practical application of
Yahoo! POIs classified to NAICS using a non-hierarchical
approach with the k-nearest neighbor classifier (see Section
III-C for more details).

In the field of urban planning, urban simulation models
have evolved significantly in the past several decades. For
instance, the travel demand modeling approach has been
evolving from the traditional Four-Step Model (FSM) to the
Activity-Based Model (ABM) [24]. Consequently, require-
ments for disaggregated data increase greatly, ranging from
population data, employment data, to travel survey data. The
employment data (on the travel destination side) is usually
obtained from proprietary sources, which adds another layer
of barriers to widely applying the Activity-Based Modeling ap-
proach, let alone the expensive travel-survey data acquisition.
In order to study this issue, researchers are trying to develop
new methods of estimating disaggregated employment size and
location by category.

In our case, we intend to develop a set of new methods
and demonstrate their applications for estimating activities,
incorporating them into travel demand and urban simulation
models. This will be beneficial for cities that lack detailed
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survey data for building Activity-Based Models but wish to
test the sensitivity of travel behavior to policy changes such as
Intelligent Transportation Systems (ITS) implementations that
are likely to alter activity patterns. An important step to achieve
these goals is to obtain a disaggregated employment distribu-
tion by POIs of an area. For the case of Cambridge, MA, we
have official data at the Block Group (BG) level (obtained from
the U.S. Census Transportation Planning Package 2000), which
essentially describes the total size of employees by economic
sector at that spatial resolution. We need to distribute these
totals into Block or Parcel level.

For demonstration purposes we only use POIs from the
“Retail Trade” sector of the NAICS taxonomy, i.e., categories
whose code starts by 44 or 45. Figures 5 and 6 show the
aggregated retail employment density at the Block Group level
and distribution of our POI data from Yahoo! at the Census
Block level for Cambridge, respectively.
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Fig. 5. Aggregated retail employment density at the Block Group level (pl/sq
km= employed people per square kilometer).
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Fig. 6. Cambridge retail POI distributions from Yahoo!

By using the business establishment survey data (from In-
foUSA, 2007) which is believed to be close to the population,
we are able to obtain a benchmark estimate of employment
size by category at the Census Block level for the study areas.
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This will function as a ground truth to test our algorithm.
Notice however that the dates for each of the databases are
quite distinct (2000 for Census, 2007 for InfoUSA and 2010
for Yahoo!) therefore some error is expected to happen.

We employ the local maximum likelihood estimation
(MLE) method as described below to derive the disaggregated
destination estimation at Block level.

1)  We calculate the total number of POIs (destinations)
by category c in each Block b.

2)  We assume that the employment size at destination
d in Block Group g of category c is proportional to
some function f of its associated block area agq g,
which means the effective area of the destination d in
Block Group g of category c. The form of function
f will be explored based on the empirical data, and
we also allow the possibility that f(ad.cg) = Gd,cqg
which is the natural benchmark case. Mathematically,
assume that for employment category c, there are n. 4
destinations at Block Group g. Ford = 1,2,...,n. 4,
let random variable e, . , be the employment size of
category c at destination d in Block Group g.

3)  We assume that eq.q(d = 1,2,...,n.,4) are
11.d.(f(ad,e,g) - Qe,g, 07 ,)» Where o g is the employ-
ment size of category c per unit of effective area
at Block Group g; a4 and 0., are positive con-
stants independent of d. E(eg.cq) = f(ad,c,q) - Ocyg
and Var(eqey) = 02, We then estimate a4 by
employing the maximum likelihood method locally
at Block Group g for employment category c. Thus
we obtain an estimate of employment size eq. 4 of
category c at destination d in Block Group g.

4)  Finally, we sum up the employment size in category
¢ in Census Block b in Census Block Group g.

By employing the same local maximum likelihood method
described above and using the business establishment survey
data (e.g., ESRI Business Analysis package) which is believed
to be close to the population POIs, we obtain a benchmark
estimate of employment size by category at the Block level for
the study area, Ej . . By using the derived POI information
(obtained from the machine learning algorithm), we obtain an
estimate of employment size by category c at Block b for the
study area, F . g.

Then the mean squared error (MSE), weighted mean
squared error (WMSE), and the relative weighted mean
squared error (RWMSE) can be calculated to evaluate the
goodness of fit of the model (see Equations 1, 2, 3, and 4).

MSE(Byc,g, By e ) = > (Bbeg = Bieg)? M
b,c,g
WMSE(Ep e g, B ;) = Z Whye,g (B — i o g)? @
b,c,g

2 2
_ Zb,gg wb,c,g(Eb,(;,g - E;,c,g)
Zb,c,g Wh,e,q(Eb,c,g — E;,c,g)2
!
wb,g Zq E;&‘yg

Zq Wa.g

RWMSE(Ey ¢ g, Er . ,) 3)

Eb,c,g = (€]
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Weights {wy, .4} are normalized to reflect the proportion
of each Census Block in the whole map. In Equation 2, when
we take the weight wy, . 4 = 1 for any subscripts b, ¢, and g, the
corresponding WMSE becomes MSE. In Equation 4, w{L g =
area of Block b in Block Group g, and E . 4 is the estimated
employment size in Block b of category c, using the traditional
disaggregation approach, assuming that the employment is
uniformly distributed across blocks in each Block Group g.

If RWMSE is less than 1, it means that the quality of the
derived POlIs is reliable, so is the new method; the smaller
the RWMSE, the more accurate is the method. If WMSE or
RWMSE equals to 0, it means that the derived POIs from
the Internet match exactly with the trusted proprietary POIs
(treated as the population POIs). However, if RWMSE is
greater than 1, it means that the derived POIs cannot well
reflect the distribution of the population POIs.

Figures 7 and 8 show the estimation results of the disaggre-
gated retail employment density at Block level in Cambridge,
MA, by using POIs from infoUSA and Yahoo! respectively.
By comparing the estimation results, we find that the disag-
gregated employment estimations by using the POIs captured
from the Internet using Yahoo! and those obtained from the
proprietary source (infoUSA 2007) are very close.
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Fig. 7. Disaggregated retail employment densities at the Block level, in
Cambridge, MA, by using POIs from infoUSA

Employing Equation 3, the disaggregated employment es-
timation at the Block level using Yahoo! POI gives RMSE
= 0.312. The RMSE is significantly smaller than 1, which
means that using the extracted Yahoo! online POIs to estimate
the disaggregated employment sizes at the Block level has
reduced the mean squared error by around 69% compared to
the traditional average disaggregation approach.

VI. MODEL PERFORMANCE ANALYSIS WITH VISUAL
TECHNIQUES

In this section, we explore visualization techniques to
further assess the performance of the developed models. Fur-
thermore, by making use of these visualization techniques we
are able to identify possible ways to improve the models’
performance and establish future work directions.
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Fig. 8. Disaggregated retail employment densities at the Block level, in
Cambridge, MA, by using POIs from Yahoo!

We start by visualizing the errors of the learned POI
classifier. Due to the hierarchical structure of the NAICS
taxonomy, there are 6 types of error depending on the level
at which classifier fails first. Therefore, we define the error
level £(p) of some POI p as the first index, from right to left,
where the predicted NAICS code is different from the true one.
So, for example, if the classifier mislabels a POI from NAICS
921130 as 921120, we say it made a level 2 error ({(p) = 2).
On there other hand, if it mislabels it as 238320 we say it
made a level 6 error (§(p) = 6). Correctly classified POIs are
said to have an error level of 0. Hence, the higher the error
level, the worst its consequences are for practical applications
that use the classified POI data. In particular, errors of levels
5 and 6 are especially bad, since they mean the classifier
was unable to correctly identify the economic sector of the
POI, thus invalidating analysis even at the coarsest level of
granularity.

With this in mind, we developed a colour-based represen-
tation scheme, where different colours represent different error
levels. Figures 9 and 10 show this visualization method applied
to the Boston metropolitan area and Cambridge respectively.
Figure 10 shows that the majority of the POIs are correctly
classified, and that most of the errors that occur correspond
to higher level errors (i.e., level 5 and 6). These findings are
coherent with the results presented in Table VIII. However, we
can now observe that these errors are not uniformly distributed
across space. Contrarily, we can see that, regardless of the
error level, the higher the POI density is in a given region,
the more likely it is to have high quantities of misclassified
POIs. Although intuitive, notice that this observation is of vital
importance for practical uses of the classified POI data.

Despite the possibility to visualize the spatial distribution
of the error of the POI classifier, the visualization method de-
scribed above has some limitation when it comes to comparing
different error level. This led us to the idea of using small
multiples - a technique commonly used to compare various
versions of data sets with the same structure in order to show
shifts in relationship [25]. In other words, the different layers
were separated and afterwards composed in sequenced order.
The resulting artefact can be seen in Figure 11. Apart from the
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Fig. 10. Spatial distribution of the POI classification error in the area of Cambridge, MA.

fact that most of the times the POIs are correctly classified, as
the figure evidences, the distribution of the misclassified POIs
is not uniform even at the individual error levels. Furthermore,
we can see that level 6 errors are the most frequent ones.

The small multiples visualization allowed us to visualize
and compare the spatial distribution of different error levels.
However, it is hard to really understand the relation between
classification error and POI density from these methods. In
order to better understand this relation, a new visualization
method was developed. The first step consists in constructing
a modular grid over the map, whose size can be manipulated,
which then reflects on the resulting visual impact. Then, the
average error level &; of a grid cell j is simply calculated as
follows:

— 1
§=1p] > &p) (5)

J pEP;

where P; denotes the set of all POIs in the grid cell j. The
value of &; is then used to visually represent how severe the
misclassification is in that grid cell. By having a single-value
representation of the misclassification error for a given region,
we can now easily overlay this information with POI density.
Figure 12 shows an example of this visualization method for
the Boston metropolitan area. The radius of the black circles

represent the values of &; and the different intensities of red
represent the POI density.

The visualization from Figure 12 allows us to compare
POI density and average error per cell. Hence, we can see
that saturated red cells with small circles in it represent
optimal areas in terms of the reliability of the POI data, since
the average classification error is small even with high POI
densities. On the other hand, the cells with large circles and
almost white background colour represent areas with many
classification errors, even though the number of POIs is small.
The worst case would be for a cells to have large circles
and red saturated colours. That would mean that there are
many incorrectly classified POIs. As Figure 12 evidences,
there are no such regions in our classified data. Furthermore,
we can see that the regions where misclassification is more
severe, correspond to regions of low POI density. Thus, from
a perspective of the “functional regions” of space, where each
region is defined by the economical activities that take place
there, these are the areas where the resultant analysis would
be less reliable.

The visualization method described above can easily be
extended to include the performance of practical application
of the POI data - in this case, the employment size estimation
model from Section V. Figure 13 shows the resulting visual-
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Fig. 9. Spatial distribution of the POI classification error in the Boston
metropolitan area.

Fig. 11. Distribution of the classification error through space for different
error levels &.

ization for the study area of Cambridge. As we can see from
this figure, there is some relation between POI classification
error and estimated employment size error. In fact, a closer
look at this relation shows a Spearman correlation of 0.179
(p-value = 0.006). Hence, a future work direction should be on
improving the classifier’s performance. But, more importantly,

Fig. 12.  Visualization of the relation between POI density and average POI
classification error level &; for the Boston metropolitan area. High intensity
red squared represent zones high POI density. Circle radius represent the value
of the average error level ;.

Figure 13 suggests the hypothesis that regions with lower POI
densities are more likely to have higher estimated employment
size errors, which in turn favors the idea that building a
more comprehensive POI database, through the aggregation of
multiple online sources of data, constitutes a very important
future work direction.

VII. CONCLUSION AND FUTURE WORK

In this paper, a complete framework for employment size
estimation at a disaggregated level based on online collab-
orative POI data mined from the Web was proposed. We
empirically showed that it possible to classify POI to the
widely used NAICS taxonomy with several different machine
learning algorithms using only the categories or tags that are
commonly associated with them. We matched two different
POI databases (InfoUSA and Dun & Bradstreet) to Yahoo!,
in order to build two reliable training sets that have POIs
with user provided bags of categories classified with NAICS
codes. We tested several classification algorithms and the
results show that the best approaches for this particular task
are inductive based algorithms, namely instance based and tree
based learning. These allow for an accuracy as high as 82%
in the most complex task (classification with 6-digit NAICS
codes). We also tried to perform classification in a hierarchical
way, however the results did not showed many improvements
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Fig. 13.
employment size error (blue), and POI classification error (black circles) for
the area of Cambridge, MA.

Relation between POI density (red), estimated disaggregated

over the flat approaches, leading us to the conclusion that the
size of the training set and its consistency/quality can have a
larger impact on the results than the classification algorithm
itself (except maybe for Bayesian approaches).

The classified POIs were applied to the urban planning task
of employment size and location disaggregation from Block
Group level to Block level and the results show encouraging
quality. This strengthens the idea that well classified POI data
to a convenient taxonomy like the NAICS is of great use and
can have many distinct applications.

To the authors best knowledge, this is the only work that
proposes an automatic approach for classifying POIs to the
NAICS, and, therefore, a comparison with other works is not
possible. Thus, we contribute with a novel approach to this
important problem that has high impact in urban planning and
space classification.

Furthermore, we propose several visualization techniques
to help improve the overall quality of the proposed framework,
by helping us to (1) identify regions of high classification error,
(2) understand the relationship between POI classification error
and POI density, (3) comprehend how POI classification error
relates with estimated employment size error, (4) visualize
how all these aspect distribute among space, and many other
interesting aspects of the models and the data.

Future work will investigate the use of semantic enrichment
of the POI data in order to help improve the POI classification
accuracy. Furthermore, we also intend to explore other sources
of online data, so that a more comprehensive POI dataset could
be built.
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