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Abstract—The paper proposes a novel approach for address-
ing issues that are related to organizational changes that are
induced by the introduction of an Information System within
an organization. Specifically, we focus on the effects of a
Workflow Technology because its introduction affects typical
work practices, its use is mandatory, and Workflow Technology
often makes it necessary to accomplish work activities in a
more rigid way. Similar to other Information Systems, the con-
sequence is that changes brought about because of Workflow
Technology can trigger the phenomenon of user resistance. The
Information Systems literature reports different strategies to
limit the degree of user resistance toward Information Systems.
Some of these strategies are based on the direct involvement
of the designers of the technology, while others involve the
managers of the organizations in which the technology is used.
In this paper, we propose the Workflow Evaluation Software, a
tool that actively involves the end users to reduce the effects of
user resistance. In fact, this tool allows to simulate the use of
Workflow Technology at an early stage of its implementation
by focusing on the coordination aspects of user resistance that
are related to how people coordinate their activities. Based
on the data collected, the tool implements the Activity Circle,
which is a social visualization mechanism that distributes
the information related to the coordination aspects of user
resistance among the users. We claim that the sharing of this
information gives voices to the users and could represent one
of the most promising strategies for reducing frustration and
anger about any organizational change.

Keywords-Workflow Technology, Social Visualization, User
Resistance, Organizational Change.

I. INTRODUCTION

The Activity Circle [1] is a general social visualization
tool that displays information that is related to attitudes,
opinions and possible trends in the behaviors of different
people. It aims at making this information distributed among
different people, with the idea that knowing this information
about others who have some relationship with an individual
is also relevant for that individual; furthermore, being aware
of this information about others could also influence the
individual’s related attitudes, opinions and possible behav-
iors. The main idea is to design the Activity Circle to be as
general as possible, considering that any information related
to the possible interactions among different people could

be displayed in terms of a dot that is capable of exhibiting
different characteristics that are related to that information;
for example, the distance from the center of the circle in the
background could be related to the different strengths that
are associated with the considered information. Specifically,
the Activity Circle was designed while considering the reac-
tions of users to the introduction of a new technology. The
Activity Circle aims to make these reactions shared among
a group of users, and this tool could hence be considered
useful in the area of technology adoption research.

This paper focuses on the application of the Activity
Circle when considering the possible reactions of users to the
organizational changes that are induced by the introduction
of an Information System [2], where an Information System
(IS) is any technology that is aimed at supporting the man-
agement of interactions among people, processes and data
within an organization [3]. Among the possible reactions of
people to the introduction of an Information System, one
of the most critical for its successful introduction is user
resistance. User resistance is a complex phenomenon that is
often associated with organizational change [4]. Information
System research strongly emphasizes how the introduction
of an IS could favor a form of organizational change and,
consequently, how people react to changes that are induced
by an IS [2].

Workflow Technology provides the infrastructure to de-
sign, execute, and manage business processes that are spread
over a network of people and resources [5]. Among the many
possible types of Information Systems, we focus on Work-
flow Technology (WT) because we think that the peculiar-
ities of Workflow Technology (sometimes called Business
Process Management Systems or Workflow Management
Systems) are highly related to the theme of organizational
change. In fact, this technology affects the usual work prac-
tices within an organization because it embeds a business
process and, consequently, manages which activities must be
performed, who is in charge of performing them, when the
activities must be completed, and the order to be followed for
the accomplishment of those activities. Furthermore, the use
of this technology is mandatory for end users; this happens
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because WT is used to support the implementation of organi-
zational change that is aimed at making the accomplishment
of work more standardized or its outcomes more determined
and accountable [6]. Moreover, WT enables changes that
make the accomplishment of work activities more rigid
because the changes it promotes might impose fixed patterns
of execution, which often harm the flexibility that is needed
in work environments [7]. Consequently, the employees
often consider the introduction of a Workflow Technology
to be a source of frustration because of the perception
of the power exerted by the organization, especially when
employees are not directly involved in deciding the changes
that affect their usual working practices. Accordingly, this
aspect can raise user resistance to change either by users
refusing to use the system or, less acutely, by users initiating
coping strategies to re-appropriate their usual work practices
and overcome the rigidity of the Workflow Technology with
forms of production deviance [8], such as workaround [9].
According to the IS literature, in the following Related Work
Section of this paper, we will summarize the main strategies
that have been considered to overcome user resistance;
these strategies mainly focus either on the designers of
the technology or on the management of the organization
in which the technology will be implemented. Usually,
these strategies consider the phenomenon of organizational
change as a generic monolithic process without considering
the specificity of the change with regard to the business
process that is affected by the change process itself. In
this way, the identified strategies suggest using generic best
practices, where these practices do not contemplate how the
specific change of the business process affects consolidated
local work practices and how this change could trigger the
emergence of user resistance in the organization. We want
to propose here an alternative strategy because we believe
that reactions to change are not only attributable to the
change itself but are also attributable to the specificity of
the change in the considered business process. Hence, local
aspects of the change must be accounted for because of the
nature of the change that occurred in the specific business
process and because the changes might affect the users’
reactions. Consequently, there is a rise in the phenomenon
of user resistance. This consideration is in line with what
is advocated in a previous study [10], which claims that,
in the research toward the adoption of business process
change technology, it would be necessary to identify both
generic and locally relevant process-centric constructs that
could predict users’ adoption of the related re-designed
business process. In Section III, a tool is described, namely
the Workflow Evaluation Software (WES), which is espe-
cially designed to involve directly the possible end users
of a Workflow Technology in experiencing the effects of
a Workflow technology–induced organizational change. To
this aim, we propose using WES to simulate the management
of a business process at both the design and execution times

to collect and then make available information about the
coordination aspects of user resistance at an early stage of
development of a WT, where these coordination aspects are
about the local aspects of the change on the specific process
itself and are related to how people coordinate their activities
about that process. This is because user resistance is a
complex phenomenon and it is possible to isolate different
components to partly explain the user resistance. From our
perspective, we are interested in identifying aspects of user
resistance related to the coordination efforts that are required
by people when they are jointly called to accomplish the
goals of a specific business process. Specifically with WES,
we focus on business processes as they will be managed
by Workflow Technology. Once the related information has
been collected, we propose to display it with the Activity
Circle in terms of a social proxy visualization approach to
make all of the participants aware of the effects of their
coordination efforts to reduce the possible disparities and
frustration and to limit the emergence of user resistance.

Our challenge when proposing the WES tool is to limit the
rise of user resistance during Workflow technology–induced
organizational change i) by considering the local aspects
of the change, and not the overall change process; ii) by
isolating the effects of the introduction of a WT on the work
practices without focusing on any specific implementation
of a WT but instead focusing on the coordination aspects
of user resistance; and iii) by simulating the effects organi-
zational change as soon as possible to restrain the possible
costs for the WT implementation.

The paper is organized as follows: Section II reports
Related Work about the issue of user resistance to the
introduction of an IS; Section III describes our proposal to
manage the issue of user resistance at an the early stage
of the introduction of a Workflow Technology; Section IV
describes how to evaluate the effectiveness of our approach;
and Conclusion and Future Work Section is presented at the
end of the paper.

II. RELATED WORK

Because user resistance is a critical factor for the suc-
cessful introduction of IS within organizations, most of the
IS literature provides discussions for a better understanding
of the complex phenomenon of user resistance (see [4] for
a review on user resistance toward the use of Information
Systems). Furthermore, some solutions are proposed in this
literature to reduce the resistance to facilitating IS adoption.
These solutions are usually described while considering ei-
ther the involvement of the management of the organizations
in which the IS should be used or the involvement of the
designers of the new IS to be implemented.

Some authors remind the designers of a new Information
System that its design should never be considered a neutral
activity; the designers should consider that this activity will
also bring an organizational change [4] along with the related
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criticalities (such as the emergence of the phenomenon
of user resistance to change). Consequently, most of the
designers’ effort during the design of a new system should
be devoted to limit the possible user resistance. Other
authors (e.g., [11]) state that the designers should implement
a participative strategy with employees. In this strategy,
employees should be involved in the development of the new
system and should not be presented only the overall final
result of the project; instead, this work should be conducted
as a series of pilot studies to examine the impact of the
change step by step. Following this strategy, the designers
are also asked to develop and follow a clear implementation
plan with the direct support of the management, who need
to be informed in a detailed way about both the system and
the related business process that is affected by the system. In
this way, designers could also have the possibility of being
informed by managers to better address the questions and
concerns of the final users.

For the concerns of the management, the IS literature
mainly considers two categories of strategy to address
user resistance: participative and directive [12]. Participa-
tive strategies are devoted to involving final users in the
development process for the new system, as when users
perceive that they are an active part of the change process,
their resistance toward the new system may be reduced.
These strategies consider the phenomenon of user resistance
either before the system is actually used, which suggests the
incorporation of user participation into the design process,
and the encouragement of open communication between
management and employees. Alternatively, these strategies
are generally implemented in a system that is already in
use by considering the training of the users, giving users
sufficient time to learn to use the system (without focusing
on their performances during this transition period), or
providing a clear documentation of the new standards that
are related to the use of the new system [13][14][15].
Directive strategies, instead, are those that are imposed by
the management and can be organized around two opposite
perspectives: rewards and punishment. Most efforts of the
management are devoted to the first type of perspective, as
described in previous studies [12][15]. The authors suggest
providing financial incentives for using the new system, a
power redistribution among users using the system, and job
title modifications. In addition, one study [15] also suggests
that the management should give unions higher wage rates in
return for a work rule change and should give one of their
leaders, or someone they respect, a key role in designing
or implementing a change. Punishment strategies are, for
example, firing or transferring people who resist the change,
and implicitly or explicitly threatening the loss of a job or
promotion possibilities [15][12].

The theme of user resistance is relevant also for re-
quirements engineering research (see e.g., [16]). However,
requirements engineering is about the formulation of the

software requirements related to the implementation of a
technology (an Information System in this context). In this
way, requirements engineering process is more focused on
the implementation of the functionalities of the system and
hence on the way people will accomplish their duties after
its introduction; accordingly, higher user participation to the
definition of the requirements will probably rise higher sense
of belonging to the technology being implemented and this
will reduce resistant behaviors [16]. However, we are more
focused on less tangible aspects than the implementation
of the system’s functionalities; in fact, we are interested in
the way people perceive the organization of their work after
an organizational change. This would occur paradoxically
even in case the procedures and processes related to the
completion of a work are re-designed “on-paper” without
the support of a technology. Obviously, the effects of the
changes on the organization of work, and consequently also
the possible resistant behaviors, would result amplified if the
change is supported by a proper technology. For this reason,
the identification of possible user resistance to IT–induced
organizational change is more challenging.

The solutions reported within the body of the considered
literature are mostly oriented toward providing suggestions,
hints, indications, and rules of thumbs for managers and
designers to limit the potential harm of user resistance by
generally considering the overall process of organizational
change. To our knowledge, the field lacks a practical tool
that can be used to limit the negative influence of user
resistance toward the adoption of a new WT by focusing
instead on the specificity of the business process affected by
the introduction of the WT. Therefore, taking our inspiration
from the participative strategies that are suggested both
to the designers and the management staff, we consider
involving end users in the process of change to be extremely
relevant. Specifically, the process of change would bring
the users’ participation to the design of the “re-engineered”
business process [17] because it will then be implemented
in the newly introduced Workflow Technology. In line with
this suggestion, the solution that we propose is designed
by accounting for the end-users’ perspectives to make these
potential users both aware and then able to express their
voices about the change “imposed” by introducing the new
WT. This scenario is in line with what was advocated by dif-
ferent scholars, e.g., by [18], who hope for the possibility to
offer end-users alternative responses to reduce the likelihood
of frustration in response to instances of power (such as how
an organizational change that is related to the introduction
of a new WT might be perceived by end users). In the next
section, we describe our proposal for placing into practice a
real shared channel with which alternative users’ responses
are voiced.
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III. THE PROPOSAL

We propose a tool, the Workflow Evaluation Software
(WES), to limit the effects of user resistance to the intro-
duction of a Workflow Technology. The tool encompasses
two main modules: the Workflow Evaluation Module (WEM)
and the Activity Circle Module (ACM). The WEM allows
users to manage both the modeling and execution of a
workflow, which reflects the business process re-designed
as a consequence of the introduction of the considered
WT. The ACM makes possible the social visualization of
information that is related to the possible user resistance
from the Workflow Technology introduction, which causes
the organizational change. Detailed description of these two
modules will be provided in two dedicated subsections,
while another subsection will describe the rationale of the
model behind our tool.

A. The Workflow Evaluation Module

It is possible to find elsewhere a more detailed description
of the WES tool and of its constituent modules [19]. The
most important aspect to recall here is that the WEM
implements what can be considered a simulation tool of a
real Workflow Technology. A simulation tool not in the sense
that the WEM fully implements the way how each activity
has to be performed by any of the involved users, but rather
in the sense that the WEM implements a sort of “workflow
mockup tool” to assign to the involved users a placeholder
for each of the activities they have to complete according to
the right order of execution defined in the business process
modeled using the module.

The main rationale behind this module is making possible
to apply the WES tool in organizational settings in which
an organizational change induced by the introduction of a
WT is underway. Our idea is to anticipate the extent of the
end-users’ positions before both the implementation and use
of the system to emphasize as soon as possible which are
the possible forms of resistance to change before the costs
of implementation will strongly impact the organization. In
this way, the management can drive the change in a less
traumatic way, thus reducing the possible negative impact of
resistance by accounting for the reactions of the end-users
who are in charge of making the WT introduction either a
good or a bad investment for the organization. Obviously,
this rationale is not free from criticism. In fact, our approach
does not encompass all of the features that affect the
possible success or non-success of the considered Workflow
Technology. In fact, by using the WEM functionalities users
focus only on the impact of change with respect to concerns
about the new organization of the work. On the one hand, the
module focuses on user interactions and the coordination of
work activities; on the other hand, it focuses on how much
the workload of each user has changed as a consequence
of the introduction of the Workflow Technology. A more
comprehensive evaluation of the effects of change from the

Role Activity
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follows

is interdependent with

(0,N) (1,N)

(0,N)
(0,N)

(0,N)

(1,1)

(0,N)

(0,N)

is assumed by

(0,N)

(0,N)

Figure 1. The ER diagram of the HOMe-BUPro model.

considered WT will also require asking the users to evaluate
how much the implemented system affects the completion of
each activity that was assigned to them by considering, for
example, the Perceived Ease of Use of the system [20], the
technological integration with other applications and other
characteristics that are related to the system as indicated, for
example, in the DeLone and McLean Model of Information
Systems Success [21] or in the BPM success model [22].
Though these last aspects are very relevant to address the
issue of user resistance, they are more focused on the
way the system is implemented and, hence, how it can be
evaluated, only at a very later stage of the introduction of
the new Workflow Technology. Conversely, we are more
focused on the preliminary phase of WT introduction and
on the coordination aspects of user resistance. To iden-
tify coordination aspects of user resistance, we defined a
human-oriented meta-model of business processes, which we
called the Human-Oriented Meta-BUsiness Process (HOMe-
BUPro) model (see Figure 1 for the corresponding ER
diagram).

This model is not intended to fully design a business
process, but it aims to be fairly general and complete to
describe the interactions occurring among actors during
a business process execution (and hence also to describe
the coordination of the related activities). To this aim, it
focuses on specifying the relevant constructs to capture the
coordination efforts of the involved actors occuring during
the unfolding of a business process, namely Activities (what
has to be done), Roles (which functional role has the skills
and the duties to accomplish an activity according to the
organization’s rules), and Actors (who is really in charge to
perform an activity within the organization). The rationale of
generality behind the HOMe-BUPro model was also guided
by the idea of making this model easily mappable to any
existing Workflow Technology and to any reasonable way
of describing and representing a process model (even on
paper). We conducted this effort while aiming to widen the
possibility of applying the HOMe-BuPro model to different
organizational settings, according to the local choices of
Workflow Technology to be used or to any methodology
used to represent internally a business process. Moreover, the
rationale behind the HOMe-BUPro model is also to make it



5

International Journal on Advances in Intelligent Systems, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/intelligent_systems/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

appliable not only to the models that are employed by usual
Workflow Technology (where this technology is usually
built on imperative process models based on a very rigid
control-flow approach) but also to richer workflow models.
In fact, our aim is also to apply our model to other more
flexible workflow approaches such as declarative, constraint-
based approaches (e.g., the ESProNa engine [23] or the
DECLARE tool [24]), to evaluate whether an improved
flexibility during execution affects user resistance and the
users’ attitude toward the system. In other words, we want
to identify whether the effects of change, and hence the
possible resistance that arises as a consequence of this
change, could be limited by a more flexible technology or
whether the effects of change are basically always the same,
irrespective of the technology used.

In order to make it possible the simulation of the co-
ordination efforts related to the execution of a process, the
WEM incorporates both a Process Designer functionality by
which a Process Designer role can define all the aspects
related to the modeling of the process, and a Human-driven
Workflow Engine in which a Process Manager role can
manually trigger the change of state of the Activities of
the process, and to assign them to the related Actors in
order to fully simulate the unfolding of a process during
its execution.

We do not focus here on the details of the Process
Designer functionality and on the Workflow Engine; rather
we are interested to describe both the HOMe-BUPro model
used to define the coordination of the Activities among the
involved Actors and the way in which the related Actors’
coordination efforts are measured.

B. The HOMe-BUPro model

We consider the application of the HOMe-BUPro model
at two different stages of business process management: the
design time and the enactment/run time as will be described
in the next two subsections.

1) Design time: We based our model on the general
characteristics of a business process to capture the coordi-
nation efforts among involved people, considering a process
to be composed of a set of Activities. For each Activity,
it is possible to specify the Roles that are involved in its
accomplishment. We identified two types of relations that
link Activities with Roles: a Role that is responsible for
the accomplishment of the related Activity (at least one
Role must be defined as being responsible for an Activity)
and a Role that is involved in the accomplishment of the
Activity (the presence of this relation is optional). The
two different relations emphasize two possible positions in
regards to the Activity to be completed: one is a position
of full responsibility toward the overall accomplishment
of the Activity; the second one, is a position indicating
an optional involvement to support who is responsible to

Figure 2. An example of a Claim Request process at the design time.

complete the Activity (e.g., to emphasize the difference
between a Physician responsible for a Drug Administration
activity and a Nurse supporting the Physician if we consider
a subordinate relation, but also to emphasize the difference
between a General Practictioner responsible for a Patient
and a Specialist, when the General Practitioner asks the
Specialist an opinion in regards to a Diagnosis). Figure 2
reports a sample process, as defined at the design time. This
process was inspired by an insurance Claim Request process
after a car accident considering only a subset of activities of
the overall process. Role R1 is responsible for Activity A1,
while Role R4 is involved in its accomplishment. Roles R2

and R3 are both responsible for the accomplishment of A2.
The model allows us to define that the same Role, R1, is both
responsible for the accomplishment of an Activity, A1, and
is involved in the accomplishment of another Activity, A3.
Specifically for the case in example, Activity A1 is about
Claim Registration, under responsibility of an Agent (R1)
of the insurance company, who will follow then the entire
evaluation process. Optionally, a Junior agent (R4) could
be involved to support the Agent responsible for the Claim
Registration activity. A2 is about the First Evaluation of the
Claim (to identify a guesstimate amount of the request).
This Activity is both under responsibility of an Accountant
(R2) and a Supervisor (R3). After this first evaluation, the
request passes through more formal steps, like the Document
Collecting activity (A3). This activity is under responsibility
of a Document Collector (R5), who in some cases could
involve also the Agent following the Claim Request.

Then, at the design time, it is necessary to anticipate for
each Role all of the Actors who could possibly assume that
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Role and hence which Actors would be possibly involved
in the accomplishment of the related Activities (even if the
Actors who will actually accomplish an Activity during an
instance of the process will be specified at the enactment
time). To guarantee covering most of the possibilities of real
work environments, the HOMe-BuPro model allows both to
model collaboration among Actors with respect to a single
Activity (e.g., modeling a pool of Actors who are involved
in the accomplishment of the same Activity, as shown for
Activity A2, the First Evaluation of the Claim, in Figure 2,
where both Accountant John, a4, and Jim, a5, have been
involved to possibly collaborate for that Activity’s accom-
plishment) and provide collaboration among the Actors who
are involved in the accomplishment of different Activities
(e.g., for the Agent Susan, a1, and the Document Collector
Joe, a9, who are both involved in the accomplishment of the
Claim Registration activity A1 and the Document Collecting
activity A3).

Activities can be related as in the usual workflow models
in terms of mandatory precedence (Claim Registration, A1,
which precedes the First Claim Evaluation, A2, must end
before the First Claim Evaluation can be executed, as shown
by the arrow connecting A1 and A2 in Figure 2), but they
can be related also in terms of interdependence (as shown in
Figure 2 by a line connecting A1 with A3 indicating some
form of interdependence among the Claim Registration
and the Document Collecting activities). Interdependency
describes a weaker relation, which indicates that the
accomplishment of an Activity can be related to the
accomplishment of another Activity without imposing a
strict execution order. This construct also means that the
Actors involved in the accomplishment of interdependent
Activities, not just the Actors following a strict sequential
order to complete two Activities one next to the other, can
be considered as mutually dependent [25]. Accordingly,
two Actors being mutually dependent means that an Actor
relies positively on the work performed by the other to
accomplish her duties, and vice versa. When two Actors are
mutually dependent, this dependency could be described
in terms of what has been defined as Coordination
Requirements [26]. Coordination Requirements in fact
describe an “objective” measure that is defined for the
domain of large software development projects and express
that the coordination efforts required for developers to
complete their project could be defined according to the
level of interdependence among the software modules of that
project. The theme of interdependence is to be considered
not only for software development, but also for business
process management [25]; in this latter case, dependency
rather than considering software module dependencies
can be measured in terms of task interdependencies. An
investigation of task interdependency can be found in a
previous study [27], where a measure for representing the
degree of task interdependency is defined. The authors of

this study relate this measure to other process characteristics,
such as the coordination mechanisms that are required for
people to manage their coordination to get their job done
according to a certain degree of Task Interdependence.

Measuring Interdependence: For measuring interde-
pendence among Actors involved in the accomplishment of
a process and hence to identify the related Coordination
Requirements, we combined the concepts of Coordination
Requirements with Task Interdependence. In fact, with
respect to Task Interdependence, we considered that the
coordination efforts needed to accomplish different activi-
ties are related to Task Interdependence: different degrees
of task interdependency require people to adopt different
coordination modes, from stricter, such as plans and rules
for a high level of Task Interdependence, to weaker, such
as unscheduled informal meetings for low interdependent
tasks. Stricter coordination modes such as plans and rules
require the involved Actors to perform a higher extra work
effort to manage high Task Interdependence, i.e. to perform a
huge amount of what has been called articulation work [25],
while weaker coordination modes used for articulating low
interdependent tasks require lesser articulation work than
plans and rules. In regards to Coordination Requirements,
we considered the idea behind Coordination Requirements
to automatically computing them according to the degree of
software module dependency. Accordingly, we defined the
Coordination Requirements of Actors who are involved in
the accomplishment of related Activities within a business
process. The interest in identifying Coordination Require-
ments is based on the hypothesis that focusing on Coordi-
nation Requirements that arise among Actors to accomplish
a business process (and hence on local aspects of change)
will provide useful information to infer details about user
resistance to change. Specifically, these aspects of resistance
to change are not related to the measures that are based
on individual differences [28] or to those based on general
organizational measures about change. Instead, these aspects
are related to the more objective measure of the coordination
efforts that are imposed on Actors by the new organization
of the work, i.e., on what we defined as the coordination
aspects of user resistance. In this case, we argue than
higher Coordination Requirements could be associated with
increased work complexity and higher efforts of articulation
work needed, which would result in a stronger form of user
resistance or at least in a reduction of user satisfaction. This
is in line with the study of [29], where it is shown that
some job characteristics such as skill variety and autonomy
are negatively related to satisfaction after the introduction
of an organizational technology affecting the usual work
practices. The choice of defining Coordination Requirements
as objective measures of work complexity as an alternative to
more complete scales to determine job characteristics, such
us the scale described in a previous study [30], is motivated
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by simplifying the measures that are related to identifying
local aspects of change. The definition is also motivated by
being more objective because Coordination Requirements
are automatically generated by the business process model
itself, and this generation does not require a longer subjective
evaluation by the people who are involved.

Similarly to the formula proposed by Cataldo and col-
leagues [26], we defined Coordination Requirements as a
measure that is computed using the following formula:

CR = TA ∗ TD ∗ TT
A (1)

where TA represent the Task Assignment matrix, TD repre-
sents the Task Dependency matrix and TT

A is the transpose
of the Task Assignment matrix. In the work of Cataldo and
colleagues [26], TA is built considering the developers who
opened files related to a software modification request; TD

is identified by considering syntactic dependencies among
the source code files of a system. In our case, the Task
Assignment matrix identifies the Actors who are in charge
of accomplishing each Activity in the process. The Task
Dependency matrix describes the dependencies among the
Activities of the considered process. We have different Task
Assignment matrixes, which are defined at different stages
of the management of the process: one matrix is defined
at the design time, and one is designed at the enactment
time. At the design time, the Task Assignment matrix is
automatically generated from the process model, while at
the enactment time the Task Assignment matrix considers
only the Actors who were in charge of the accomplishment
of an Activity for the specific instance of that process.
The Task Dependency matrix is, instead, the same at both
the design and run times, and it is automatically derived
from the process model by extracting both the precedence
and the interdependency relations among the Activities.
Table I shows a Task Assignment matrix that is automatically
generated from the process represented in Figure 2. The table
is built as follows.

For each Actor:
• the Actor is assigned 2 each time that she can play the

Role responsible for an Activity (e.g., in Table I, where
a1 is assigned the value 2 in correspondence with A1

because, as shown in Figure 2, a1 can play the Role
R1, which is responsible for A1);

• the Actor is assigned 1 each time she can play a
Role that is involved in the accomplishment of an
Activity (e.g., in Table I, where a3 is assigned 1 in
correspondence with A3 because, as shown in Figure 2,
a3 can play Role R1, which is involved in A3);

• the Actor is assigned 0, when there is no relation
between the Role and the Activity.

These weights have been arbitrarily defined, and it is pos-
sible to consider smarter strategies for assigning them. In

Table I
THE TA TABLE GENERATED FOR THE CLAIM REQUEST PROCESS AT

THE DESIGN TIME

Role Actor A1 A2 A3

R1 a1 2 0 1

R1 a2 2 0 1

R1 a3 2 0 1

R2 a4 0 2 0

R2 a5 0 2 0

R3 a6 0 2 0

R3 a7 0 2 0

R4 a8 1 0 0

R5 a9 0 0 2

any case, the assignment follows a rationale that considers
the effort requested in the accomplishment of an Activity
to change according to the Role played by the Actor.
Responsibility requires more effort than pure involvement,
which is reflected in the values of the associated weights.

Table II presents a Task Dependency matrix that was
automatically generated from the business process described
in Figure 2. This Table reflects the static nature of the design
of a process because the dependencies among the activities
are fixed according to the model that was defined at the
design time. The TD is built as follows.

For each Activity:
• the Activity is assigned 2 when the column refers to

the same Activity in a row. In other words, within the
same Activity, the coordination effort requested for the
Actors involved in the accomplishment of that Activity
is the highest. For example, A1 is assigned the value 2
in the column A1;

• the Activity is assigned 1 when, in a column, the
considered Activity follows the Activity considered in a
row. For example, in Figure 2, it is clear that A2 follows
A1; then, in Table II, the Activity A1 is assigned 1 in
correspondence with A2. The precedence relation is not
symmetrical (if A2 follows A1, it does not hold that A1

follows A2). Consequently, in Table II, A2 is assigned
0 in correspondence with A1;

• the Activity is assigned the value of 0.5 to emphasize
the presence of an interdependency with the Activity
of the corresponding column. In this case, in Table II,
A1 in correspondence with A3 is assigned 0.5 because,
as shown in Figure 2, A1 is interdependent with A3.
Additionally in this case, interdependency is not sym-
metric, as shown in Table II, where for A3 there is a
zero value assigned with regard to A1;

• the Activity is assigned 0, when there is no dependency
among the Activities.

Additionally in this case, the weights have been arbitrarily
defined, and it is possible to consider smarter strategies
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Table II
THE TD TABLE GENERATED FOR THE CLAIM REQUEST PROCESS AT

THE DESIGN TIME

A1 A2 A3

A1 2 1 0.5

A2 0 2 1

A3 0 0 2

to assign them. Nevertheless, a rationale is followed that
considers the effort requested from Actors in the accom-
plishment of an Activity to change according to the degree
of dependency among the Activities. This ranges from the
highest effort among the Actors accomplishing the same Ac-
tivity (the strongest dependency) to the lowest effort among
the Actors who where involved in the accomplishment of
the interdependent Activities (the weakest dependency).

According to Formula 1, it is possible to generate the
Coordination Requirements table. Table III describes the Co-
ordination Requirements that are associated with each pair
of Actors according to the Claim Request process described
in Figure 2. For each Actor (a single row, e.g., in Table III
the first row refers to the Coordination Requirements of a1),
the Table reports the Coordination Requirements that are
calculated with respect to all of the other possible Actors
identified in the design phase. The last two columns, S1 and
S2 aggregate the data about the Coordination Requirements
that are related to a specific Actor. S1 is about the sum of all
of the Coordination Requirements of an Actor with respect
to all of the other Actors involved in the process, and S2

is about the sum of the Coordination Requirements for a
Role, considering all of the possible Actors who play that
Role. While the columns of the table with the names of other
Actors identify the Coordination Requirements concerning
Actor-Actor interactions, the last two colums (S1 and S2)
are about a more general and comprehensive quantification
of Coordination Requirements posed to each of the Actor
involved in the process. This evaluation would be useful
for example in comparing the coordination workloads re-
quested to an Actor in regards to different processes: e.g.,
comparing the Coordination Requirements for the actual
process (i.e., before the organizational change) with the
requirements posed by the re-designed process as supported
by the Workflow Technology (i.e., after the organizational
change as simulated by means of the WES tool); in other
cases, this evaluation would be useful also in giving the
possibility to any involved Actor to compare her workload
with the workloads of the others.

Consider for instance the case of John (a4) and Jim (a5),
both Accountants responsible for the accomplishment of the
First Evaluation of the Claim (A2). Because of their com-
petition for a promotion, they do not want to collaborate at
all. Instead, as reported by Table III, a4 and a5 are enforced
to possibly collaborate with one of the highest values of

Table III
THE CR TABLE GENERATED FOR THE CLAIM REQUEST PROCESS AT

THE DESIGN TIME

R1 R1 R1 R2 R2 R3 R3 R4 R5

a1 a2 a3 a4 a5 a6 a7 a8 a9 S1 S2

a1 11 11 11 4 4 4 4 4 6 59 177

a2 11 11 11 4 4 4 4 4 6 59 177

a3 11 11 11 4 4 4 4 4 6 59 177

a4 2 2 2 8 8 8 8 0 4 42 84

a5 2 2 2 8 8 8 8 0 4 42 84

a6 2 2 2 8 8 8 8 0 4 42 84

a7 2 2 2 8 8 8 8 0 4 42 84

a8 4.5 4.5 4.5 2 2 2 2 2 1 24.5 24.5

a9 4 4 4 0 0 0 0 0 8 20 20

the identified Coordination Requirements (measured with
the strength of eight, where eleven is the highest value)
according to the new organization of work imposed by the
new Claim Request process that is simulated by using the
WES tool. So, in this case, more than other Actors, such as
Steve (a8), the Junior agent, with his highest Coordination
Requirement set to 4.5, John and Jim might probably exhibit
a resistant behavior toward the new organization of work
as imposed by the Workflow Technology. In regards to S1,
the value of S1 for both John and Jim is set, after the
change of the considered process, to one of the highest
values (42, where 59 is the highest value). Our hypothesis
is that an increase of the Coordination Requirements for an
Actor would correspond to a possible increase of a resistant
behavior toward the organizational change induced by the
introduction of a Workflow Technology.

The data about the columns in the CR table emphasize
how much an Actor is involved in the coordination of
Activities for a given process by considering that the
measure of this involvement is based on what could occur
according to the design of the process but it is not based
on considering the specific instances of that process. The
next step is to consider how these data could change for a
specific instance of that process.

2) Enactment and Run time: At this time, among the
possible Actors specified at the design time, the Actors
actually involved in the execution of the Activities related to
the current instance of the process will be chosen. Figure 3
depicts a possible instance of the Claim Request process
that is considered in Figure 2. In this specific instance,
Susan (a1) is the only Agent who is responsible for the
accomplishment of the Claim Registration activity A1; John
(a4), an Accountant, and Paul (a7), a Supervisor, are both
responsible for the accomplishment of the First Evaluation
of the Claim (A2); Joe (a9), a Document Collector, is
responsible for the accomplishment of the Document Col-
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lecting activity (A3), while David (a3), an Agent, is involved
in the accomplishment of that Activity (see Figure 3, in
which each assigned Actor is represented with a double-
lined circle). Consequently, a new Task Activity matrix is
automatically determined by accounting for only the Actors
who are actually involved in the execution of that specific
process instance. For the situation after the enactment has
occurred, as depicted in Figure 3, Table IV is generated. To
emphasize the differences with Table I, describing a static
situation according to the design phase, in Table IV, the
Actors underlined in the second column (named Actor) are
the only Actors enacted for the considered instance of the
process. Instead, the weights underlined are the weights that
are changed in the TA table, which reflect the change from
the design time to the run time after enactment. Specifically,
the values in Table IV are all at least equal to or at most
less than the values in Table I because the table at the
design time describes a wider set of possibilities to assign an
Actor for the accomplishment of an Activity. Consequently,
applying Formula 1 to the Task Activity matrix generated
at the run time (Table IV) and to the Task Dependency
matrix (Table II), it is possible to compute the Coordination
Requirements table that is specific to that instance of the
process (see Table V). Again, the Actors underlined in the
first column are the only Actors enacted for the considered
instance of the process. Instead, the weights underlined
report the specific Coordination Requirements, which were
changed according to the data reported by Tables IV and II.
In this way, S1 and S2 in Table V describe, for each
Actor enacted for that instance, the sum of the Coordination
Requirements with respect to all of the other Actors and with
respect to the Role played by that Actor. Again the values
contained in Table V are all at least equal to or at most less
than the values contained in Table III thus reflecting the
different Coordination Requirements that occur at either the
design or run times. In this specific instance of the Claim
Request process, John (a4) and Jim (a5) are not enacted
together, but only John is assigned for the completion of
the First Evaluation of the Claim (A2). Consequently, the
Table V reflects this fact because both cells at the cross
of a4 and a5 related rows/columns (and viceversa) equal
zero (i.e., no Coordination Requirements among John and
Jim are set for this instance). Obviously, this is the case
for a single specific instance of the Claim Request process,
so it is not possible to base the identification of possible
resistant behaviors on a single case. For this reasons, our
tool will refer either to data related to the design time
(summarizing the set of all the possible cases) or to data
related to the run time considering the single CR tables
related to the instances of the considered process. The idea
of considering two different sources of data to identify
Coordination Requirements could be also used to implement
forms of Socio-Technical Congruence [31] that is a way to
measure the proportion of the Coordination Requirements

Figure 3. An example of instance of the Claim Request process after
enactment.

Table IV
THE TA TABLE ADAPTED FOR THE CLAIM REQUEST PROCESS AFTER

ENACTMENT

Role Actor A1 A2 A3

R1 a1 2 0 0

R1 a2 0 0 0

R1 a3 0 0 1

R2 a4 0 2 0

R2 a5 0 0 0

R3 a6 0 0 0

R3 a7 0 2 0

R4 a8 0 0 0

R5 a9 0 0 2

that actually emerged (at the run time) relative to the overall
Coordination Requirements defined at the design time.

C. The Activity Circle Module

Once the information about a process and the related
instances is collected, the Activity Circle (AC) is then used
to make this information distributed (and hence shared)
among the various participants who are involved in the
business process. The Activity Circle relies on a social
proxy approach [32] to social visualization [33], which is
a way of visualizing any type of information that is related
to the interactions that occur among people, by choosing
to represent any of this information in terms of a social
proxy (a graphical representation of that information). The
visualization of the various social proxies involved then
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Table V
THE CR TABLE GENERATED FOR THE CLAIM REQUEST PROCESS AT

RUN TIME

R1 R1 R1 R2 R2 R3 R3 R4 R5

a1 a2 a3 a4 a5 a6 a7 a8 a9 S1 S2

a1 8 0 1 4 0 0 4 0 2 19 25

a2 0 0 0 0 0 0 0 0 0 0 0

a3 0 0 2 0 0 0 0 0 4 6 25

a4 0 0 2 8 0 0 8 0 4 22 22

a5 2 0 0 0 0 0 0 0 0 0 22

a6 0 0 0 0 0 0 0 0 0 0 22

a7 0 0 2 8 0 0 0 0 0 22 22

a8 0 0 0 0 0 0 0 0 0 0 0

a9 0 0 4 0 0 0 0 0 8 12 12

describes the trends in people’s attitudes, opinions and
behaviors. Because our focus is on WT acceptance, we
mainly consider the information that can be shared among
users of a Workflow Technology. In a previous study [1], we
considered to distribute the information about how much a
specific user intended to break the way of accomplishing her
work with respect to the nature of the Workflow Technology
that was imposed on her. Another study [19] focused on
distributing information about perceived viscosity, i.e., about
the perception that a user had of her increased or decreased
effort requested to complete an activity after the introduction
of a Workflow Technology. To this aim, Figure 4 describes
an example of Activity Circle generated for a sample process
of a Claim Request process. The process encompasses ten
different Activities (the related dots in the Activity Circle
shown in the figure). Each Activity is under responsibility of
a Role (each Role is associated with a different color in the
AC, for sake of readability in Figure 4 each Role responsible
for an Activity is described using a different shape) and each
Role could be played by a different Actor. For instance, the
three pentagons are associated to three different Activities
under responsibility of the Agents of the insurance com-
pany. The two triangles are related to two Activities under
responsibility of the Supervisor role. As the triangle dots are
closer to the center of the Activity Circle, the related Actors
playing the Supervisor role perceived a stronger value of
the viscosity as a consequence of the introduction of the
Workflow Technology, while Agents, whose related dots are
farther from the center of the AC, perceived a smaller effort
requested to complete their activities. In fact, the closer a dot
is to the center of the AC, the higher the perceived viscosity
is, and vice versa, the farther a dot is from the center of
the AC, the lowest the perceived viscosity is. Because this
visualization is available to any of the involved users, the
distribution of viscosity information makes each user aware
of the others’ perceptions, and this would mutually influence
the attitudes toward the adoption of the new Workflow

Technology. In particular, what are the possible reactions of
the “Supervisors” (considered as a group, the group whose
members are the Actors assuming the Role of Supervisor) in
regards to the “Agents”, because of their perception of the
different efforts requested after the introduction of the tech-
nology? If we reason in terms of power, and power during IS
implementation matters [34], Supervisors, perceiving higher
viscosity than Agents, feel to be considered powerless than
Agents in the new organization of work. This would have to
be balanced with some strategy to limit the possible negative
attitude toward WT by Supervisors.

In the current proposal, we focus instead on the visu-
alization of the more objective measure of Coordination
Requirements among the different users to provide a type
of information that is possibly related to user resistance
toward the new WT. The nature of Activity Circle is to make
information about Coordination Requirements distributed
and, hence, shared among the different users. Consequently,
this goal makes each user aware of the possible differences
in the related work complexities and the redistribution of
work after the redesign of the process; hence, the AC can
make evident possible cases of relative deprivation in the or-
ganizational setting [35]. Here, the relative deprivation refers
to the discontent that each employee might feel when she
compares her position to the positions of her colleagues and
realizes that she has a higher burden of work; she believes
that she does not deserve to have this higher burden of
work compared with those around her. Relative deprivation
could be then related to the perception of organizational
injustice [36], and the level of this injustice would either
favor or not favor the emergence of user resistance.

We provide here two different but related views: the
Actor view and the Role view. The Actor view is about
the visualization of Coordination Requirements among the
different Actors who are involved in the same business
process. The Role view is similar to the former view, but it
focuses instead on providing the Coordination Requirements
that are related to each of the involved Roles that the Actors
have assumed. Considering here the case of data collected
during the run time, the Actor view is related to the S1

columns of the CR Tables that are associated with all of the
instances of the same process. Specifically, each of the dots
in the Activity Circle, where each dot is a proxy of one of
the Actors involved in at least one of the instances of a given
business process, is characterized by three different graphical
aspects, each of which relates to some of the Actor’s traits:
the position, the size, and the transparency. The position of
a dot is computed using the following formula:

position(ai) =
N∑
j=1

S1(ai)j/N (2)

where the Coordination Requirements of ai with respect to
all of the other involved Actors (S1(ai)) are added for any
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Figure 4. A sample of the Activity Circle showing the perceived viscosity for the activities of a Claim Request process.

of the j–specific instance of the process, and N represents
the overall number of instances. The position of a dot is
thus a clear indication of the Coordination Requirements of
the related Actor: the farther a dot is from the center of
the AC, the more Coordination Requirements the Actor has
compared with the other Actors, and vice versa, the closer
a dot is to the center of the AC, the fewer Coordination
Requirements the Actor has with other Actors.

Size involves the dimension of the dot and is calculated
according to the following formula:

size(ai) =
N∑
j=1

enacted(ai)j/N (3)

where enacted(ai)j equals 1 if the Actor ai was enacted in
the accomplishment of instance j, and it equals 0 if not; N
represents the overall number of instances of a process. This
graphical aspect of the dot means that the size of the dot
is defined proportionally to how much the value of size(ai)
is closer to 1. The larger the size of the dot is, the more

the related Actor was enacted in most of the considered
instances of the process. In other words, the size of the dot
could be related to the experience of the corresponding Actor
or, more specifically, to the accountability of that Actor
within the considered organization.

The transparency of the dot is computed using the fol-
lowing formula:

transparency(ai) =
N∑
j=1

(S1(ai)j − position(ai))
2/N

(4)

where the closer to zero the transparency(ai) is, the less
the related dot is transparent. This arrangement means that
the transparency reflects the variance of the Coordination
Requirements of an Actor with respect to others. A dot that
is not transparent means that the related Actor had the same
Coordination Requirements with respect to other Actors for
all of the different instances of the considered process.

Similarly, a Role view could be implemented by aggre-
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gating, for each Role, all of the data about the Coordination
Requirements for all of the Actors who played that Role.
Consequently, the dots of this visualization would represent
Roles (and not single Actors) to display how the Coordina-
tion Requirements are distributed among the different Roles
that are involved in the execution of the considered business
process.

It is possible to identify two scalability issues related to
the AC visualization: first, the number of dots (associated
to the number of Actors involved in a modeled process)
which can be visualized within a single Activity Circle;
this could raise an issue, if the number of dots is too high;
second, the number of instances considered to generate each
of the dot’s characteristics; in fact, when too much instances
are considered to generate the dots to be displayed on the
Activity Circle, this might rise some problems especially in
regards to the size of a single dot (too large) or to its position
(too far from the center of the AC). We are confident that
the solution of this second issue is also helpful to solve
the first one. In fact, in order to deal with the possible
issue due to a larger number of instances considered, we
designed the system considering that each of the dot’s
characteristics will be normalized to a logaritmhic scale.
This is useful both for large corpus of data, in order to
limit the effects of the differences (giving the possibility of
minimizing the differences among both dots’ sizes and dots’
positions) and also for small corpus of data (to emphasize the
possible differences among the dots to be visualized when
considering few data). The fact to reduce the effects of the
dots differences considering large source of data makes also
feasible to manage the visualization of a larger number of
dots, contributing to the solution of the first scalability issue.

With both Actor and Role views, any Actor can visualize
the Coordination Requirements about either the different
Actors who are involved or the different Roles that are
involved in the accomplishment of a process. Accordingly,
this information makes clarification for the requesting user
about the nature of the new arrangement with respect to the
complexity of her work and the complexity of others’ work.
Hence, the related coordination aspects of user resistance can
be elucidated. Consequently, if any form of user resistance
has occurred, with the AC, we have built a mechanism that
promotes social influence to reduce the impact of the resis-
tance. However, we must evaluate whether this mechanism
can effectively reduce the impact of user resistance toward
WT adoption. In any case, if it is not possible to reduce
user resistance, then the AC contributes to making different
users aware of the aspect of resistance that is related to
coordination efforts. The AC accomplishes this goal in a
measurable fashion, giving the involved users voices and
allowing the management to hear this voice clearly. In
addition, this is done in an anonymous form to address users’
fears of possible retaliation. To socialize information about
the Coordination Requirements makes relative deprivation

explicit and can bring about a reduction in the perception of
organizational injustice [36]. With regard to the procedural
justice that is advocated because of participation in the
definition of new procedures [37] or because of the goal
to reduce employees’ frustration in response to instances of
organizational power [18], the AC can represent an alterna-
tive channel to provide voices for users, especially in the
presence of perceived procedural injustice [38]. The AC can
also facilitate vicarious learning [39] about situations that are
related to the new organization of the work by allowing users
to learn from each other by observing the other colleagues’
workloads and by making it possible to find users who use
forms of unintentional “employee silence” [40].

IV. EVALUATION OF THE WES TOOL

The next step is to evaluate the real effectiveness of the
WES tool in limiting the possible negative effects that are
related to the coordination aspects of user resistance. To
do this, it is necessary to study the WES adoption in real
cases in which a Workflow technology–induced organiza-
tional change is occurring. To evaluate the effectiveness of
the WES tool, a set of experimental studies needs to be
implemented. First of all, a study to demonstrate, even if
some indirect evidences are available (see e.g., [29]), that
Coordination Requirements are positively related to user
resistance: i.e., the more the Coordination Requirements for
a user are, the more probably she will exhibit a resistant
behavior and viceversa. In addition, it would be useful also
to identify other job characteristics related to user resistance
such as autonomy [30] to enrich the WES tool. However,
this considering only the job characteristics which could be
easily incorporated into the WES tool because they could be
automatically generated from the workflow model designed
using the WES tool. Next, it is necessary to implement a set
of longitudinal studies comparing measures related to user
resistance before and after the change induced by the new
organization of work as a consequence of the introduction
of a Workflow Technology; this has to be done considering
both generic organizational measures such as organizational
commitment and locally relevant constructs associated to
the re-designed process [10]. The comparison of the values
measured before and after the change, could be used to
describe at what extent the change possibly determined the
rising of resistant behaviors.

While it is clear when to set the “before” time, i.e., before
the change process has been initiated, to set the “after” time
is more critical. In other words, when will it be convenient
to measure the effects of the change? The risk is that the
later the “after” is set in time, the more the effects of the
change are radical and most of all the more the costs of
WT implementation have been risen. Conversely, the risk is
that the sooner the “after” is set in time, and the lesser the
effects of the change might be perceived by the involved
users; consequenlty, what is measured would not precisely
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predict the rising of resistant behaviors. It is so necessary to
find an acceptable trade-off to set the “after” time. What is
an acceptable trade-off is however still a research question.
Some authors [29] considered to set the “after” time during
what is called the “shakedown” phase of the technology
deployment. This phase is considered as lasting from the
point the Workflow Technology is functional and accessible
by users until normal use is achieved. This is considered as
the most shocking phase for the users, who have to deal with
the new technology and hence with the real consequences of
its introduction; so, during this time, it is more possible than
users will exhibit resistant behaviors. Though we consider
this reasonable, we claim that however to set the “after”
time in the shakedown phase might result too later in time,
that is, in this case, the costs for the implementation of the
technology have been already risen, and also the time needed
to implement the Workflow Technology has been already
spent. What if all users during this phase would resist to
the adoption of the new technology? Perhaps is it better to
have a less realistic measure of resistance (e.g., to identify a
probability of resistance less accurately) but to limit the costs
of implementation? We believe that anticipating as much as
possible the setting of the “after” time would be the right
answer, and this is our challenge in proposing the WES tool.
Obviously, we need an experimental proof that to anticipate
the “after” time by using the WES tool gives however a
good approximation to predict the possibility of resistant
behaviors. To demonstrate this, we need to implement an
experimental study in which a group will be assessed to
measure constructs related to user resistance in the shake-
down phase, while another group will be assessed with the
WES tool in a very preliminary phase of the change, that is
by providing users with a simulation of the change occuring
with the re-designed process. The comparison of the mea-
sures collected at the two different times by considering the
two different groups will provide some useful information
about the feasibility of the WES approach. Another point
to investigate is about the effectiveness of the WES in
communicating the consequences of the change, because we
claim that socializing the information about consequences
of the change by means of social visualization techniques
should mitigate the emergence of resistant behaviors. In
this respect, another study should compare two (or possibly
more) groups in which the same change at the same “after”
time is communicated. With this design of the study, it is
possible to compare the measures related to user resistance
between the two (or more) groups in order to identify
whether the use of the WES tool is more effective or not
to limit the possible rise of resistant behaviors than other
strategies used to manage an organizational change induced
by the redesign of a work process.

V. CONCLUSION AND FUTURE WORK

The paper presented the WES, a tool for anticipating the
possible effects of user resistance toward the introduction
of a Workflow Technology at an early stage of its imple-
mentation. In fact, with WES, it is possible to design a
business process and to simulate its execution by involving
the possible Actors. Actors can be made aware of the
Coordination Requirements with respect to the other mutual
Actors through the Activity Circle. The AC implements a
social visualization approach in which the position of each
dot on a circle represents the strength of the Coordination
Requirement of the related Actor. The visualization of the
Coordination Requirements associated with each Actor then
allows for sharing the coordination aspects of the user
resistance among the involved people. This visualization is
intended to give voices to real users about the organization
of the work (as imposed by the Workflow Technology) at an
early stage of the implementation in an attempt to limit their
possible frustration and provide managers with information
that allows them to address, as soon as possible, any user
resistance. This approach limits the possible ramifications
that result from (at worst) a “sabotage” of the system [15]
or that limit the costs for redesigning the system. The WES
encompassing the HOMe-BUPro model and the visualiza-
tion of Coordination Requirements is being implemented as
a part of a research project of the author by integrating these
new features within the existing WES system [41]. Future
work will focus first on the evaluation of the effectiveness
of the WES tool (see Section IV); second, future work will
focus on evaluating the possibility to integrate in the WES
tool different “organizational” measures that are related to
user resistance and to find the way to visualize them with
the Activity Circle in a coherent way.
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Abstract— Extreme weather events such as heavy precipitation 

can be analyzed from multiple perspectives such diverse as the 

daily intensity or the number of consecutive wet days. Thus, it 

is necessary to get an overall view of the problem in order to 

characterize the extreme precipitation occurrence along time 

and space. Extreme precipitation indices, estimated from the 

empirical distribution of the daily observations, are 

increasingly being used not only to investigate trends in 

observed precipitation records, but also to examine scenarios 

of future climate changes. However, each of the indices, by 

itself, shows only a part of the phenomenon and there are 

multiple examples where one single index is not sufficient to 

characterize the occurrence of extreme precipitation. 

Therefore, a high dimensional approach should be considered. 

In this paper, we propose a framework for characterizing the 

spatial patterns of extreme precipitation that is based on two 

types of visualization approaches. The first one uses linear 

models, such as Ordinary Kriging and Ordinary Cokriging, to 

produce continuous surfaces of five extreme precipitation 

indices. The second one uses a three-dimensional Self-

Organizing Map to visualize the phenomenon from a global 

perspective, allowing identification and characterization of 

spatial patterns and homogeneous areas. Also, to allow an easy 

interpretation of spatial patterns, a pattern matrix is proposed, 

where variables and color patterns are ordered using a one-

dimensional Self-Organizing Map. The proposed framework 

was applied to a set of precipitation indices, which were 

computed using daily precipitation data from 1998 to 2000 

measured at nineteen meteorological stations located in 

Madeira Island. Results show that the island has distinct 

climatic areas in relation to extreme precipitation events. The 

northern part of the island and the higher locations are 

characterized by heavy precipitation events, whereas the south 

and northwest parts of the island exhibit low values in all 

indices. The promising results from this study indicate that the 

proposed framework, which combines linear and nonlinear 

approaches, is a valuable tool to deepen the knowledge on local 

spatial patterns of extreme precipitation. 

Keywords-Climate; Kriging; Precipitation patterns; Self-

Organizing Map;  3D Self-Organizing Map. 

I. INTRODUCTION 

The occurrence of extreme weather events, such as 
extreme precipitation, is usually associated to an increase of 
risk for some human activities. Therefore, the monitoring of 
risk associated with such phenomena is a key element in 

ensuring safety, economic development and sustainability of 
human activities. 

Some extreme weather events, such as heavy 
precipitation, can be analyzed from multiple perspectives as 
diverse as the daily intensity of precipitation or the number 
of consecutive wet days. Moreover, those perspectives often 
have overlapping effects. Thus, when characterizing the 
occurrence of extreme precipitation, it is necessary to get a 
synoptic perspective of the phenomenon, considering all its 
dimensions. This work extends our earlier work on extreme 
precipitation in Madeira Island [1] regarding the use of 
Geostatistical Procedures and a Three-Dimensional (3D) 
Self-Organizing Map (SOM) [2-5] to visualize 
multidimensional spatial data. 

To get a uniform view on observed changes in 
precipitation extremes, a core set of standardized indices was 
defined by the joint working group CCI/CLIVAR/JCOMM 
Expert Team on Climate Change Detection and Indices 
(ETCCDI) [6]. Some of these indices correspond to the 
enunciated perspectives of extreme precipitation. This kind 
of climate data has, at least, two major problems: first, as 
stated before, each of the indices, by itself, shows only a part 
of the problem; second, precipitation indices are typically 
measured in meteorological stations and, therefore, it is 
necessary to estimate the values of those indices in areas that 
are not covered by meteorological stations. 

Extreme precipitation events can be characterized and 
analyzed using multiple approaches. Numerous studies of 
changes in extreme weather events focus on linear trends in 
the indices, aiming to determine whether there has been a 
statistically significant shift in such indices [7-10], but only a 
few focus on their local spatial patterns [11]. 

In this paper, we propose a framework for the 
exploratory analysis of extreme precipitation events that is 
based on two types of approaches: the first one uses linear 
models, such as Ordinary Kriging and Ordinary Cokriging, 
to produce continuous surfaces of five extreme precipitation 
indices; the second one uses a 3D SOM to visualize the 
phenomenon from a global perspective, i.e., in all its 
dimensions, allowing the identification and characterization 
of homogeneous areas and the detection of spatial patterns.  

To illustrate the effectiveness of the proposed 
framework, we present a case study of precipitation events in 
Madeira Island, which is a Portuguese subtropical island 
located in the North Atlantic. It is considered a 
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Mediterranean biodiversity 'hot-spot' and is especially 
vulnerable to climate change [12]. During the winter season, 
eastward moving Atlantic low-pressure systems bring 
precipitation to the island and stationary depressions can 
cause extreme precipitation events [12]. The characterization 
of precipitation in Portuguese islands has been less studied 
than in mainland Portugal [8]. 

The work reported herein investigates the spatial patterns 
of extreme precipitation in Madeira Island during three 
hydrological years (1998-2000). Amongst the eleven 
precipitation indices proposed by the ETCCDI, five indices 
were selected, hoping to achieve a global characterization of 
the phenomenon in its different perspectives. The selected 
indices capture not only the precipitation intensity, but also 
the frequency and length of heavy precipitation events. 
Although the period chosen is not significant for a robust 
characterization of extreme precipitation events in Madeira 
Island, it is sufficient to test the proposed framework and 
provide an exploratory analysis of the phenomenon. 

First, for spatial interpolation purposes, the spatial 
continuity models of the five precipitation indices were 
computed using geostatistical procedures, such as Ordinary 
Kriging (OK) and Ordinary Cokriging (OCK). Finally, the 
estimated surfaces of all the precipitation indices were 
analyzed using a clustering tool especially adapted for 
visualizing multidimensional data: the SOM. 

This paper is organized into five sections as indicated: 
Section II presents the related work; Section III presents the 
framework; Section IV provides an example covering the 
proposed framework; Section V reports some concluding 
remarks. 

II. RELATED WORK 

Looking for spatial patterns and homogeneous zones is 
an important field of study in climatology. The aim of this 
paper is demonstrate that 3D SOM can be a valuable tool 
when it is used together with some well known geostatistical 
procedures, such as Kriging, in order to detect homogeneous 
zones and spatial patterns associated to some extreme 
weather events, such as heavy precipitation.  

The use of SOM has brought a new approach to climate 
analysis that allows us to circumvent some limitations of 
traditional approaches [13], such as Principal Component 
Analysis (PCA). A typical example of this was demonstrated 
by comparing SOM and PCA in the extraction of spatial 
patterns in Reusch et al. [14]. In fact, that work demonstrates 
that PCA can fail to extract spatial patterns in cases where 
SOM performs well. 

Identifying homogeneous zones and spatial patterns is 
one of the major fields of application of SOM in climate 
analysis and we can find multiple examples of such 
applications in the literature. For instance, in Hsu and Li 
[15], SOM is used to recognize homogeneous hydrologic 
regions and for the identification of  the associated 
precipitation characteristics. Guèye et al. [16] propose the 
use of SOM, combined with a hierarchical ascendant 
classification to compute, using the mean sea level pressure 
and 850 hPa wind field as variables, the main synoptic 
weather regimes relevant for understanding the daily 

variability of rainfall. In more recent work, SOM is applied 
to, objectively, identify spatially homogeneous clusters [15]. 
In Gorricha and Lobo [17], the use of SOM is proposed for 
the visualization of homogeneous zones using border lines 
computed according to the distances in the input data space. 
In Lin et al. [18], the SOM is applied to identify the 
homogeneous regions for regional frequency analysis, 
showing that the SOM can identify them more accurately 
when compared to other clustering methods. 

However, the use of SOM in climate analysis is not 
restricted to spatial patterns recognition. The literature is also 
rich in other examples, such as the use of the SOM to 
classify atmospheric patterns related with extreme rainfall 
[19], the use of SOM to identify synoptic systems causing 
extreme rainfall [20] and some other examples of using the 
SOM in climate studies, such as analysis of circulation 
variability, evolution of the seasonal climate and climate 
downscaling [13, 21]. 

Because the SOM converts the nonlinear statistical 
relationships that exist in data into geometric relationships, 
able to be represented visually [3, 4], it can be considered as 
a visualization method for multidimensional data, especially 
adapted to display the clustering structure [22, 23], or in 
other words, as a diagram of clusters [3]. When compared 
with other clustering tools, the SOM is characterized mainly 
by the fact that, during the learning process, the algorithm 
tries to guarantee the topological ordering of its units, thus 
allowing an analysis of proximity between the clusters and 
the visualization of their structure [24]. 

Typically, a clustering tool must ensure the 
representation of the existing patterns in data, the definition 
of proximity between these patterns, the characterization of 
clusters and the final evaluation of the output [25]. In the 
case of spatial data, the clustering tool should also ensure 
that the groups are made in line with geographical closeness 
[24]. The geo-spatial perspective is, in fact, a crucial point 
that makes the difference between spatial clustering and 
clustering in common data. Recognizing this, there are 
several approaches, including some variants to the SOM 
algorithm [26], proposed to visualize the SOM in order to 
deal with geo-spatial features. In this context, an alternative 
way to visualize the SOM taking advantage of the very 
nature of geo-referenced data can be reached by coloring the 
geographic map with label colors obtained from SOM units 
[24]. One such approach is the “Prototypically Exploratory 
Geovisualization Environment” [27] developed in 
MATLAB®. This prototype incorporates the possibility of 
linking SOM to the geographic representation by color, 
allowing dealing with data in a geo-spatial perspective. 

In this study, we propose to use a clustering method for 
spatial data based on the visualization of the output space of 
a 3D SOM [28]. The proposed approach is based on the 
association of each of the three orthogonal axes (x, y and z) 
that define the SOM grid output space to one of the three 
primary colors: red, green and blue (RGB scheme). The 
results obtained in Gorricha and Lobo [28] point to a 
significant increase in the clustering quality due to use of 3D 
SOMs, when compared with the most usual SOMs, i.e., 
defined with a regular two-dimensional (2D) grid of nodes. 
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III. DATA ANALYSIS FRAMEWORK  

The framework used in this study integrates two main 
steps: first, the values of each index (variable) at unsampled 
locations are estimated using geostatistical procedures; 
second, the indices (variables) are visualized using the SOM. 

A. Geostatistical modeling of precipitation indices 

As the ultimate goal is to get an insight of the spatial 
patterns of extreme precipitation, the first step is the spatial 
interpolation of each primary variable (index averaged over 
the study period). Geostatistical methods, known as Kriging, 
are usually preferred to estimate unknown values at 
unsampled locations because they account for the attribute’s 
spatial continuity.  

In this study, we will focus on two particular cases of this 
group of linear estimators: the OK and the OCK. The main 
difference between these two Kriging variants is that OCK 
explicitly accounts for the spatial cross-correlation between 
the primary variable and secondary variables [29].  

A key step of Kriging interpolation is the spatial 
continuity modeling, which corresponds to fitting an 
authorized semivariogram model (e.g., Exponential, 
Spherical, Gaussian, etc.) to the experimental semivariogram 
cloud of points [29]. This procedure is extremely important 
for structural analysis and is essential to get the Kriging 
parameters [30]. The modeling results of this stage will be 
detailed in the next Section.  

The methodology used to model the spatial continuity of 
each index can be summarized as follows: 

 Determine the experimental semivariogram for the 
two main directions of the island’s relief orientation 
(if there is significant evidence of geometric 
anisotropy). Isotropy can be assumed only if the 
semivariogram is not dependent on direction [31]; 

 In the remaining cases assume isotropy; 

 If there is evidence of strong correlation and linear 
relationship between some primary variable and the 
existing secondary information (i.e., elevation), the 
model of co-regionalized variables is considered in 
the semivariogram modeling phase. 

After modeling the experimental semivariograms, the 
OK/OCK methods are applied. The interpolation model 
selected to describe each index will be chosen based on the 
Mean Error (ME) of the cross-validation (or "leave-one-out" 
cross-validation) results. This criterion is especially 
appropriate for determining the degree of bias in the 
estimates [32], but it tends to be lower than the real error 
[33]. Therefore, the final decision will also consider the Root 
Mean Square Error (RMSE) of the cross-validation results, 
which is an error statistic commonly used to check the 
accuracy of the interpolation method. 

B. Using the SOM to Visualize the Precipitation Indices 

After producing the spatial surface of each averaged 
precipitation index, the main goal is to visualize this set of 
variables in order to identify areas with similar patterns of 
occurrence of extreme precipitation. To achieve this, we 

propose the use of the SOM, a data visualization tool that has 
been proposed for visualizing spatial data [34, 35]. 

The SOM is an artificial neural network based on an 
unsupervised learning process that performs a gradual and 
nonlinear mapping of high dimensional input data onto an 
ordered and structured array of nodes, generally of lower 
dimension [4]. In its most usual form, the SOM algorithm 
performs a number of successive iterations until the 
reference vectors associated to the nodes of a bi-dimensional 
network represent, as far as possible, the input patterns that 
are closer to those nodes (vector quantization). In the end, 
every input pattern in the data set is mapped to one of the 
network nodes (vector projection). As a result of this 
process, by combining the properties of an algorithm for 
vector quantization and vector projection, the SOM 
compresses information and reduces dimensionality [36]. 

After this optimization process, topological relations 
amongst input patterns are, whenever possible, preserved 
through the mapping process, allowing the similarities and 
dissimilarities in the data to be represented in the output 
space [3]. Therefore, the SOM algorithm establishes a 
nonlinear mapping between the input data space and the map 
grid that is called the output space. 

Formally, let us consider a 3D SOM defined with three 
dimensions [u v w] and a rectangular topology. The SOM 
grid or the output space (N) is a set of (u × v × w) units 
(nodes) defined in R

3
, such that: 
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These coordinates must be adjusted to fit the RGB values, 

which typically vary between 0 and 1. The new coordinates 

(R,G,B) of the unit ni in RGB space can be obtained through 

the range normalization of the initial values: 
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As a result, each of the three dimensions of the 3D SOM 

will be expressed by a change in tone of one particular 

primary color (RGB) and, hence, each SOM unit will have a 

distinct color label. This process allows that each geo-

referenced element can receive the color of its Best 

Matching Unit (BMU), i.e., the SOM unit where each geo-

referenced element is mapped. Fig. 1 represents 

schematically a SOM with 27 units (3×3×3) in the RGB 

space followed by the geographical representation of several 

geo-referenced elements painted with the color labels of 

their BMU’s. 
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Figure 1.  Linking SOM’s knowledge to cartographic representation. A color is assigned to each SOM unit (following the topological order).  

Then the geo-referenced elements are colored with the color of their BMU’s. 
 

The visualization strategy proposed in Fig. 1 is also 
adaptable to explore the SOM output space of SOMs defined 
with only two dimensions, indeed the most usual form. 
However, this visualization strategy, based on the association 
of an RGB color to each output space dimension of the 
SOM, clearly won with the use of 3D SOMs. 

C. Framework Diagram 

In this subsection, we present a diagram (Fig. 3) that 
summarizes the proposed framework for exploratory analysis 
of extreme weather events that are characterized by several 
variables measured in some meteorological stations along 
time (several years). 

The framework will encompass three major phases: 
- Data extraction and  preprocessing; 
- Estimation of values at unsampled locations using 

OK and OCK, including the Geo-statistical modeling 
of variables along space; 

- Visualization of the high dimensional spatial data 
using the SOM. 

IV. THE CASE OF MADEIRA ISLAND 

A. Study Region And Data 

This subsection provides a description of the study region 
and of the data used to characterize extreme precipitation 
patterns in Madeira Island in order to illustrate the 
framework proposed in Section II. 

1) Madeira Island 
The study area corresponds to Madeira Island, which is 

located in the Atlantic Ocean between latitudes 32° 30' N – 
33° 30' N and longitudes 16° 30' W – 17° 30' W. The island 
has an area of approximately 737 km

2
 distributed over a 

mountain range of 58 km oriented in the direction WNW-
ESE (Fig. 2). 

The climate of the island is extremely influenced by the 
Atlantic Azores anticyclone and also by its own 
characteristics of altitude and relief direction [37]. In fact, the 
island’s topography orientation causes a barrier, almost 
perpendicular to the most frequent wind direction 
(northeast). As a result of this natural barrier, there is a 
continuous ascent of moist air masses from the Atlantic, 
causing frequent precipitation in the northern part of the 
island [37]. 

 

 
Figure 2.  Madeira’s island elevation model. 

 

Despite the small size of the island, there are significant 
differences in the climate of its two halves [38]: the northern 
part of the island is colder and wetter; the southern part is 
warmer and drier. Also, as expected, the precipitation on the 
island increases with altitude but presents significant 
differences between those two halves.  
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FRAMEWORK DIAGRAM 

1. DATA PREPROCESSING PHASE 

 

The final data matrix is obtained with the mean values of each variable 
measured at the p meteorological stations. 

 

In this phase it is necessary to identify the variables that allow 
characterizing the phenomenon and the meteorological stations where 
those variables are measured along time. 

 
2. ESTIMATION OF VALUES AT UNSAMPLED LOCATIONS 

 

For each variable it is necessary to choose the best model for 
spatial interpolation. The spatial continuity models will be 
found through the experimental semivariograms. 

 

One model per variable will be chosen using cross validation 
methods generating a raster model. 

3. VISUALIZATION OF SPATIAL DATA 

    

 
 

Variable 1 Variable 2 (…) Variable n 

The raster model of each variable will be used in a  
3D SOM 

Each geo-referenced element (raster cell)  receives the 
color of its Best Matching Unit (3D SOM Output space) 

To allow an easy interpretation a pattern matrix is proposed where variables and color patterns are 
ordered using a 1D SOM. Also, by applying a color scheme to the values of each variable we can 
easily identify the colors that represent high (red), mean (yellow) and low (green) values of each 
variable. 

 

Figure 3.  Diagram of the proposed framework for exploratory analysis of extreme weather events that are characterized by several variables. 
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The highest annual precipitation occurs in the highest 
parts of the island and the lower rainfall amounts are 
observed in lowland areas, such as Funchal and Ponta do Sol 
[39].  

2) Precipitation indices 
The daily precipitation data used to compute the indices 

were observed at 19 meteorological stations of the National 
Information System of Hydric Resources (NISHR) in the 
period 1998–2000 (Fig. 4) and downloaded from the NISHR 
database (http://snirh.pt). In the present study, only annually 
specified indices are considered. A wet day is defined as a 
day with an accumulated precipitation of at least 1.0 mm. 
The precipitation indices computed on an annual basis can be 
described as follows: 

 R1 is the number of wet days (in days); 

 Rx1d is the maximum 1-day precipitation (in mm); 

 CWD is the maximum number of consecutive wet 
days (in days); 

 SDII is named simple daily intensity index and is 
equal to the ratio between the total rain on wet days 
and the number of wet days (in mm/day); 

 Rx5d is the highest consecutive 5–day precipitation 
total (in mm). 

Some of the selected indices are part of a variable set that 
is widely used in rainfall-extremes analysis and for 
recognition of the associated spatio-temporal patterns [40].  

The precipitation data used in the subsequent analysis 
corresponds to the simple annual average of each index from 
October 1998 to September 2000, at each station location. 
Summary statistics of these data are presented in Table I. 
The combined analysis of the 5 indices allows characterizing 
extreme precipitation situations under different perspectives, 
namely considering the intensity, length and frequency of the 
precipitation events. 

The data and ancillary information used in this study, 
particularly the island map and its Terrain Digital Elevation 
Model (Fig. 2) were downloaded from the Instituto 
Hidrográfico website and from the GeoCommunity™ portal, 
respectively. 

 

 
Figure 4.  Distribution of meteorological stations over the island (NISHR 

network). 

 

 

TABLE I.  SUMMARY STATISTICS OF THE PRECIPITATION INDICES 

VALUES AVERAGED IN THE PERIOD 1998–2000 

Variable 
CWD 

(days) 

R1 

(days) 

Rx1d 

(mm) 

SDII 

(mm/day) 

Rx5d 

(mm) 

Min 5 52 50 8 64 

Median 9 104 114 15.00 216 

Max 15 141 169 26 390 

Mean 9.53 94.95 114.74 15.48 218.2 

Standard-

deviation 
3.1 27.47 35.0 4.26 92.9 

Skewness 0.44 -0.25 -0.06 1.11 0.18 

Kurtosis -0.77 -1.22 -1.22 2.15 -0.63 

B. Results 

In this subsection, we present the spatial interpolation of 
the precipitation indices and the spatial patterns of extreme 
precipitation obtained using the methodology proposed in the 
previous Section. 

Deterministic interpolation methods, such as Inverse 
Distance Weighting (IDW), were not considered because 
these methods produce inaccurate results when applied to 
clustered data [32]. Actually, not only the number of stations 
is small, but also the stations are not distributed equally over 
the island. 

One possible way to try to reduce the problem is through 
the use of secondary information. In this study, we used the 
elevation model of Madeira Island as secondary information 
since some primary variables are strongly correlated with 
elevation. 

1) Spatial interpolation of precipitation indices 
The semivariogram modeling was conducted using the 

GeoMS® software and the spatial prediction models were 
obtained using ARCGIS®. The final visualization of the 
extreme precipitation was produced through routines and 
functions implemented in MATLAB®. 

Not surprisingly, the most correlated indices are Rx1d 
and Rx5d. The remaining indices are moderately or weakly 
correlated, which indicates their suitability to characterize 
different features of the precipitation regime in Madeira 
Island. Moreover, Rx5d and CWD are moderately correlated 
with elevation (Table II). 

TABLE II.  CORRELATION MATRIX BETWEEN INDICES AND 

ELEVATION (ELEV.) 

Variables Elev. CWD R1 Rx1d SDII Rx5d 

Elev. 1      

CWD 0.768 1     

R1 0.424 0.684 1    

Rx1d 0.393 0.242 0.489 1   

SDII 0.308 -0.134 -0.098 0.627 1  

Rx5d 0.616 0.440 0.542 0.804 0.62 1 

 
Taking into account the results obtained in the 

exploratory analysis (IDW models not shown), several 
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modeling strategies were compared considering the spatial 
continuity behavior assumed for each index and its 
correlation with elevation (Table III). Although the relief of 
the island has a WNW-ESE direction, the analysis of the 
estimated surfaces obtained with IDW shows no evidence of 
anisotropy, except for variable Rx5d. This means that the 
spatial variability of all other indices was assumed identical 
in all directions (i.e., isotropic). 

TABLE III.  EXPERIMENTAL SEMIVARIOGRAM MODELING STRATEGIES 

Index model 

number 
Semivariogram 

Spatial 

behavior 

assumed 

CWD-1 Omnidirectional Isotropic 

CWD-2 
Linear model of co-
regionalization with elevation 

Isotropic 

R1 Omnidirectional Isotropic 

Rx1d Omnidirectional Isotropic 

SDII Omnidirectional Isotropic 

Rx5d-1 Omnidirectional Isotropic 

Rx5d-2 
Semivariogram models for the 

azimuth directions 100º and 10º 
Anisotropic 

Rx5d-3 
Linear model of co-

regionalization with elevation 
Isotropic 

 
Table IV summarizes the semivariogram parameters 

estimated for the models indicated in Table III through the 
experimental semivariograms. An example of fitting a model 
to an experimental semivariogram to choose the model of 
spatial continuity is shown in Fig. 5. 

TABLE IV.  SEMIVARIOGRAM PARAMETERS ESTIMATED FOR THE 

MODELS INDICATED IN TABLE III 

Index 

model 

number 

Model type Nugget Partial sill 
Spatial 

range (Km) 

CWD-1 Spherical 6 3 11.7 

CWD-2 
Exponential 
(Exp.) 

0 

9 (CWD) 
940 (CWD-

Elevation) 

166272 
(Elevation) 

13.4 

R1 Exp. 0 714 12.6 

Rx1d Exp. 0 1157 8.2 

SDII Exp. 0 17 5.3 

Rx5d-1 Gaussian 1165 6992 12.7 

Rx5d-2 Gaussian 1371 6794 
14.3 (major) 

8.2 (minor) 

Rx5d-3 Spherical 0 

6440 (Rx5d) 
23891 (Rx5d-

Elevation) 

166380 
(Elevation) 

12.6 

 
OCK with elevation was used in the spatial interpolation 

of the averaged Rx5d and CWD, whereas all other variables 
were interpolated through OK (Figs. 6-9). 

The final interpolation model selected to describe the 
spatial distribution of Rx5d and CWD depends on the error 
statistics of the cross-validation presented in Table V. In this 
case, we opted for a "leave-one-out" cross-validation 
strategy, where sample values are deleted from the dataset, 
one at the time. Then, the interpolation method is applied to 

estimate the missing value using the remaining observed 
values. Once the process is complete, the estimation errors 
were calculated as the differences between estimated and 
observed values. ME values close to zero indicate a small 
bias in the estimation. Hence, the best interpolation strategy 
for both variables is OCK with the semivariogram models 
Rx5d-3 and CWD-2, respectively. 

 

 

Figure 5.  Example of a Semivariogram: variable R1 assuming  
isotropic behaviour. 

 

TABLE V.  CROSS-VALIDATION ERROR STATISTICS OBTAINED IN THE 

VARIOUS SPATIAL INTERPOLATION STRATEGIES (SELECTED MODELS ARE 

IN BOLD) 

Indices Spatial interpolation model ME RMSE 

CWD 

OK with the semivariogram model 

CWD-1 
0.045 3.13 

OCK with the semivariogram 

model CWD-2 
-0.02 3.214 

R1 OK 0.529 20.77 

Rx1d OK 2.68 31.67 

SDII OK -0.01 5.012 

Rx5d 

OK with the semivariogram model 

Rx5d-1 
5.647 59.52 

OK with the semivariogram model 

Rx5d-2 
4.493 56.5 

OCK with the semivariogram 

model Rx5d-3 
-0.853 69.04 

 

 

Figure 6.  OK interpolation of the averaged R1 index. 
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                 (a)                                                     (b) 

Figure 7.  OK interpolation: (a) Averaged Rx1d index; (b) Averaged SDII index. 

(a) (b) (c) 

Figure 8.  Interpolation of the averaged Rx5d index using: (a) OK and the semivariogram model Rx5d-1; (b) OK and the semivariogram model Rx5d-2;  

(c) OCK and the semivariogram model Rx5d-3. 

 

   

(a) (b) 

Figure 9.  Interpolation of the averaged CWD index using: (a) OK and the semivariogram model CWD-1; (b) OCK and the semivariogram model CWD-2. 

 

2) Spatial patterns of extreme precipitation 
 
In order to visualize the spatial patterns of extreme 

precipitation from a global perspective, a 3D SOM was 
applied to the indices surfaces obtained through Kriging. 
First, the selected models (Table V), obtained in raster 
format, were converted back to point data, sampled at regular 
intervals. Afterwards, the indices values were normalized to 

ensure equal variance in all variables and the SOM was 
parameterized as follows: 

 The output space was set with 3 dimensions [4 × 4 × 
4], which corresponds to 64 units in total; 

 The neighborhood function selected was Gaussian; 

 The length of the training was set to “long” (8 
epochs); 

 Random initialization. 
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(a) (b) 

Figure 10.  Visualization of the five precipitation indices: (a) Cartographic representation of data using the output of the SOM mapped to a 3D RGB space. 

Areas with similar colors have similar characteristics. (b) Matrix of Patterns. This representation of the values in table VII allows to interpret the colors of 
spatial patterns and is obtained by the ordination of variables and patterns (colors) according to the euclidean distance between those variables and patterns 

and by using a color schemma to express high/low values of the variable (green-yellow-red). 

As the final results depend on the initialization of the 
SOM, 100 models were obtained and the best model was 
chosen according to the criterion of best fit, i.e., the lowest 
quantization error (Table VI). 

TABLE VI.  3D SOM RESULTS (100 MODELS) 

 Quantization Error Topological Error 

Selected Model 0.117 0.010 

Average Model 0.123 0.045 

 
A RGB color was assigned to each unit of the SOM 

(output space of the network) according to its output space 
coordinates. In turn, each raster cell was represented 
cartographically with the color assigned to the unit of the 
SOM where that cell is mapped, i.e., its BMU (Fig. 10 (a)). 
This means that each color corresponds to a homogeneous 
zone in terms of the various indices values. 

Table VII summarizes the characteristics of each area 
identified in Fig. 10. There are significant differences 
between the different areas (colors). Table VII allows 
comparing the predicted mean values for the whole island. 

Although the colors in Fig. 10 (a) have a precise 
meaning, it is recognized that reading Fig. 10 (a) 
simultaneously with the values of Table VII is not easy. In 
fact, it will be much more difficult if many variables (and 
colors) are available for analysis. With this in mind, we also 
propose the matrix pattern in Fig. 10 (b), based on Table VII, 
to facilitate the interpretation of the map in Fig. 10 (a).  

This matrix is the result of a one-dimensional ordering of 
the variables and color patterns that characterize each of the 
areas shown in Fig.10 (a).  Within the array of patterns each 
cell receives one color depending on the value of the 
variable: low values of the variable are represented by a 

green color, average values are represented by a yellow color 
and high values are represented by a red color. 

TABLE VII.  SUMMARY OF THE AVERAGE VALUES FOR EACH AREA  

Color\Index 
CWD 

(days) 

R1 

(days) 

Rx1d 

(mm) 

SDII 

(mm/day) 

Rx5d 

(mm) 

Yellow 6.6 91 100 13.7 125 

Violet 10 93 138 19.9 336 

Red 9.6 76 101 17 206 

Blue 12.9 116 115 15.6 302 

White 9.5 110 106 14 199 

Dry Green 8.9 92 105 15 188 

Green 7.5 73 95 14.6 132 

Brown 7.9 95 111 15.5 185 

 
Thus, by applying a color scheme to the values of each 

variable we can easily identify the colors that represent high 
(red), mean (yellow) and low (green) values of each variable. 

To perform the ordering of the variables and color 
patterns we also used SOM.  However, in this case, the SOM 
was defined only with a single output space dimension. In 
fact, because of its own features, SOM is not only a 
clustering method; it performs an ordering that depends on 
its output space dimension. If the SOM is defined with one 
single dimension, colors will be represented by one single 
SOM unit in the output space as represented in Fig. 11. Thus 
colors will be ordered. The same strategy applies to 
variables; each variable will be mapped to one single SOM 
unit that has a specific order in the output space.  

The colors and variables of the matrix pattern in Fig. 10 
(b) are ordered according to the results in Table VIII. 
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Figure 11.  This figure represents schematically an example of a SOM with 

an output space definied with one single dimension with four units. All 

colors (or variables) will be mapped to one single unit so they will be 

ordered in the output space of the SOM. 

TABLE VIII.  ORDINATION PROCESS OF VARIABLES AN COLOR 

PATTERNS REPRESENTED IN FIG. 10 

Color 
SOM unit 

(best match unit) 

 

Variables 
SOM Unit (best 

match unit) 

Yellow 1 CWD 1 

Violet 3 R1 5 

Red 6 Rx1d 10 

Blue 8 SDII 15 

White 10 Rx5d 20 

Dry Green 13 

SOM definied with one 

single dimension (1X20) 

Green 16 

Brown 20 

SOM definied with one single 

dimension (1X20) 
 

 
Thus, interpreting the matrix pattern in Fig. 10 (b), we 

can say that despite its small size, Madeira Island has distinct 
zones in relation to extreme precipitation events. The violet 
area and blue area correspond to the higher regions of the 
island characterized by higher values in all indices, whereas 
the yellow area (in the far east of the island) is characterized 
by the lowest values in all indices. The north of the island, 
which is colored blue and white, corresponds to high values 
in all indices (although much smaller than in the violet 
colored area), with particularly high R1 index values. 
Finally, the area colored in green is characterized by low 
values in all indices and broadly corresponds to Funchal city. 
The dry green area is very close to the average values (a 
phenomenon that is partly explained by the lack of 
information in the area). There are no significant differences 
between the green and brown zones. 

Another important aspect that can be extracted from Fig. 
10 (a) is the transition zone between green and violet/blue 
area. In fact, if we had used a traditional clustering method 
we would probably get the distinct areas but not the 
transition zones.  

V. CONCLUSION 

In this paper, we propose a framework for characterizing 
the spatial patterns of extreme weather events exemplified by 
the exploratory analysis of extreme precipitation events in 
Madeira Island. This framework combines two different 
approaches: the first one is based on geostatistical procedures 
and the second one is based on the 3D SOM. The first 

approach is used to estimate spatial surfaces of extreme 
precipitation indices. The second one allows visualizing the 
phenomenon from a global perspective, thus, enabling the 
identification of homogeneous areas in relation to extreme 
precipitation events. 

The proposed framework is specially adapted to an 
exploratory analysis of high dimensional spatial data via 
visualization. The results show that it is possible to identify 
the relevant spatial patterns that exist in data, thus allowing 
gaining new knowledge about data. Another important issue 
is that the proposed framework does not impose a priori 
hypothesis about the number of clusters. In fact, the 
clustering structure emerges naturally without any previous 
definition. Moreover, not only the clusters emerge visually 
but also the transition zones between homogeneous zones 
became evident. This is, in fact, a crucial point and is 
actually a huge advantage since it is going to match exactly 
the reality of the area: spatial changes occur but gradually, 
not abruptly. 

The spatial and temporal resolution of the data set 
considered in this example is too small to thoroughly 
characterize the extreme precipitation phenomenon in 
Madeira Island. Nevertheless, the results indicate the 
proposed framework as a valuable tool to provide a set of 
maps that can effectively assist the spatial analysis of a 
phenomenon. It can have multiple perspectives and deal with 
high dimensional data requiring a global view. The results of 
this particular application open perspectives for new 
applications not only in the climate context, but also in other 
domains where it is necessary to analyze high dimensional 
spatial patterns.  
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Abstract—With the recent uptake in renewable energies, such
as wind and solar, often comes the apprehension of unreliable
energy supply due to variations in the availability of those
energy sources, also resulting in severe fluctuations in the price
of electricity at energy exchange spot markets. However, those
fluctuations in energy costs can also be used to stimulate industry
players to shift energy intense processes to times when renewable
energies are abundant, not only saving money but at the same
time also stabilising the power grid. In previous work, we
presented a software framework that can be used to simulate and
optimise industrial production processes with respect to energy
price forecasts, using a highly generic meta-model and making
use of evolutionary algorithms for finding the best process plan,
and multi-agent technology for distributing and parallelising the
optimisation. In this paper, we want to wrap up our work and
to aggregate the results and insights drawn from the EnEffCo
project, in which the system has been developed.

Keywords—production planning; energy efficiency; evolutionary
computing; multiagent systems

I. INTRODUCTION

The transition towards sustainable energy provision must
be regarded as one of the most urgent global challenges of
the upcoming decades. Regulatory and technological solutions
must be developed to pursue the goal of decreasing the envi-
ronmental impact, and supplying reliable, secure and afford-
able energy nevertheless. The amount of integrated Renewable
Energy Sources (RES) on the one hand and the enhancement of
primary energy efficiency on the other are crucial dimensions
for a successful transition. However, without the implemen-
tation of intelligent technological and regulatory mechanisms,
intermittency of regenerative sources will affect primary en-
ergy efficiency of global energy networks and markets.

In this paper, building upon previous work [1], we present a
system for simulating production processes and for optimising
those processes w.r.t. local energy production and variable
energy prices.

From an economic point of view, the energy price in particu-
lar has sparked fierce debates, and its impact becomes apparent
when looking at the most recent incidents in Bulgaria, where
increased energy prices caused political disturbances [2]. Fossil
and nuclear generation technologies currently appear to bear
economic advantages over still emergent photovoltaic and wind

generation. In 2009, 5.8% of the globally produced energy
was generated by nuclear power plants [3]. In industrialised
nations, this share is significantly higher: In the United States
and in the European Union, the amount of energy that was
produced by nuclear power plants ranged between 10.0% and
14.1% [3].

However, the Fukushima Daiichi nuclear incident has
painfully fostered an increasing awareness for the insecurity
of nuclear power and convinced many governments to adopt
phase-out legislations. The German government, for instance,
adopted a similar legislation and intends to shut down all
nuclear power plants before the year 2023. As laudable as
this endeavour is, the complete nuclear phase-out entails dif-
ficulties, not least because the ceasing amount of controllable
base load electricity has to be replaced.

Now, looking at already high energy costs, and having in
mind that 10 to 14 percent of our today energy production will
cease over the next years, it is most likely that energy costs
will increase even more in the foreseeable future.

Regarding the intermittency of generation, especially in the
electricity grid, primary energy efficiency and affordable elec-
tricity can only be provided together with electricity storage
or powerful demand response mechanisms.

The industrial sector in particular will be in need of these
to remain competitive in the presence of significant energy
price increase and price fluctuations. Considering the amount
of energy the industry procures, even slight changes in the
energy pricing may entail large amounts of additional costs.

A. The Industry
In Germany, the industry requires roughly 42% of the overall

energy demand [4]. Industrial players are well aware of the
chances and obstacles related to the ’Energiewende’. One
approach to counter the dependency from energy providers
and energy prices is to install local power generation facilities,
such as gas- or coal-fired power plants or block heating
stations on site. In most cases, energy still has to be procured
from external providers, yet, as opposed to private customers,
industrial players have flexible options in doing so. Energy can
be either procured in the long-term at fixed prices, or short-
term strategies can be applied, procuring energy only hours
before it is actually needed. These short-term purchases of
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energy are done at energy exchanges, such as the European
Energy Exchange AG, EEX [5]. Following the principle of
demand and response, electricity prices at energy exchanges
are highly flexible and time-dependent – at times, the price
can even become negative. Whenever there is a low demand
for energy (e.g., at night times or sometimes right in the
middle of the day), and, at the same time, an usually high
amount of available energy (e.g., as a result to sunny or
stormy weather and energy that is produced by solar panels
or by wind turbines, respectively), the resulting price drops.
Conversely, when there is a high demand for energy and there
is less intermittent energy available, the price increases. The
flexibility in purchasing energy allows industrial players to
optimise their energy costs by means of complex investment
strategies and production planning. Besides, the European
legislation allows industries not only to purchase energy, but
also to offer surpluses of energy at the energy exchange. This
additional option further increases the potential of industries
to minimise energy costs, though it aggravates the production
planning likewise.

B. Production Planning and Energy Costs
Fluctuating energy prices allow industries to significantly

decrease energy costs. To put it simple: In order to utilise
periods with low energy costs, energy consuming parts of
the process have to be shifted. As simple as this sounds,
today production processes comprise a large number of sub-
processes, which are also frequently interconnected and code-
pendent. Thus, shifting parts of a process most likely requires
other parts of the process to be shifted, as well. As an
example, consider the welding of automotive bodies. Welding
is considered an energy expensive production step and to shift
welding processes to periods with low energy prices may yield
significant savings, yet, welding is also one of the first pro-
cesses in automotive production lines and shifting may require
a complete reconfiguration of the entire production schedule,
including material delivery and personnel planning. If one now
considers the shifting of processes not as the only option, but
as one of many options of industrial players to optimise their
energy costs (e.g., to use local energy production, to procure
and to sell energy at flexible prices, to use intermediate storage,
or to reconfigure the production schedule), the complexity of
the optimisation problem becomes apparent.

C. The EnEffCo Project
Within the project EnEffCo (Energy Efficiency Controlling

in the automotive industry), we were confronted with this
exact problem, namely to optimise primary energy efficiency of
industrial production facilities. In a joint project our goal was
to develop an optimisation framework for short term energy
procurement.

We decided to use stochastic optimisation, or more specif-
ically evolutionary algorithms for this problem. We imple-
mented an optimisation routine based on Evolution Strat-
egy [6], considering production schedules as partially opti-
mised phenotypes, which were continuously measured and mu-
tated until some steady state occurred. The approach yielded

good results most of the time; however, as with most stochas-
tic algorithms, it could also get stuck in local optima. To
counter this problem, and at the same time to make use of
today’s distributed computing infrastructure, we extended our
approach by means of multi-agent technology [1]. Instead of
using one single optimiser, we deployed many optimisation
agents simultaneously, and overcame the problem of local
optima by using different initial populations.

In this article, we summarise and conclude our work by
presenting collected experiences in optimising energy costs of
production processes by means of artificial intelligence.

We start with introducing the reader to the concepts used
within this work, describing the domain model used for
representing production processes and schedules in Section II.
Then, in Section III, we describe in detail how the production
processes are simulated and how the process schedule is
optimised in terms of the prospected energy costs. Afterwards,
in Section IV, we present a first evaluation of this optimi-
sation using three different example processes. Subsequently,
in Section V, we elaborate our approach in distributing the
optimisation process among software agents, and how it fares
compared to the centralised optimisation. Finally, we have a
look at related approaches in Section VI and conclude our
work in Section VII, where we also motivate the application
of our framework in other domains.

II. CONCEPT AND PROCESS REPRESENTATION

In our approach, we use evolutionary algorithms to rearrange
individual processing steps to make the best use of times of
cheap energy, for instance due to variations in the availability
of renewable energies, like wind, or solar.

Of course, this approach is only feasible if the production
facilities are not used to their full capacity at all times, but only
if there is potential for variations. This may also be the case
if some machines can be used for multiple tasks, only one of
which can be carried out at a time, or in case of variable shifts
and break times. Another requirement is the availability of
storage area for intermediate products, so that their production
can be brought forward, or be deferred, to make use of times
of low energy costs. Locally installed energy sources, energy
storages and co-generation units can also be taken into account.

In preparation of the optimisation, the first thing to do is
to create a model of the production process, including the
several activities, the machinery, resources, and (intermediate)
products involved. We decided on employing a very simple
model, being inspired by Petri nets and adding only a bit
of domain-specific information on top of that. Basically, the
model consists only of activities, representing the individual
steps in the production as well as supportive processes, and
resources, representing all physical entities in the factory, i.e.,
products and by-products as well as machinery.

This model of the production process – the individual
activities and how they are connected – can then be simulated,
executing the several activities and consuming and producing
resources accordingly. The result of the simulation is used as
a quality measure for the actual optimisation algorithm, which
will eventually return the process plan with the highest quality,
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which can then be used to re-schedule the execution of the
individual activities in the process.

Besides finding the optimal process plan for a given produc-
tion process, the simulation and optimisation can also be used
for investigating the effect of variations in the process model,
e.g., higher storage capacities.

In the following, we will introduce the production process
meta model; in the next section, simulation and optimisation
are explained.

A. Production Process Meta-Model
The production process is modelled as a bipartite graph of

activities and resources, similar to a Petri net [7]: Activities
correspond to transitions, and resources correspond to places.
Consequently, activities are “activated”, or executable, if both
the resources to be consumed by that activity as well as enough
capacities for the resources to be produced are available.
Other than in a classical Petri net, activities are not executed
instantaneously but have a certain duration. Also, there are
different types of resources with specific characteristics.

A slightly simplified diagram of the meta-model is shown
in Figure 1. In the following, the individual elements of the
model are described in detail.
• The ProcessGraph represents the process as a whole,

made up of activities and resources. The attribute
secPerStep specifies the number of seconds each
atomic time step takes.

• An Activity is an individual action in the produc-
tion process, having the given duration (multiples
of the atomic time step). Activities can have input
and output resources and an energyConsumption
(one value per time step), which can also be negative.

• Resources represent items involved in the production,
e.g., raw materials, products, machinery, or even waste
heat. Depending on what they represent, their type is
either primary, secondary, or inventory. Each resource
has an initial stock, a maximum capacity, and may
also have associated costs.

• Linkings represent the input/output relation be-
tween activities and resources. The quantity specifies
the amount to consume or to produce of that resource.
Consequently, they indirectly act as a precedence con-
straint between activities.

• Constraints can be used to handle a variety of additional
conditions that are difficult to check otherwise, like time
windows when activities must (not) be executed, e.g., for
break times.

The classification of resources is based on these rules:
1) Primary Resources are more or less directly integrated

into the final product, e.g., raw materials, pre-fabricated
parts, and intermediate products.

2) Secondary Resources have a role in the production,
without being an actual part of the product, e.g., pres-
surised air and gasoline for machines, waste heat, or a
battery’s state of charge.

3) Inventory Resources are part of the inventory of the fac-
tory, e.g., machines and tools. (Consequently, we think

Fig. 1. Process meta-model, slightly simplified.

of inventory resources as not being actually consumed
or produced, but merely allocated and deallocated.)

Conversely, activities that are producing or consuming one
or more primary resources, and are thus directly involved in
the production, are considered primary activities; otherwise,
we will speak of secondary activities.

Electrical energy, being the main concern of the optimi-
sation, is not regarded as a resource, but treated separately.
Unlike resources, which have to be produced by activities of
the process itself, electrical energy can be retrieved in (for
all practical purposes) unlimited quantities and at any time.
Moreover, the price for electrical energy can vary over the
course of the day, based on the energy market. Surplus energy
can be sold, as well.

When an activity is executed, its input resources are con-
sumed and its output resources are produced, and it adds to
the overall energy consumption of the production process.
Primary and inventory resources are consumed in the first step
and produced in the last step of the activity’s execution; both
secondary resources and energy are consumed and/or produced
in each step of the activity.

Using this simple meta-model, a wide range of production
processes can be modelled. At the same time its generality
also allows for the simulation and optimisation of energy-
related processes in other domains, such as creating charging
schedules for electric vehicle fleets [8].

B. Implementation of Process Model and Modelling Tool

The process meta-model and a simple graphical editor for
creating and configuring process models have been imple-
mented as extensions to the Eclipse development environment.
Following the usual notation for Petri nets, activities are
represented by rectangles and resources by circles, using line
style and colour to distinguish the different types of activities
and resources (Figure 2).

Besides the basic modelling capabilities, the editor provides
means for validating the process graph, for browsing and
importing energy consumption data from a data base, and for
passing the process graph to the optimisation system.
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Fig. 2. Graphical process editor showing an example process.

C. Acquisition of Energy Consumption and Price Prognosis
Data

One important prerequisite for optimising production pro-
cesses with respect to their energy consumption is, of course,
the measurement of the energy consumption of the several
activities making up the production process. To this end, a
number of sensors have to be installed in the production
facilities to measure and record the energy consumption of
the individual machines.

However, while this yields the energy consumption of e.g.,
a certain industrial robot, this does not correspond directly
to any of the activities. For instance, an activity can require
the work of different machines, and one machine can serve
different activities. Instead, an activity’s energy consumption
is usually a section of the combined energy consumption of
multiple machines.

For this purpose, a special data base client has been inte-
grated into the process modelling tool. Using this client, the
user can choose energy consumption profiles for one or more
machines from the data base and select the section correspond-
ing to a certain activity from a diagram. The combined energy
consumption data for that period is then set to be the energy
consumption of that activity.

III. SIMULATION AND OPTIMISATION

The purpose of the optimisation is to find the best possible
production schedule for a given process model [6]. That
schedule is defined by the times the individual activities are
executed.

The optimisation process consists of three major aspects:
1) the simulation of a given production schedule,
2) measuring the quality of that schedule, based on the

result of the simulation, and
3) finding the schedule with the highest quality.
In the following, we will look at each of these aspects in

detail.

A. Simulation
The simulation of a production schedule keeps track of the

resource stocks and the energy consumption in each step of
the process, checking which activities are to be started, which
activities are still running, and which activities are to be ended
in the current step, producing and consuming resources and
energy accordingly:
• For each activity to be started, the given quantity of

primary and inventory input resources are consumed.
• For each activity that is currently running, the given

quantities of both secondary resources (input and output)
and energy are consumed and/or produced.

• For each activity to be finished, the given quantity of
primary and inventory output resources are produced.

Concerning energy consumption and cost, two parameters of
the simulation can be adjusted to reflect different determining
factors: First, an energy price curve can be provided, for
instance based on the prognosis given by the day-ahead energy
market – in the implementation at hand, cost optimisation is
conducted based on day-ahead price forecasts, e.g., for the
EEX electricity spot market. Second, a base energy level can
be specified, being the amount of energy the facility acquires
via a flat fee. Energy consumption up to this level has already
been paid for, so the energy price curve does not apply for
that.

Once the simulation has terminated, it yields a record of the
energy consumption and the resource stocks for each individual
step in the execution of the process. These numbers, combined
with the resources’ capacities, the energy price curve, and other
constraints, can now be used to determine the quality of that
production schedule.

B. Quality Measurement
The quality of a production schedule p is determined by a

sigmoid function of its defect, such that a high defect results in
a quality close to -1, and a defect close to zero gives a quality
close to zero (see Equation 1). A negative defect will result in
a positive quality (this is possible in some situations, e.g., in
case of negative energy prices, or energy-producing activities).

quality(p) =
−defect(p)√
1 + defect(p)2

(1)

The defect of p is the weighted sum of the energy costs
(e(p, i) · we) and the defects (over- and under-shootings) of
the several resources’ stocks (sr(p, i) ·wri) over all steps i of
the simulation (see Equation 2).

defect(p) =
∑

i∈steps

[e(p, i) we +
∑

r∈res.

sr(p, i) wr(i)] (2)

In this equation, the energy consumption, stocks and weights
are represented as functions. Different weights w can (and
should) be used for resource stocks being too low and those
being too high and for the different kinds of resources.

Production schedules that exceed the maximum or minimum
capacities of a resource are not discarded immediately, but
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are merely given a lower quality rating. This is beneficial in
overcoming local optima.

C. Optimisation

Finding an energy- and cost-efficient arrangement of the
several activities in the process for a given energy price curve
is both a constraint-satisfactory problem and an optimisation
problem: on the one hand, there must be no violations of
the resources’ capacities; on the other hand, the production
schedule has to be as cost-efficient as possible.

Due to the large number of degrees of freedom in the process
plans – with many different activities that can be started or
stopped in each step of the process – the search space is much
too big for exhaustive search to be applicable.

In our approach, we make use of Evolution Strategy (ES),
a stochastic optimisation method originally introduced by
Rechenberg [9], which is similar to Genetic Algorithms [10].
Besides Evolution Strategy, both Simulated Annealing and Ant
Colony Optimisation have been tried, as well. However, of the
three algorithms ES yielded by far the best results.

1) The ES Algorithm: As the name implies, Evolution
Strategy is inspired by natural evolution: Using a (µ/ρ + λ)
strategy, an initial “population” of µ individuals is generated.
Based on these µ “parents”, λ “offspring” are created by
recombining and mutating a random selection of ρ parents.
The quality of each of the parents and offspring is determined
and the µ best individuals are selected to be the parents of the
next generation. This process is repeated until the quality of
the best individual does not improve for a certain number of
generations.

Algorithm 1 EVOLUTION STRATEGY(µ, ρ, λ)
current← INITPOPULATION(µ)
repeat
next← ∅
for i ∈ {1..λ} do
parents← rand. select ρ indiv. from current
offspring ← MUTATE(RECOMBINE(parents))
next← next ∪ {offspring}

end for
current← select µ best from current ∪ next

until quality stagnates
return best individual from current

2) Applying ES to Manufacturing Schedules: In the system
at hand, each individual represents a possible production
schedule. To this end, three functions have to be implemented
for production schedules, next to the quality measurement: (i)
How to create the initial population of individuals, (ii) how
to mutate an individual, and optionally (iii) how to recombine
individuals.

The initial population is created by a very simple scheduler,
chaining primary activities as long as and as early as the
primary resources and inventory resources permit, or until a
desired quantity of products has been produced. Thus, the
initial production schedule already constitutes a valid (but

naive) schedule for all the primary activities, but without taking
secondary resources or energy costs into account.

There are several possibilities for mutating an individual,
one of which is chosen at random: (a) a randomly chosen
secondary activity can be inserted into or removed from the
schedule, (b) an activity or a group of activities (primary or
secondary) can be moved to another place in the process plan,
i.e., being executed earlier or later, or (c) the execution times
of two activities can be swapped.

For recombination, one can randomly select activities from
one of the two parents, or take the activities up to some specific
step from one parent, and the rest from another – of course
always taking care that the right number of primary activities
is selected to complete the task at hand. However, due to
the many dependencies among the individual activities of a
production schedule – the ordering of primary activities as
well as secondary activities being executed at times relatively
to some other activities – recombination does not yet work
well for this domain. Thus, in practice, the parameter ρ was
always assumed to be 1.

D. Implementation of the Optimisation Framework
A generic optimisation framework was created that can be

used for optimising different domains using different optimi-
sation algorithms. The actual Evolution Strategy algorithm as
well as the process model domain have been implemented as
plug-ins for this framework [6].

The optimisation is controlled via a simple graphical user
interface (GUI, Figure 3). Like the rest of the optimisation
framework, the GUI has both generic and domain- or algorithm
dependent parts. For the manufacturing domain, the optimi-
sation GUI features a large domain-specific area, providing
controls for configuring the simulation and optimisation (e.g.,
the energy price curve to use) and for showing the best
production schedule found so far in a Gantt chart-like diagram.
The process chart is continuously updated as the optimisation
proceeds, and also allows to ‘rewind’ to previous steps in the
optimisation.

Once the optimisation has come to an end, additional charts
are available, showing the energy consumption and resource
stocks for each step in the final production schedule, as well
as the development of these numbers over the course of the
entire optimisation as a three-dimensional plot. Finally, the
optimised production schedule can be saved to file.

IV. EVALUATION

In this section, we will discuss a number of application
examples of the process optimisation algorithm. Our first
example describes the ideal manufacturing process, providing
enough capacities – in both time and space – to shift primary
activities so that parts of the production can be handled at times
of cheap energy. The scenario shown in the second example
may be more realistic w.r.t. today’s manufacturing processes:
Here, the production activities can not be changed, but only
secondary activities (such as cooling, co-generation units and
buffer batteries) may be used for shifting energy consumption.
Finally, the third example demonstrates both the flexibility of
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Fig. 3. Prototypical user interface for controlling the optimisation and viewing
the results.

the process model and the prospects of our approach, as we
use the optimisation for creating optimal charging schedules
for large electric vehicle fleets.

A. Example 1: Use of Functional Storage
In this example, a simple, fictional car manufacturing pro-

cess is pictured (see Figure 2).
1) Example Process: The process starts with two energy-

intensive activities that induce high amounts of waste-heat:
welding and painting the car chassis. Once the paint has dried,
some interior works are performed, and finally the doors are
attached to the chassis. For each of the intermediate products,
a specific primary resource was created. The resulting pro-
duction process graph is supplemented with utility activities
and resources such as cooling, on-site electricity storage and
a gas-powered co-generation unit. The latter two elements can
be used to temporarily decrease the energy consumption, but
costs for the consumed gas will in turn add to the production
schedule’s defect.

While the process surely is not too realistic, it demonstrates
many of the aspects that can be realised in the process model,
for example
• modelling the basic production chain,
• inventory resources used by multiple activities,
• resources associated with a cost, and
• cooling facilities and other supporting processes.
2) Optimisation Results: The resulting schedule can be seen

in Figure 3. Here, the process has been optimised against a
hypothetical hill-shaped energy price curve, i.e., with highly-
priced energy in the mid of the day and low-priced energy in
the morning and evening.

As can be seen, most of the energy-intensive activities
(welding and painting) are taken care of in the morning, with
the exception of one instance of the painting activity, which

has been deferred to the afternoon. The high-price period is
spend entirely with the drying activity, which consumes no
electric energy at all. The remaining activities are positioned
as late as possible, to get the lowest possible price for the
required energy. Note also, that among the several instances of
the cooling activity in the morning there are also two instances
of the charging activity, charging the aforementioned in-house
energy storage when energy is cheap, and discharging it again
when the energy price is highest.

B. Example 2: Shifting Secondary Activities
The second example deals with a more realistic setting:

Here, the core manufacturing process is fixed in time; no
primary activities can be shifted. The straightforward mo-
tivation for this scenario is that in most industries, energy
consumption is not the key cost driver. Hence, the goal for
energy cost minimisation is to optimise energy consumption,
given a specific production schedule. In this scenario, no
primary activities are shifted. Instead, secondary activities,
such as ventilation or even the generation of electricity and heat
through combined heat and power stations (CHP) are viable
means to approximate an optimum energy load curve. In fact,
secondary processes may contribute significantly to the overall
energy consumption of industrial sites.

1) Example Process: The example chosen describes a site
configuration, where wind energy will be provided on site and
a 24 hour wind generation forecast is incorporated into the
calculations. Additionally, local energy generation comprises
a combined heat and power station, which can be either
idle or operate with half or full generation capacity. All
primary production processes are combined into a single, day-
long activity with a specific load curve, since, as mentioned
before, modifications are not eligible for them. As a shiftable
secondary activity, ventilation is modelled for load shifting
purposes. It can be operated on standard capacity or can
alternatively be increased or decreased to adjust its load level.
However, a sufficient amount of fresh air must be provided at
all times.

The schedule is now optimised according to a 24 hour day-
ahead electricity price forecast. Local energy production is
assumed to be very cost efficient. Wind generation is merely
characterised by maintenance costs for the turbines, CHP
related costs are calculated from maintenance and gas expenses
and are attributed to heat and electricity proportionally. The
costs for ventilation load shifting are assumed to be higher
than wind generation costs but lower than CHP expenses in
this example.

2) Optimisation Results: Figure 4 shows the resulting load
curves for this optimisation example. The abscissa shows the
time of the optimisation period. The first ordinate on the left
shows electrical load in megawatts. The second ordinate on the
right shows electricity market price forecasts in euro per kWh.
Six different graphs describe the optimisation results. The area
graph shows the wind generation forecast for the site. The
dotted line, which is related to the second y axis on the right,
depicts the external electricity price forecast. The dashed line
and the solid line show the external electricity procurement
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Fig. 4. Load optimisation from shifting secondary activities on an industry site.

of the site before and after the optimisation respectively.
Energy consumption before the automation (dashed line) does
not incorporate any local wind generation and is assumed
to be covered by the external grid only. Shiftable loads are
presented as stem graphs in this figure. Stem graphs with a
solid point marker present the operation of the combined heat
and power station, stem graphs with circle markers present
ventilation. Negative ventilation load occurs when an increase
of operation capacity is enforced to maintain the amount of
fresh air within the predefined boundaries. Positive ventilation
load occurs when operation capacity is reduced to decrease
external electricity procurement.

Since wind forecast, site consumption from primary ac-
tivities, and electricity market price are assumed to be non-
variable, the attention should be drawn to the shiftable ac-
tivities. It can be seen that the combined heat and power
are strictly dependent on the market price and generation is
curtailed when the price drops below about 0.059 Euros per
kWh. Load shedding from ventilation control also depends
upon the electricity market price but is less costly than CHP,
so it is only excluded when the electricity price is at its lowest
point during the high price interval between 8:00 and 21:00. To
keep the amount of fresh air within the necessary boundaries,
additional ventilation is injected from time to time. This occurs
primarily when the electricity price is low.

To sum up these results, the optimisation tool clearly adjusts
load profiles to external electricity price forecast and internal
electricity generation costs to decrease the overall energy
procurement costs.

C. Example 3: EV Fleet Charging Schedules

In the third and final example, the meta-model is applied
to a different domain: creating charging schedules for electric
vehicle (EV) sharing fleets in a micro smart grid (MSG) [8].
Here, the challenge is to schedule long-running charging
activities so that no bookings are at risk while at the same
time making use of locally produced energy and times of
low energy prices. Further, the EVs can be used as temporary
energy storages for load balancing.

1) Example Process: Here, the process graph is not created
by hand, using the graphical editor, but instead is derived
automatically from another model, describing the setup of the
MSG, including among others the various electric vehicles
and their current state of charge, a number of bookings for
those EVs, and different prosumers representing both locally
installed regenerative energy sources as well as the facility’s
own prospected power consumption.

For each prosumer, a day-long primary activity with an
energy consumption curve reflecting the prognosis is created.
Each EV is represented by a small subgraph featuring an inven-
tory resource for the storage (the EV’s battery), a secondary
resource for its current capacity, and one or more charging
activities reflecting the different possibilities for charging and
discharging the battery, dependent on the charging station. Fi-
nally, each booking is represented by another primary activity,
linked to the respective storage resource, and fixed in time
at the booking’s starting time. Figure 5 depicts one of those
segments.

2) Optimisation Results: This optimisation was carried out
two times: Once with the above described process model using
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Fig. 5. Segment of process graph showing activities and resources for a
single electric vehicle and associated bookings.

the meta-model and optimisation described in this paper, and
once using a domain-specific meta-model developed specifi-
cally for this task (still using the same optimisation algorithm).

The results of the optimisation are promising: Charging
activities are scheduled such that all bookings can be fulfilled
(i.e., the storage of the respective electric vehicle is sufficiently
charged) while at the same take making best use of locally pro-
duced energy and periods of low energy prices. The resulting
charging schedules closely resemble those created using the
domain-specific model.

However, we also found some limitations in our meta-model.
For instance, using inventory resources to “lock” electric vehi-
cles while charging or being rented does not allow for bookings
that are not bound to a specific vehicle (e.g., bookings for any
vehicle).

Nevertheless, first results convinced us to extend our ap-
proach to the domains of electro mobility and smart grids.

V. AGENT-BASED OPTIMISATION AND DISTRIBUTION

While evolutionary algorithms yield good results most of the
time, it is also possible, as with other stochastic optimisation
algorithms, that the optimisation gets stuck in local optima.
To increase the chances of arriving at a solution close to the
global optimum, the optimisation should be applied to more
than one “population”, and since the individual populations are
optimised independently from each other, they can easily be
parallelised and distributed.

To this end, the optimisation framework has been embed-
ded into a distributed multi-agent system, allowing for the
transparent and dynamic distribution of an arbitrary number
of optimisation clients and servers.

Admittedly, the strength of the agent paradigm is less
the transparent distribution but rather the comprehensive sup-
port that facilitates the development of autonomous, reactive,
proactive and social competent entities, namely agents. As
mentioned above, our current implementation is focused on
distribution rather than on exploiting the latter attributes of

agency. Yet, we justify the use of agent technology with our
future intentions. The presented optimisation framework was
well planned and its development was subdivided into different
stages. In the first stage it was our intention to implement
a distributed system and to ensure reliable and robust com-
munication between the system’s entities. Right now we find
ourselves at this very point. For the future, however, we plan
to exploit agent capabilities more comprehensively. Based on
the robust and reliable distribution we want to allow agents to
exchange partially optimised process plans and to recombine
these plans for a more effective mutation mechanism. The
recombination process, however, challenges agency far beyond
distributional aspects and for this exact reason we decided to
make use of agent technology right from the beginning. We
consider the current application as first step towards a far more
efficient and complex multi-agent based optimisation software.
For a complete overview of our future intention, however, the
reader is referred to Section VII.

In the following, we describe the interaction protocol, which
makes a number of optimisation servers (“agents” conduct-
ing the optimisation) available to one or more optimisation
clients [1]. Afterwards, we explain how the protocol and the
surrounding multi-agent system have been implemented using
the JIAC V agent framework.

A. Interaction Protocol

Two roles are involved in the protocol:
• optimisation client, requesting an optimisation
• optimisation server, conducting the optimisation
Obviously, there should be more than one optimisation

server agent for the distribution to provide any benefit at all, but
there may be multiple clients, as well, sharing those servers.
An interaction diagram of the protocol is shown in Figure 6.
It is composed of the following steps:

1) The protocol starts with a client broadcasting a RE-
QUEST message to all the servers.

2) Each server receiving the message checks whether it
already has an “employer”, i.e., whether it is currently
running an optimisation. If not, it replies with an OKAY
message.

3) The client receives the OKAY message, and if it still
requires the server (i.e., if there have not been enough
replies from other servers yet), it replies by sending
the actual MODEL to be optimised to that server. The
number of remaining optimisation runs is reduced. (The
full model, including energy consumption curves, price
curves, etc., is not sent until now, to reduce network
traffic.)

4) On receiving the MODEL message, the server will check
again whether it already has an employer, as in the case
of multiple clients, it might have sent OKAY messages
to other clients, which may already have sent their
MODEL messages.
• If so, the server replies with a TOO LATE message.

The client received this messages and corrects the
number of remaining optimisations.
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Fig. 6. Interaction protocol used in the distributed optimisation. Messages
marked with an ’*’ are sent to all servers.

• Otherwise, the server accepts the client as its
new employer and starts the optimisation run, and
finally sends a message holding the RESULT back
to the client.

• At any time, the client can send an ABORT
message, stopping the optimisation.

5) The client continues sending out REQUEST messages
until the desired number of optimisations has been
conducted.

Using this interaction protocol, each of the populations
of a (µ/ρ + λ) optimisation can be distributed to another
agent. Since each run of the optimisation, or each population
respectively, is independent from the others, this does not
introduce any noteworthy communication overhead.

B. Implementation using JIAC V
JIAC V (Java Intelligent Agent Componentware, Version

5) is a Java-based multi-agent development framework and
runtime environment [11], [12]. Among others, JIAC features
communication, tuple-space based memory, transparent distri-
bution of agents and services, as well as support for dynamic
reconfiguration in distributed environments, such as component
exchange at runtime. Individual JIAC agents are situated within
Agent Nodes, i.e., runtime containers, which also provide
support for strong migration. The agents’ behaviours and
capabilities are defined in a number of so-called Agent Beans,
which are controlled by the agent’s life cycle.

The protocol has been implemented by means of two JIAC
Agent Beans, namely the Optimisation Client Bean and Op-
timisation Server Bean. Just like the optimisation framework
introduced in Section III, the Agent Beans were kept generic
so that the protocol can just as well be used with domain-
models other than the one presented in this work, and even
with different optimisation algorithms.

The implementation with JIAC (or a similar multi-agent
framework) has some advantages over traditional approaches
using remote procedure calls or web services:
• Both the Client Nodes and the Server Nodes can be

distributed to any computer in the local network, with
no need to configure IP addresses or ports. Consequently,
if one of the server agents drops out, it can seamlessly
be replaced by another one.

• With each JIAC agent running in a separate thread, a
node with multiple agents being deployed to a multi-
core server computer will automatically make best use
of the several CPUs.

• Using asynchronous messaging, optimisations can be
aborted ahead of time. Also, servers can send back
intermediate results, to provide a trend for long-running
optimisations.

Besides agents holding the Optimisation Client and Server
Beans, a number of additional agents have been added to the
system to represent and to connect the different components,
as shown in Figure 7.
• A DB Agent provides an interface to the data base hold-

ing the measured energy consumption values, making
them available to the other agents.

• Integrated into the Eclipse IDE is a Plugin Agent, which
connects to the DB Agent to acquire energy consumption
data to be imported into the current process graph.
Further, this agent can send the process graph created
in the editor to an Optimisation Client Agent.

• The Optimisation Client Agents carries out the dis-
tributed optimisation, sending individual optimisation
jobs to different Optimisation Server Agents.

• The result of the optimisation can then be sent to the
Web GUI Agent, showing the resulting process plan and
its properties in a number of diagrams and graphs.

Using the same optimisation algorithms, the distributed
system performs as well as the local system. It yields good
results in reasonable time and the variability of results quickly
decreases with an increased number of populations.
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Fig. 7. Agent, components, and interactions in the distributed system.

C. Evaluation

Complementary to the evaluation of the optimisation ap-
proach in general, as discussed in Section IV, in this section
we want to evaluate specifically the benefits of the distributed
and parallelised version of the algorithm using the agent-based
setup [1].

We evaluated the benefits of distribution and parallelisation
using the first example process from Section IV, a production
goal of five completed cars, a hill-shaped energy price curve
and an evolution strategy with µ = 3 and λ = 8.

The example process was optimised several times with
different numbers of populations. The number of populations
ranged from one to thirteen, and ten runs of the optimisa-
tion were performed in each case. The results are shown
in the logarithmic plot in Figure 8. Note that at the time
this evaluation was conducted [1], the quality function was
quality(p) = 1

1+defect(p) , resulting in a different range in
quality values. As can easily be seen, the results of the
evaluation are still valid using the new quality function.

As can be seen in Figure 8 (left), using only one popula-
tion, the quality of the optimised process plan varies greatly.
While there are some results with near-optimal quality, many
populations apparently get stuck in local optima and obtain
a low overall-quality. For up to four populations, results start
to look better, but are still noticeably scattered. For five and
more populations, the results become reliable, with almost each
optimisation run resulting in near-optimal quality.

It may be noticed that the maximum quality reached –
around 0.05 – is still far from the theoretically possible. The
reason for this is that energy costs, no matter whether they
could be improved any further, still add to the defect of the
process schedule. Thus, with minimum energy costs of around
20 (in no specific currency), the quality can not be much
greater than 0.05.

Also to be noted is the gap in quality between around 0.015
and 0.045. This gap separates results, which still have resource
conflicts, and those merely suffering from less-than-optimal
energy costs. In the evaluation, the weight of resource conflicts
was set to add greatly to the overall result’s defect, making the

quality look almost discrete.
Further, we discovered that there is little to none correlation

between the time an individual optimisation run takes, and
the resulting quality (see Figure 8, right): the result of a
quick optimisation run can be just as good (or bad) as that
of a longer running optimisation, and vice versa. Thus, one
possibility to improve the performance could be to start a large
number of optimisations in parallel, and to abort the remaining
optimisation runs once the first few results to choose from have
arrived.

VI. RELATED WORK

Industry has long since discovered, that the optimisation
of manufacturing processes is able to significantly increase
revenues. As a result to the continuous demand for opti-
misation frameworks, there are many sophisticated applica-
tions available today. In this section we outline the current
spearhead of optimisation tools and concepts; yet, due to the
broad range of existing approaches it is difficult to present
a comprehensive survey and for this reason we decided to
put emphasis on approaches and concepts that influenced our
own work the most. We open this section with an analysis of
academic approaches that apply evolutionary algorithms for the
optimisation of manufacturing processes and proceed by pre-
senting commercially distributed optimisation software. Here
we distinguish between general purpose frameworks, visual
approaches, manufacturing- and business process optimisation
tools. Finally, we discuss the significance of our work against
the backdrop of contemporary applications.

A. Evolutinary Algorithms and Process Optimisation

The idea to use evolutionary algorithm for the optimisation
of manufacturing processes is not entirely new, as the com-
plexity of many optimisation problems has strongly promoted
their use.

Highly interesting for our work is the approach of Santos
et al. [13], as it puts focus on energy related criteria. Yet,
as opposed to our objective, the aim of Santos et al. is to
reduce energy consumption in general, while we try to adapt
our manufacturing schedules to a given energy price curve.
Bernik et al. [14] developed a similar approach, although they
do not account for energy criteria. The approach is capable
to propose manufacturing schedules that are able to satisfy
a given production target. In addition to the manufacturing
schedule, resource requirements are calculated and assigned to
the production depots. Schreiber et al. [15] describe a similar
application, which optimises manufacturing schedules towards
a given production target. As opposed to the work of Bernik
et al., the application is able to calculate so called lot-sizes,
which are defined as the number of pieces that are processed
at the same time at one workplace with one-off (time) and at
the same costs investment for its set up [15].

To summarise, while there are some approaches that account
for energy related factors, dynamic pricing is currently not
covered although the markets offer such possibility.
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Fig. 8. Left: Correlation of number of populations to expected result quality. The graph indicates average quality values. Right: Correlation of time of
optimisation run to result quality. [1]

B. Optimisation Frameworks for Production Processes
Next to frameworks that apply evolutionary algorithms in

order to optimise manufacturing processes, there are of course
applications that apply other methods for the same objective.

The Siemens Plant Simulation Software [16] for instance
facilitates the simulation based optimisation of production
systems and controlling strategies, while business- and logistic-
processes may be supported as well. The SIMUL8 frame-
work [17] (Figure 9), Arena [18] and GPSS/H [19] provide
similar features and are able to simulate entire production
processes, from warehouse capacities and equipment utilisation
to logistics, transportation, military and mining applications.
SIMUL8 additionally accounts for real life requirements, such
as maintenance intervals and shift patterns. Further, SIMUL8
uses an agent-based simulation for the optimisation of produc-
tion processes.

Other types of software packages as for instance Simio [20]
and ShowFlow [21] do not explicitly focus on the optimisation
of production processes, but on their visualisation. For this pur-
pose, most of the mentioned applications apply sophisticated
3D engines.

C. General Purpose Frameworks
Thus far, we have exclusively analysed approaches that

have been developed for the optimisation of manufacturing
processes. Yet, over the last years, the idea of general purpose
frameworks emerged. Instead of focusing on a particular
domain or problem, general purpose frameworks are able to
optimise general processes, such as monetary flow, quality-
and organisation management, allocation scenarios, logistics,
transports and many more. Foundation to these frameworks
is a generic meta-model, which is able to capture process
structures, and which is usually based on established concepts.

The PACE framework of Eichenauer [22] and the work
of Siebers et al. [23] for instance feature an arbitrary level
of detail for process design. While PACE uses hierarchically
arranged High-Level-Petri-Nets for this purpose, Siebers et

Fig. 9. The SIMUL8 production process configuration tool, showing a
palette (bottom left) and a canvas (bottom right) element as well as an
exemplary process structure, including a start-, a queue-, an activity- and an
end object. [17]

al., using AnyLogic, apply an object-oriented meta-model for
its processes and uses a multi-agent based model for the
simulation of process configurations. AnyLogic further com-
prises a graphical user frontend, which provides information
on simulated processes similar to the representation that we
use for our own process configuration tool. However, AnyLogic
integrates information on the current simulation procedure and
allows for the real-time adjustment of simulation parameters,
such as throughput rates or storage capacities. As an example,
this feature can be used in order to simulate and observe the
impact of sudden machine failures. An illustration of the visual
representation of the simulated processes is given in Figure 10.

SLX [24] takes a layered approach to process modelling.



38

International Journal on Advances in Intelligent Systems, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/intelligent_systems/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Fig. 10. The AnyLogic visualisation of simulated processes ([23], cut-out).
Not only displays the tool the current state of simulation processes, but also
allows for the adjustment of simulation parameters, such as throughput rates
and capacities.

Most commonplace processes are handled in SLX’s upper
layers, while more complex problems can be captured with
SLX’s lower layers. The Microsaint [25] package avoids
hierarchical structures and facilitates readability as well as
easy comprehensibility. The framework entirely relies on flow
charts as meta process language. In most analysed frameworks,
process design is usually supported by visual editing tools. The
ADONIS framework [26] for instance provides an impressive
graphical editor for the design and manipulation of the exam-
ined process system.

In summary, we can state that general purpose tools apply
a generic meta-model in order to facilitate a broad range of
problems. For this meta-model, established concepts such as
Petri nets [7] or flow charts are used. The analysed frameworks
facilitate process design by graphical editing tools.

D. Optimisation Frameworks for Business Processes
In addition to applications that explicitly account for the

optimisation of production processes, we want to attend focus
on those that have been developed for other reasons. Business
processes for instance have a striking resemblance to manufac-
turing processes and as there are optimisation frameworks for
business processes, we want to mention the most prominent
members of this realm as well.

To start with, ProcessModel [27] is a business process opti-
misation software, which supports optimisation from problem
analysis to efficiency evaluation. The tool is able to visualise
many aspects such as money savings or the efficiency of
analysed processes to serve customers. A similar application is
SIMPROCESS [28]. In addition to the capabilities of Process-
Model, SIMPROCESS is able to handle hierarchical process
structures and comes with a set of sophisticated tools for the
process design. Both applications apply means of simulation
in order to verify optimised processes and to estimate their
overall quality.

E. Lessons Learned
In this section, we gave a comprehensive overview on state

of the art concepts and applications. We have already men-
tioned, that there are many sophisticated applications available
today. Some of them have been explicitly developed in order
to optimise production processes, others were designed in a
generic fashion and yet feature similar capabilities.

The idea of optimising production with respect to dynamic
energy tariffs is adopted by none of the examined applications,
and energy related criteria in general are currently not com-
prehensively covered by state-of-the-art solutions, as only the
approach of Santos et al. supports such factors.

We learned that evolutionary algorithms can be used to
increase the performance of optimisation algorithms and thus
selected such principle for our own application. For this pur-
pose, we applied an established concept [9] whose performance
we further enhanced by distributing our computation units.

Also, our survey did not indicate distributed computing to
be widely used in process optimisation frameworks. Only the
AnyLogic framework provides an according feature, for which
the developers make use of the agent paradigm.

For our implementation we use the exact same view, only
that we apply a rather comprehensive agent model as we use
our agents as autonomous problem solvers while AnyLogic
agents can be understood as simulated autonomous entities,
such as persons or vehicles.

The analysis of general purpose frameworks inspired us to
use a very simple and generic domain model in order to support
a large number of process structures and also to provide
functionality beyond the scope of optimising manufacturing
processes.

To sum up, we can say that currently there are neither
concepts nor frameworks, which account for the optimisation
of manufacturing processes with respect to variable energy
prices.

VII. CONCLUSION AND FUTURE WORK

In this paper, we presented an optimisation framework that
was developed within the government- and industry funded
project EnEffCo. The main objective of the EnEffCo project
was to develop software that facilitates to increase the primary
energy efficiency in production and to evaluate the software
with the involved industry partners.

The optimisation framework exploits the fact that industrial
users are able to purchase energy with a short lead and at
highly flexible prices, e.g., at the European Energy Exchange,
EEX. The energy prices at the energy exchange comply with
the principle of demand and response. As such, time periods
with surpluses of energy (e.g., caused by an increase in wind
or sunshine and the resulting energy from wind engines or
solar collectors) and low grid demand (e.g., right in the middle
of the day or during night times) result in low and possibly
negative energy prices, while periods with only little energy
from renewable energy sources and an increased grid demand
result in high energy prices.

In order to capture the arrangement of production lines,
we have developed a suitable domain model. The model is
similar to a Petri net and comprises only two main types,
namely activities and resources. A link type is used to indicate
a connection between activities and resources. The generic
design of the domain model allowed us to consider scenarios
beyond the originally intended scope of the project. As an
example, we were able to optimise charging procedures of
electric vehicles.
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An instance of this model, representing the different ma-
chines and tasks found in a production process, is then passed
to the optimisation framework, together with an energy price
forecast obtained from the energy exchange.

Due to the many options in optimising production processes
(e.g., randomly shifting, adding- or removing individual activi-
ties within extensive timeframes), we decided to use stochastic
optimisation. Besides other approaches, such as Simulated
Annealing and Ant Colony Optimisation, the best results were
achieved using Evolution Strategies, where a population of in-
dividuals (process plans) is gradually mutated and (optionally)
recombined until a satisfying quality is reached.

While the quality of the results may vary, the optimisation
process generally produces reliable results in a timely manner,
allowing industries to quickly act even on short-term energy
price fluctuations. Making use of today’s distributed computing
architectures, the optimisation can be distributed to multiple
clients and servers, using the JIAC V multi-agent framework.
This way, the reliability of the outcomes increases further,
while on average taking no longer than a single run of the
optimisation. Additional JIAC agents are used to integrate the
optimisation with other components of the system, e.g., the
process modelling tool and the user frontend.

The EnEffCo Project officially ended in December 2012.
Nevertheless, we intend to further refine our approach and to
extend the capabilities to other domains.

Currently, we are transferring our findings from the EnEffCo
project to ongoing projects, for instance for load-balancing in
micro smart grids and for optimising the charging schedules
of large electric vehicle car sharing fleets [8]. While some ex-
tensions to the domain model and the optimisation framework
had to be introduced, so far, the results look promising.

Furthermore, it is our intention to enhance the optimisation
process by allowing agents to exchange and recombine par-
tially optimised production schedules. This requires agents to
autonomously query intermediate results from other optimisa-
tion agents and to select suitable parts from these results for the
mutation process. Where our current implementation is focused
on distributional aspects only, this extension will exploit the
agent paradigm more comprehensively and pave the way for
a high-performance agent-based optimisation framework.
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Abstract—The global spread of internet access and the ubiq-
uity of internet capable devices has lead to an increased online
presence on the behalf of companies and businesses, namely in
collaborative platforms called local directories, where Points-of-
Interest (POIs) are usually classified with a set of categories
and tags. Such information can be extremely useful, especially
if aggregated under a common (shared) taxonomy. This article
proposes a complete framework for the urban planning task of
disaggregated employment size estimation based on collaborative
online POI data, collected using web mining techniques. In
order to make the analysis possible, we present a machine
learning approach to automatically classify POIs to a common
taxonomy - the North American Industry Classification System.
This hierarchical taxonomy is applied in many areas, particularly
in urban planning, since it allows for a proper analysis of the
data at different levels of detail, depending on the practical
application at hand. The classified POIs are then used to estimate
disaggregated employment size, at a finer level than previously
possible, using a maximum likelihood estimator. We empirically
show that the automatically-classified online POIs are competitive
with proprietary gold-standard POI data. This fact is then
supported through a set of new visualizations that allow us to
understand the spatial distribution of the classification error and
its relation with employment size error.

Keywords—machine learning, spatial analysis, points-of-
interest, urban planning, GIS.

I. INTRODUCTION

With the increasing number of mobile devices and social
networks in the latest years, the amount of geo-referenced
information available on the Web is growing at an astonishing
rate. Capture devices such as camera-phones and GPS-enabled
cameras can automatically associate geographic data with
images, which is significantly increasing the number of geo-
referenced data available online. Social networks also have
an important role. They are a great medium where users can
share information they collect with their mobile devices. As
a consequence, the amount of online descriptive information
about places has reached reasonable dimensions for many
cities in the world.

A point of interest, or POI for short, is a specific point
location that someone may find useful or interesting. POIs can
be used in navigation, characterization of a place, sociological

studies, city dynamics analysis, geo-reference of texts, etc [1].
Such a simple information structure can be used and enriched
such that context-aware systems behave more intelligently.

In spite of their importance, the production of POIs is
scattered across a myriad of different websites, systems and
devices, thus making it extremely difficult to obtain an exhaus-
tive database of such wealthy information. There are hundreds,
if not thousands, of POI directories in the Web like Yahoo!1,
Manta2 and Yellow Pages3, each one using its own taxonomy
of categories or tags. Therefore, it is essential to unify these
different sources by mapping them to a common taxonomy.
Otherwise, their application as a whole becomes impractical.

In this article, we propose the use of machine learning tech-
niques to automatically classify POIs from different sources
to a standard taxonomy such as NAICS [2] (U.S., Canada and
Mexico) or ISIC4 (United Nations), thereby allowing a proper
analysis and visualization of the POI data, especially when
the latter comes from different sources. A good example is
land use analysis, a central pillar in urban planning. If the
POIs do not share a common taxonomy then we are not able
to determine, for instance, how many POIs of universities
exist in a given area, since a POI source can classify them
as “schools” while others classify them as “higher education.”
This makes the whole analysis unreliable. In the particular case
that we explore in this article, we are interested in classifying
POIs according to the North American Industry Classification
System (NAICS). The NAICS is the standard used by Federal
statistical agencies in classifying business establishments for
the purpose of collecting, analyzing, and publishing statistical
data related to the U.S. business economy [2]. NAICS was
developed under the auspices of the Office of Management
and Budget (OMB), and was adopted in 1997 to replace the
old Standard Industrial Classification (SIC) system.

NAICS is a two to six-digit hierarchical classification code
system, offering five levels of detail. Each digit in the code
is part of a series of progressively narrower categories, and
more digits in the code signify greater classification detail.

1http://local.yahoo.com
2http://www.manta.com
3http://www.yellowpages.com
4http://unstats.un.org/unsd/cr/registry/isic-4.asp
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The first two digits designate the economic sector, the third
digit designates the sub-sector, the fourth digit designates the
industry group, the fifth digit designates the NAICS industry,
and the sixth digit designates the national industry. A complete
and valid NAICS code contains six digits [3]. By having
different levels of detail, NAICS codes allow us to perform
analysis at different granularities depending on the practical
application at hand.

Figure 1 shows part of the NAICS hierarchy for the retail
economic sector.

Fig. 1. Example of the NAICS hierarchy for the retail economic sector.

In order to make learning possible, a POI matching tech-
nique is proposed, allowing the establishment of golden dataset
from which various typical machine learning models are then
estimated. After comparing several classification methods, we
apply the results to the urban modeling task of estimating em-
ployment size at a disaggregated level. This task is traditionally
made at a coarser level (Traffic Analysis Zone, Census Tract or
Block Group level) than what could be now possible, through
the use of POI data.

Finally, we explore innovative visualization techniques to
(1) understand the POI distribution across space, (2) identify
spatial areas of POI classification error, and (3) relate the latter
with the accuracy of employment size estimation model.

In summary, the main contributions of this article are:

• A POI matching algorithm;

• A machine learning approach to automatically classify
POIs to standard classification system (NAICS);

• A model to estimate employment at a disaggregated
level;

• A collection of visualization techniques that allow a
deeper understanding of the geographical data and the
models developed.

The remainder of this article is organized as follows.
Section II presents previous related studies. Section III explains
our data analysis and modeling methodology, from data prepa-
ration to model generation and validation. Section IV shows
the obtained results. In Section V we describe the application
of this methodology to the field of urban planning. Section
VI presents a collection of visualization techniques of the
data used and the models produced. We finish the article with
conclusions and future work.

II. STATE OF THE ART

The applications of machine learning algorithms in clas-
sification tasks are vast and cover diverse areas that range
from Speech Recognition to Medicine, including forecasting
in Economics and Environmental Engineering or Road Traffic
Prediction. In urban planning, land-use/land-cover information
has long been recognized as a very important material [4].
However, as Fresco [5] claimed, accurate data on actual land-
use cannot be easily found at both global/continental and
national/regional scales.

In order to cope with these problems, automatic approaches
to classify land use are being developed using distinct tech-
niques.

A common approach to infer land-use/land-cover is to
use satellite imagery. However, while these approaches have
already proven to get good results, they are more suited to
land-cover inference which is considered somehow different
from land-use by many authors. Campbell [6], for example,
considers land-cover to be concrete whereas land-use is ab-
stract. That is, land-cover can be mapped directly from images,
while land-use requires land-cover and additional information
on how the land is used. Danoedoro [7] tries to improve land-
use classification via satellite imagery by combining spectral
classification, image segmentation and visual interpretation.
Although he showed that satellite imagery could be used for
generating socio-economic function of land-use at 83.63%
accuracy, he is the first to recognize that applying such
techniques to highly populated areas would be problematic.

Li et al. [8] use data mining techniques to discover
knowledge from GIS databases and remote sensing image
data that could be used for land use classification. In the
field of remote sensing, Bayes classification (or maximum
likelihood classification) is most widely used and, for most
multi-spectral remote sensing data, the Bayes method classifies
the coarse classes correctly, such as water, residential area,
green patches, etc. But usually more detailed classification is
required in land use classification. In order to subdivide some
of the classes, Li et al. proposes the use of inductive learning
techniques, particularly the C5.0 algorithm. By using these
techniques they were able to get an overall accuracy of 89%.
Comparing their final result with the result produced only by
Bayes classification, the overall accuracy increased 11%.

An alternative to satellite imagery is the POI data. Using
a large commercial POI database, Santos and Moreira [9]
create and classify location contexts using decision trees.
They identify clusters by means of a density-based clustering
algorithm (Shared Nearest Neighbor algorithm) which allow
them to define areas (or regions) through the application of
a concave hull algorithm they developed to the POIs within
each cluster. Finally, making use of the C5.0 algorithm, they
classify a given location according to such characteristics as
the number of POIs in a cluster, the size of the area of the
cluster and the categories of the POIs within the cluster.

In order to use POI data for the classification of places
and land-use analysis, POI classification is an essential task.
Griffin et al. [10] use decision trees to classify GPS-derived
POIs. However, they refer to POIs as “personal” locations to a
given individual (i.e., home, work, restaurant, etc.). The main
goal of their approach is then to automatically classify trips. In
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their approach, they start by determining clusters of trip-stops
(i.e., stops that took more than 5 minutes) using a density-
based clustering algorithm (Dbscan). Then, they make use of
the C4.5 algorithm to classify the generated clusters as being
“home”, “work”, “restaurant”, etc., based on the time of the
day and the length of the stay. However, to our best knowledge,
no previous approaches have been made to classify POIs to
a classification system such as NAICS. The latter is widely
used for industry classification and has already been used,
for instance, to classify Web Sites through machine learning
techniques [11].

Spatial analysis has long been a topic of interest for
researchers, who seek a comprehensive understanding on how
the city behaves in different perspectives and its impact in
the economy. Methods for analyzing spatial (and space-time)
data have already been well developed by statisticians [12] and
econometricians [13].

Visualization of geo-referenced data is one effort in such
understanding. Instead of simply presenting information on
a map, visualization facilitates the recognition of patterns in
data by preprocessing and applying statistical filtering (e.g.,
average, deviation, clustering) over large datasets. Keim et al.
[14] were pioneers in using visual approaches to explore het-
erogeneous and noisy large amount of spatial data. The authors
showed how visualizations offered a qualitative overview of
the data and allowed unexpectedly detected phenomena to be
pointed out and explored using further quantitative analysis.
Later, Costa and Venturini [15] improved these methodologies
in order to give the possibility to interact with such artifacts.
The authors applied them to a large POI database and showed
with linear computation time it would be possible to present
and interact with up to one million spatial points.

Currid et al. [16] try to understand the importance of
agglomeration economies as a backbone to urban and regional
growth, by identifying clusters of several “advanced” service
sectors (professional, management, media, finance, art and
culture, engineering and high technology) and comparing them
in the top ten populous metropolitan areas in the U.S. They
concluded that there are three spatial typologies of growth
in the advanced services within U.S. urban regions. These
typologies allowed them to understand qualities of place in
general and of places specifically that drive the agglomeration
of advanced services.

On a particular case study of the biotech industry in the
U.S., Sambidi and Harrison[17] also analyze factors affecting
site-selection of industries, testing the hypothesis of spatial
agglomeration economies in that industry and confirm it using
spatial econometrics. In the same topic, Arbia[18] classifies
the spatial processes of individual firms into a birth process
(new firms) and a growth process (existing firms) and proposes
a model of economic activities on a continuous space also
with the purpose of studying the geographical concentration
of economic activities and analyze the economic behavior of
individual firms.

III. APPROACH

In this section, we describe our approach, particularly what
are the sources of our POI data, how we generate the training

data, what methods we use for classification and how we
perform validation.

A. POI Sources

Our data consists of a large set of POIs extracted from
Yahoo! through their public API, another set acquired to Dun
& Bradstreet (D&B) [19], a consultancy company that spe-
cializes in commercial information and insight for businesses,
and a third one from InfoUSA5 provided by the Harvard Center
for Geographic Analysis (ESRI Business Analyst Data). In the
first data set (from Yahoo!), the database is essentially built
from user contributions. In the other two, the data acquisition
process is semi-automatic and involves integration of official
and corporate databases, statistical analysis and manual evalu-
ation [19]. The POIs from D&B and InfoUSA have a NAICS
code assigned (2007 version), which is not present in Yahoo!.
However, each POI from Yahoo! is assigned, in average,
roughly two arbitrary categories from the Yahoo! categories
set. These categories are specified by the user, when adding a
new POI, through a textfield and can be rather disparate since
Yahoo! forces no restrictions over them. Considering that every
POI source provides either some categories or tags associated
with their POIs, we take advantage of this information to
classify them to NAICS, where a single unifying code is
assigned to each POI.

We have 156364 POIs from Yahoo!, 29402 from D&B and
196612 from InfoUSA for the area of Boston, Massachusetts.
We also used 331118 POIs from Yahoo! and 16852 from D&B
for the New York city area to see how our previously trained
model would perform in a different city. We estimate that
the Yahoo!’s categories taxonomy has more than 1300 distinct
categories distributed along a 3-level hierarchy. On the other
hand, NAICS has a total of 2332 distinct codes distributed
along their 6-level hierarchy (1175 only in the sixth level).

Given its nature, the growth of the Yahoo! database (or any
other user content platform) is considerably faster than D&B
and InfoUSA, and the POI categorization follows less strict
guidelines, which in some cases, as mentioned before, may
become subjective. Our hypothesis is that there is considerable
coherence between Yahoo! categories and NAICS codes, such
that a model can be learned that automatically classifies
incoming Yahoo! POIs.

In order to generate training data for the machine learning
algorithms we use a POI Matching algorithm.

B. POI Matching and Data Preparation

When we are comparing POIs from different sources, it
is important to have a way to identify similar POIs in order
to correlate both databases. This requires a way to identify
similarities based, not only in proximity, but also in name
likeness. Our matching algorithm compares POIs according
to their name, Web Site and distance. It makes use of the
JaroWinklerTFIDF class from the SecondString project [20]
to identify close names, ignoring misspelling errors and some
abbreviations. Taking this into account, two POIs will be
considered similar by our algorithm if they fit into one of the
following groups:

5www.infousa.com
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TABLE I. SOME STATISTICS OF DATASETS A AND B

Dataset A Dataset B

NAICS source D&B InfoUSA
Total POIs 7289 44634
Distinct NAICS 504 689
Distinct Yahoo! categories 802 1109
Distinct Yahoo! category combinations 569 1002
Category combinations that appear only once 136 92
Categories that appear only once 181 107
NAICS that appear only once 115 96

• The distance between the two POIs is less than 80
meters, the name similarity is above 0.70 and one or
both POIs do not have website information.

• The distance between the two POIs is less than 80
meters, the name similarity is above 0.70 and the
website similarity is higher than 0.60.

• The distance between the two POIs is less than 80
meters, the name similarity is above 0.60 and the
website similarity is higher than 0.95.

We set the similarity thresholds to high values in order to
get only high confidence matches. By manually validating a
random subset of the POI matches identified (6 sets of 50
random POIs assigned to 6 volunteers), we concluded that the
percentage of correct similarities identified was above 98%
(σ = 1.79). Differently to validations later mentioned in this
article, this is an extremely objective one, not demanding
external participants or a very large sample6.

After matching Yahoo! POIs to D&B and InfoUSA, we
built two different geographic databases, where each POI
contains a set of categories from Yahoo! and a NAICS clas-
sification provided by D&B and InfoUSA respectively. From
this point on, we shall refer to the initial dataset, which results
from POI matches between Yahoo! and D&B, as dataset A,
and to the dataset resultant from the POI matching between
Yahoo! and InfoUSA as dataset B. The later is six times larger
than the former, due to larger coverage of InfoUSA in Boston.

Table I shows some statistic details of both datasets used.

The dataset A contains 7289 POIs for Boston and Cam-
bridge and 2415 for New York. In comparison with the
original databases, these are much smaller sets due to a very
conservative POI matching approach (string similarity of at
least 80%, max distance of 80 meters). However the POI
quantities are high enough to build statistically valid models.
We performed a detailed analysis of this data and identified
569 different category combinations which included only 802
distinct categories from the full set (of over 1300). From D&B,
our data covers 504 distinct six-digit NAICS codes. However,
the 2007 NAICS taxonomy has a total of 1175 six-level
categories, meaning that our sample data only covers some of
the most common NAICS codes, which only represents about
43% of the total number of NAICS categories. Nevertheless,
the remaining ones are more exotic in our context and hence
less significant for posterior analyses.

6Using the central limit theorem, the standard error of the mean should be
near 0.73. Assuming an underestimation bias for n=6 of 5% (by the [21]),
accuracy keeps very high, yielding a 95% confidence interval of [96.5%,
98.7%]

TABLE II. MOST COMMON NAICS IN THE DATASET A

NAICS code Description Occurrences

423730 Warm Air Heating and Air-Conditioning
Equipment and Supplies Merchant Whole-
salers

707

446130 Optical Goods Stores 200
314999 All Other Miscellaneous Textile Product

Mills
193

493120 Refrigerated Warehousing and Storage 136
332997 Industrial Pattern Manufacturing 123

TABLE III. MOST COMMON YAHOO! CATEGORIES IN THE DATASET A

Yahoo! category Occurrences

Salons 157
All Law Firms 129
Government 116
Trade Organizations 115
Architecture 86

Figure 2 shows the distribution of POIs along the different
NAICS codes for dataset A. As we can see in the chart,
the distribution is far from being uniform, which further
complicates the classification task for NAICS codes with few
training examples.

Fig. 2. Distribution of the POIs in dataset A along the different NAICS codes

Further analyses on the coherence between NAICS and
Yahoo! show that only in 80.2% of the POIs in dataset A the
correspondent NAICS was consistent with the most common
one for that given set of categories, which means that about
one fifth of the POIs are incoherent with the rest of the
sample. This fact highlights the problem of allowing users to
add arbitrary categories to their POIs without restrictions. For
different NAICS levels, particularly for two-digit and four-digit
NAICS, the same analyses showed, as expected, a higher level
of coherency. For the two and four-digit NAICS, 87.1% and
83.4% of the POIs, respectively. Therefore, by having the same
set of Yahoo! categories mapping to different NAICS codes
in different occasions, it is not expectable that we obtain a
perfect model that classifies correctly all test cases. In order
to understand the impact of these inconsistencies in the results,
we also modified the POI dataset so that the NAICS code of
a given POI would match the NAICS codes of the other POIs
with the same category set, assigning to each POI the most
common NAICS code for that given category set in the dataset.
The results of this experiment are also presented in Section IV.

Tables II and III show, respectively, the five most common
NAICS and Yahoo! categories we identified in dataset A.

Regarding dataset B, we identified 689 distinct NAICS
codes and 1109 distinct categories of the more than 1300
that we found in Yahoo!. The latter are in larger number
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TABLE IV. BRIEF DESCRIPTION OF THE ALGORITHMS TESTED

Implementation Description

ID3 Unpruned decision tree based on the ID3 algorithm.
C4.5 Pruned or unpruned C4.5 decision tree.

C4.5graft Grafted C4.5 decision tree.
RandomForest Forest of random trees.
RandomTree Tree with K randomly chosen attributes at each node.

Performs no pruning. Also has an option to allow estimation
of class probabilities based on a hold-out set (backfitting).

JRip Propositional rule learner, Repeated Incremental Pruning to
Produce Error Reduction (RIPPER), as proposed by W.
Cohen as an optimized version of IREP.

IBk K-nearest neighbors classifier. Can select appropriate value
of K based on cross-validation. Can also do distance weight-
ing.

IB1 1 - nearest-neighbor classifier. Simplification of IBk.
K* K* is an instance-based classifier. The class of a test instance

is determined from the class of similar training instances .
It uses an entropy-based distance function.

BayesNet Bayesian Network
NaiveBayes Naive Bayes model

than the ones from dataset A (only 802) and therefore dataset
B provides a better coverage of the source taxonomy. The
number of distinct category combinations almost doubled
when compared to dataset A, which leads to more diversity
in the training data and more accurate classifiers.

Figure 3 shows the distribution of POIs from dataset B
along the different NAICS codes. Similarly to the distribution
of dataset A, it is an irregular distribution.

Fig. 3. Distribution of the POIs in dataset B along the different NAICS code

C. Flat Classification

The “flat classification” task corresponds to directly as-
signing a NAICS code to a POI given its “bag” of Yahoo!
categories. It is “flat” because the inherent hierarchy of NAICS
is not taken into account in the classification model. Each
NAICS code is simply seen as an isolated string “tag” that
is assigned to a POI.

We experimented various machine learning algorithms for
this particular classification task. Table IV provides a brief
description of the algorithms we tested. It is not the scope
of this article to describe any of the algorithms in detail. The
interested reader is redirected to dedicated literature [22], [23].

In our experiments, we built classifiers for different NAICS
levels (i.e., NAICS categories with different granularities),
particularly two, four and six-digit NAICS codes. This choice
is typical in urban planning depending on the study at hand
(e.g., level 2 allows to analyze economic sectors, while level
6 goes to the level of the establishment specificities).

For validation purposes we use ten-fold cross-validation
[23]. We also performed validation with an external test
set (data from a another city, New York) to understand the
dependency of the generated models on the study area.

D. Hierarchical Classification

In this approach, we take advantage of the hierarchical
structure of NAICS, thus the overall classifier is itself a
hierarchy of classifiers. In this hierarchy, each classifier decides
what classifier to use next, narrowing down the NAICS code
possibilities on each step, until a final 6-digit code (or 4-digit
code, depending on the goal) is achieved. Figure 4 depicts one
possible hierarchy.

Fig. 4. A possible hierarchy of classifiers

By looking at the hierarchy above, we can see that it has 3
levels (2, 4 and 6-digit NAICS). The first level always consists
of a single classifier that decides which NAICS economic
sector (2-digit code) the POI belongs to. Taking the sector into
account, the algorithm then decides which classifier to use next
at the second level. After that, the same process repeats until
a leaf node is achieved in the tree structure of the hierarchy
of classifiers. To provide an example consider a POI that has
the following NAICS code: 111110. According to Figure 4
the top-level classifier will decide that it belongs to sector 11
(”Agriculture, Forestry, Fishing and Hunting”) and the left-
most level 2 classifier will be used next. Then, this classifier
will determine that the 4-digit NAICS code of the POI is 1111
(”Oilseed and Grain Farming”) and, based on this decision,
the left-most classifier in the third level of the Figure 4 will
be used, and will supposedly classify the POI with the NAICS
code 111110 (”Soybean Farming”). Of course, along this top-
down process a mistake can be made by one classifier. In this
case, the error would propagate downwards and there would
be no way to recover from it, and hence the final NAICS code
would be wrong.

Our hypotheses is that by using a hierarchy of classifiers,
the classification task will be divided into several classification
models, each one less complex, more accurate and dealing
with a simpler problem. If we consider, for example, the ID3
algorithm, the entropy values for the different features will be
computed according to a smaller class subset, and therefore
the selection of the next feature to use (which is based on
the entropy calculation) will be different and the resulting tree
will also be different. Hopefully, the generated classifier will
be more suited to that particular classification (like deciding for
a POI if it belongs to the subcategory 531, 532, etc, knowing
that it belongs to NAICS sector 53).
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In our experiments, we use three different hierarchies of
classifiers, two with 2 levels:

• NAICS 2 and NAICS 4

• NAICS 2 and NAICS 6

and other one with 3 levels:

• NAICS 2, NAICS 4 and NAICS 6

As we did for the flat classification, we also tried to
test different types of machine learning algorithms: bayesian
networks, tree-based learners, instance-based learners, rule-
based learners. Neural networks were not possible to test due
to their computational demands, both in processing power and
memory.

For the hierarchical approaches we also perform ten-fold
cross-validation, but the data splitting between training/testing
is more prone to biased results than with standard flat classifi-
cation. As in normal ten-fold cross-validation, we also start by
leaving 10% of the data out for test and use the remaining 90%
for training, repeating this process ten times. However, each
classifier in a given level only receives the part of those 90%
of training data that respects to it. For instance, a level two
classifier for deciding which sub-category of NAICS sector
53 a given POI belongs to would only be trained with POIs
that belong to that NAICS sector. Hence, the only classifier
that receives all the training data (90%) would be the top-level
classifier (i.e., the one that decides which NAICS sector a POI
belong to). After the training phase, the hierarchy is tested
with the 10% of the data left out. This process is repeated
ten times, and the average accuracy over the ten iterations is
determined.

IV. RESULTS

Table V shows the results obtained using different machine
learning algorithms for different NAICS levels (two, four and
six-digit codes) for dataset A. There are some missing results
in the cases where the algorithm took over 72 hours to run.
We can see that the tree-based (e.g., ID3, RandomForest) and
instance-based learning approaches (e.g., IBk, K*) are the ones
that perform better in this classification task, especially the
latter. Notice that only 80.2% of data is classified in a totally
non-ambiguous way. The most successful algorithm is IBk
(with k=1), which essentially finds the similar test case and
assigns the same NAICS code. The difference in accuracy
between tree-based and instance based approaches is too small
to conclude which one outperforms the other, however we
could expect that instance based models bring better results
since the distribution of the different Yahoo! categories is
relatively even among examples of the same NAICS code (im-
plying no clear “dominance” of some categories over others).
Understandably, the Naive Bayes algorithm performs badly
because the assumption that different Yahoo! categories for
the same NAICS classification are independently distributed
is obviously false (e.g., “Doctors & Clinics, Laboratories,
Medical Laboratories” are correlated). Such assumption is not
fully necessary in Bayesian Networks, which actually brings
better results. Unfortunately, we could not find a model search
algorithm that performs in acceptable time (less than 72 hours)

TABLE V. RESULTS OBTAINED FOR THE DIFFERENT MACHINE
LEARNING ALGORITHMS WITH POIS FROM DATASET A FOR THE BOSTON

AREA

Algorithm NAICS2(kappa) NAICS4(kappa) NAICS6(kappa)

ID3 85.495 (0.842) 77.955 (0.776) 74.015 (0.737)
C4.5 84.241 (0.828) 77.630 (0.772) 73.071 (0.727)
Random
Forest

86.174 (0.849) 79.298 (0.789) 74.753 (0.744)

Random
Tree

85.303 (0.840) 77.763 (0.774) 74.192 (0.739)

JRip 81.334 (0.795) 74.340 (0.737) 69.264 (0.686)

IB1 82.736 (0.812) 74.266 (0.738) 68.644 (0.683)
IBk 86.646 (0.854) 79.475 (0.791) 75.343 (0.750)
K* 85.702 (0.844) 79.726 (0.794) 75.387 (0.751)

BayesNet 80.950 (0.790) 56.721 (0.554) 45.064 (0.438)
NaiveBayes 74.399 (0.715) 40.446 (0.382) 30.264 (0.283)

TABLE VI. RESULTS OBTAINED FOR THE DIFFERENT MACHINE
LEARNING ALGORITHMS USING A RE-CLASSIFIED VERSION OF DATASET A

Algorithm NAICS2 NAICS4 NAICS6

ID3 92.975 89.728 88.680
RandomForest 93.609 90.805 89.846
IBk 94.170 91.189 89.979

and produces a more accurate model. We used Simulated
Annealing and Hill Climbing.

As expected, we obtained better results classifying POIs to
the two-level NAICS than for the six-level NAICS, since the
noise due to ambiguous classifications in the POI dataset is
smaller (we now have 87.1% of non-ambiguous cases).

In Table VI, we can see the results obtained by changing
the POI dataset A so that the NAICS codes of POIs where
ambiguities arise are grouped together in the same “super-
category”, eliminating the inconsistencies.

By comparing the results in Table VI with the results in
Table V, we realize that the NAICS labeling inconsistencies in
the POI data have a major negative effect in the performance
of the machine learning algorithms, reducing the accuracy in
more than 16% in some cases for the six-level NAICS codes.
This also gives indications for future versions of NAICS, where
some categories may become aggregated according to these
“super-categories”.

It would be expectable to obtain accuracies closer to 100%
for the results in Table VI. However, that does not happen
since 115 of the 514 NAICS codes covered by our dataset
A only occur once. Therefore, when we split the dataset to
perform the ten-fold cross-validation, a significative number
of the test cases will have NAICS codes that the algorithm
was not trained for, causing it to incorrectly classify them.

Table VII shows the results we obtained by training the
machine learning approaches with dataset A from Boston and
Cambridge and testing them with New York POI data. As we
can see in the results, if we apply the generated model to a
different city, it still performs well, even though the accuracy
drops a small amount in some cases. This is understandable
since even the Yahoo! taxonomy differs slightly from city to
city.

Table VIII shows the results obtained for the different
machine learning algorithms using dataset B.
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TABLE VII. RESULTS OBTAINED FOR THE DIFFERENT MACHINE
LEARNING ALGORITHMS USING POI DATA FROM BOSTON FOR TRAINING

AND POI DATA FROM NEW YORK FOR TESTING

Algorithm NAICS2 NAICS4 NAICS6

ID3 85.061 75.586 70.209
RandomForest 85.488 76.867 71.318
IBk 85.360 76.909 71.276

TABLE VIII. RESULTS OBTAINED FOR THE DIFFERENT MACHINE
LEARNING ALGORITHMS WITH POIS FROM DATASET B FOR THE BOSTON

AREA

Algorithm NAICS2(kappa) NAICS4(kappa) NAICS6(kappa)

ID3 90.567 (0.897) 85.459 (0.852) 82.091 (0.819)
C4.5 90.113 (0.800) 85.085 (0.849) 81.831 (0.816)
RandomForest 90.758 (0.899) 85.710 (0.855) 82.436 (0.823)
RandomTree 90.500 (0.896) 85.275 (0.851) 81.818 (0.817)

JRip 85.748 (0.844) 80.998 (0.807) 78.495 (0.780)

IB1 87.224 (0.861) 81.495 (0.812) 76.826 (0.766)
IBk 91.024 (0.902) 85.974 (0.858) 82.553 (0.824)
K* 90.227 (0.893) 85.849 (0.856) 82.522 (0.824)

BayesNet 88.961 (0.880) 77.964 (0.776) 67.877 (0.675)
NaiveBayes 87.910 (0.868) 70.250 (0.696) 56.052 (0.554)

TABLE IX. COMPARISON BETWEEN THE RESULTS FOR DATASET B
USING FLAT CLASSIFICATION (4-DIGIT NAICS) AND HIERARCHICAL

CLASSIFICATION WITH 2 LEVELS (NAICS 2 AND 4)

Flat classification Hierarchical clas-
sification

Algorithm accuracy Level1 acc. Level2 acc.

ID3 85.459 90.659 85.620
C4.5 85.085 90.172 84.901
RandomForest 85.710 90.959 85.969
RandomTree 85.275 90.509 85.315

JRip 80.998 85.806 80.440

IB1 81.495 87.637 81.126
IBk 85.974 91.080 86.097
K* 85.849 90.305 85.244

BayesNet 77.964 88.002 74.243
NaiveBayes 70.250 30.688 20.091

By analyzing the results from Table VIII we can see that
the results have significantly improved over dataset A, which
shows the importance of the training data in the performance
of the machine learning algorithms.

Finally, Tables IX to XI show the results obtained using the
different hierarchical classification schemes for various types
of machine learning algorithms.

Our intuition was that hierarchical classification would per-
form generally better than standard flat classification. However,
only in some algorithms the results improved. Therefore, we
will not argue that hierarchical classification of POIs into
NAICS is always a better solution. In fact, as shown before by
comparing the datasets A and B, the quality and the dimensions
of the dataset seems to have a much bigger impact on the
results than whether we apply hierarchical or flat classification.

Another interesting fact in the results from the hierarchical
classification is that the accuracies vary considerably with
the hierarchy type used. For instance, when classifying POIs
with 6-digit NAICS codes, we can see that using a two-level
hierarchy the RandomForest algorithm improved over the flat

TABLE X. COMPARISON BETWEEN THE RESULTS FOR DATASET B
USING FLAT CLASSIFICATION (6-DIGIT NAICS) AND HIERARCHICAL

CLASSIFICATION WITH 2 LEVELS (NAICS 2 AND 6)

Flat classification Hierarchical clas-
sification

Algorithm accuracy Level1 acc. Level2 acc.

ID3 82.091 90.659 82.100
C4.5 81.831 90.173 81.484
RandomForest 82.436 90.959 82.477
RandomTree 81.818 90.509 81.654

JRip 78.495 85.806 76.398

IB1 76.826 87.637 76.826
IBk 82.553 91.080 82.551
K* 82.522 90.305 81.661

BayesNet 67.877 89.059 69.336
NaiveBayes 56.052 88.002 59.885

TABLE XI. COMPARISON BETWEEN THE RESULTS FOR DATASET B
USING FLAT CLASSIFICATION (6-DIGIT NAICS) AND HIERARCHICAL

CLASSIFICATION WITH 3 LEVELS (NAICS 2, 4 AND 6)

Flat classifi-
cation

Hierarchical clas-
sification

Algorithm accuracy Level1 acc. Level2 acc. Level3 acc.

ID3 82.091 90.659 85.620 82.111
C4.5 81.831 90.172 84.901 81.341
Random Forest 82.436 90.959 85.969 82.398
Random Tree 81.818 90.509 85.315 81.694

JRip 78.495 85.806 80.440 76.889

IB1 76.826 87.637 81.126 76.826
IBk 82.553 91.080 86.097 82.539
K* 82.522 90.305 85.244 81.486

BayesNet 67.877 - - -
NaiveBayes 56.052 - - -

classification, while using a three-level hierarchy it became
worse (although the differences in accuracy are small).

V. AN APPLICATION IN URBAN PLANNING

In this section, we describe a practical application of
Yahoo! POIs classified to NAICS using a non-hierarchical
approach with the k-nearest neighbor classifier (see Section
III-C for more details).

In the field of urban planning, urban simulation models
have evolved significantly in the past several decades. For
instance, the travel demand modeling approach has been
evolving from the traditional Four-Step Model (FSM) to the
Activity-Based Model (ABM) [24]. Consequently, require-
ments for disaggregated data increase greatly, ranging from
population data, employment data, to travel survey data. The
employment data (on the travel destination side) is usually
obtained from proprietary sources, which adds another layer
of barriers to widely applying the Activity-Based Modeling ap-
proach, let alone the expensive travel-survey data acquisition.
In order to study this issue, researchers are trying to develop
new methods of estimating disaggregated employment size and
location by category.

In our case, we intend to develop a set of new methods
and demonstrate their applications for estimating activities,
incorporating them into travel demand and urban simulation
models. This will be beneficial for cities that lack detailed
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survey data for building Activity-Based Models but wish to
test the sensitivity of travel behavior to policy changes such as
Intelligent Transportation Systems (ITS) implementations that
are likely to alter activity patterns. An important step to achieve
these goals is to obtain a disaggregated employment distribu-
tion by POIs of an area. For the case of Cambridge, MA, we
have official data at the Block Group (BG) level (obtained from
the U.S. Census Transportation Planning Package 2000), which
essentially describes the total size of employees by economic
sector at that spatial resolution. We need to distribute these
totals into Block or Parcel level.

For demonstration purposes we only use POIs from the
“Retail Trade” sector of the NAICS taxonomy, i.e., categories
whose code starts by 44 or 45. Figures 5 and 6 show the
aggregated retail employment density at the Block Group level
and distribution of our POI data from Yahoo! at the Census
Block level for Cambridge, respectively.

Fig. 5. Aggregated retail employment density at the Block Group level (pl/sq
km= employed people per square kilometer).

Fig. 6. Cambridge retail POI distributions from Yahoo!

By using the business establishment survey data (from In-
foUSA, 2007) which is believed to be close to the population,
we are able to obtain a benchmark estimate of employment
size by category at the Census Block level for the study areas.

This will function as a ground truth to test our algorithm.
Notice however that the dates for each of the databases are
quite distinct (2000 for Census, 2007 for InfoUSA and 2010
for Yahoo!) therefore some error is expected to happen.

We employ the local maximum likelihood estimation
(MLE) method as described below to derive the disaggregated
destination estimation at Block level.

1) We calculate the total number of POIs (destinations)
by category c in each Block b.

2) We assume that the employment size at destination
d in Block Group g of category c is proportional to
some function f of its associated block area ad,c,g ,
which means the effective area of the destination d in
Block Group g of category c. The form of function
f will be explored based on the empirical data, and
we also allow the possibility that f(ad,c,g) = ad,c,g
which is the natural benchmark case. Mathematically,
assume that for employment category c, there are nc,g
destinations at Block Group g. For d = 1, 2, . . . , nc,g ,
let random variable ed,c,g be the employment size of
category c at destination d in Block Group g.

3) We assume that ed,c,g(d = 1, 2, . . . , nc,g) are
i.i.d.(f(ad,c,g) ·αc,g, σ

2
c,g), where αc,g is the employ-

ment size of category c per unit of effective area
at Block Group g; αc,g and σc,g are positive con-
stants independent of d. E(ed,c,g) = f(ad,c,g) · αc,g

and V ar(ed,c,g) = σ2
c,g . We then estimate αc,g by

employing the maximum likelihood method locally
at Block Group g for employment category c. Thus
we obtain an estimate of employment size ed,c,g of
category c at destination d in Block Group g.

4) Finally, we sum up the employment size in category
c in Census Block b in Census Block Group g.

By employing the same local maximum likelihood method
described above and using the business establishment survey
data (e.g., ESRI Business Analysis package) which is believed
to be close to the population POIs, we obtain a benchmark
estimate of employment size by category at the Block level for
the study area, E∗b,c,g . By using the derived POI information
(obtained from the machine learning algorithm), we obtain an
estimate of employment size by category c at Block b for the
study area, Êb,c,g .

Then the mean squared error (MSE), weighted mean
squared error (WMSE), and the relative weighted mean
squared error (RWMSE) can be calculated to evaluate the
goodness of fit of the model (see Equations 1, 2, 3, and 4).

MSE(Êb,c,g , E
∗
b,c,g) =

∑
b,c,g

(Êb,c,g − E∗b,c,g)2 (1)

WMSE(Êb,c,g , E
∗
b,c,g) =

∑
b,c,g

wb,c,g(Êb,c,g − E∗b,c,g)2 (2)

RWMSE(Êb,c,g , E
∗
b,c,g) =

∑
b,c,g

wb,c,g(Êb,c,g − E∗b,c,g)2∑
b,c,g

wb,c,g(Ēb,c,g − E∗
b,c,g

)2
(3)

Ēb,c,g =
w′b,g

∑
q
E∗q,c,g∑

q
w′q,g

(4)
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Weights {wb,c,g} are normalized to reflect the proportion
of each Census Block in the whole map. In Equation 2, when
we take the weight wb,c,g = 1 for any subscripts b, c, and g, the
corresponding WMSE becomes MSE. In Equation 4, w′b,g =
area of Block b in Block Group g, and Ēb,c,g is the estimated
employment size in Block b of category c, using the traditional
disaggregation approach, assuming that the employment is
uniformly distributed across blocks in each Block Group g.

If RWMSE is less than 1, it means that the quality of the
derived POIs is reliable, so is the new method; the smaller
the RWMSE, the more accurate is the method. If WMSE or
RWMSE equals to 0, it means that the derived POIs from
the Internet match exactly with the trusted proprietary POIs
(treated as the population POIs). However, if RWMSE is
greater than 1, it means that the derived POIs cannot well
reflect the distribution of the population POIs.

Figures 7 and 8 show the estimation results of the disaggre-
gated retail employment density at Block level in Cambridge,
MA, by using POIs from infoUSA and Yahoo! respectively.
By comparing the estimation results, we find that the disag-
gregated employment estimations by using the POIs captured
from the Internet using Yahoo! and those obtained from the
proprietary source (infoUSA 2007) are very close.

Fig. 7. Disaggregated retail employment densities at the Block level, in
Cambridge, MA, by using POIs from infoUSA

Employing Equation 3, the disaggregated employment es-
timation at the Block level using Yahoo! POI gives RMSE
= 0.312. The RMSE is significantly smaller than 1, which
means that using the extracted Yahoo! online POIs to estimate
the disaggregated employment sizes at the Block level has
reduced the mean squared error by around 69% compared to
the traditional average disaggregation approach.

VI. MODEL PERFORMANCE ANALYSIS WITH VISUAL
TECHNIQUES

In this section, we explore visualization techniques to
further assess the performance of the developed models. Fur-
thermore, by making use of these visualization techniques we
are able to identify possible ways to improve the models’
performance and establish future work directions.

Fig. 8. Disaggregated retail employment densities at the Block level, in
Cambridge, MA, by using POIs from Yahoo!

We start by visualizing the errors of the learned POI
classifier. Due to the hierarchical structure of the NAICS
taxonomy, there are 6 types of error depending on the level
at which classifier fails first. Therefore, we define the error
level ξ(p) of some POI p as the first index, from right to left,
where the predicted NAICS code is different from the true one.
So, for example, if the classifier mislabels a POI from NAICS
921130 as 921120, we say it made a level 2 error (ξ(p) = 2).
On there other hand, if it mislabels it as 238320 we say it
made a level 6 error (ξ(p) = 6). Correctly classified POIs are
said to have an error level of 0. Hence, the higher the error
level, the worst its consequences are for practical applications
that use the classified POI data. In particular, errors of levels
5 and 6 are especially bad, since they mean the classifier
was unable to correctly identify the economic sector of the
POI, thus invalidating analysis even at the coarsest level of
granularity.

With this in mind, we developed a colour-based represen-
tation scheme, where different colours represent different error
levels. Figures 9 and 10 show this visualization method applied
to the Boston metropolitan area and Cambridge respectively.
Figure 10 shows that the majority of the POIs are correctly
classified, and that most of the errors that occur correspond
to higher level errors (i.e., level 5 and 6). These findings are
coherent with the results presented in Table VIII. However, we
can now observe that these errors are not uniformly distributed
across space. Contrarily, we can see that, regardless of the
error level, the higher the POI density is in a given region,
the more likely it is to have high quantities of misclassified
POIs. Although intuitive, notice that this observation is of vital
importance for practical uses of the classified POI data.

Despite the possibility to visualize the spatial distribution
of the error of the POI classifier, the visualization method de-
scribed above has some limitation when it comes to comparing
different error level. This led us to the idea of using small
multiples - a technique commonly used to compare various
versions of data sets with the same structure in order to show
shifts in relationship [25]. In other words, the different layers
were separated and afterwards composed in sequenced order.
The resulting artefact can be seen in Figure 11. Apart from the
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Fig. 10. Spatial distribution of the POI classification error in the area of Cambridge, MA.

fact that most of the times the POIs are correctly classified, as
the figure evidences, the distribution of the misclassified POIs
is not uniform even at the individual error levels. Furthermore,
we can see that level 6 errors are the most frequent ones.

The small multiples visualization allowed us to visualize
and compare the spatial distribution of different error levels.
However, it is hard to really understand the relation between
classification error and POI density from these methods. In
order to better understand this relation, a new visualization
method was developed. The first step consists in constructing
a modular grid over the map, whose size can be manipulated,
which then reflects on the resulting visual impact. Then, the
average error level ξj of a grid cell j is simply calculated as
follows:

ξj =
1

|Pj |
∑
p∈Pj

ξ(p) (5)

where Pj denotes the set of all POIs in the grid cell j. The
value of ξj is then used to visually represent how severe the
misclassification is in that grid cell. By having a single-value
representation of the misclassification error for a given region,
we can now easily overlay this information with POI density.
Figure 12 shows an example of this visualization method for
the Boston metropolitan area. The radius of the black circles

represent the values of ξj and the different intensities of red
represent the POI density.

The visualization from Figure 12 allows us to compare
POI density and average error per cell. Hence, we can see
that saturated red cells with small circles in it represent
optimal areas in terms of the reliability of the POI data, since
the average classification error is small even with high POI
densities. On the other hand, the cells with large circles and
almost white background colour represent areas with many
classification errors, even though the number of POIs is small.
The worst case would be for a cells to have large circles
and red saturated colours. That would mean that there are
many incorrectly classified POIs. As Figure 12 evidences,
there are no such regions in our classified data. Furthermore,
we can see that the regions where misclassification is more
severe, correspond to regions of low POI density. Thus, from
a perspective of the “functional regions” of space, where each
region is defined by the economical activities that take place
there, these are the areas where the resultant analysis would
be less reliable.

The visualization method described above can easily be
extended to include the performance of practical application
of the POI data - in this case, the employment size estimation
model from Section V. Figure 13 shows the resulting visual-
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Fig. 9. Spatial distribution of the POI classification error in the Boston
metropolitan area.

Fig. 11. Distribution of the classification error through space for different
error levels ξ.

ization for the study area of Cambridge. As we can see from
this figure, there is some relation between POI classification
error and estimated employment size error. In fact, a closer
look at this relation shows a Spearman correlation of 0.179
(p-value = 0.006). Hence, a future work direction should be on
improving the classifier’s performance. But, more importantly,

POIS DENSIT Y

THE DOMINANT ERROR

max: 1766 POIs/cell

Max error: 6
Min error: 0

Fig. 12. Visualization of the relation between POI density and average POI
classification error level ξj for the Boston metropolitan area. High intensity
red squared represent zones high POI density. Circle radius represent the value
of the average error level ξj .

Figure 13 suggests the hypothesis that regions with lower POI
densities are more likely to have higher estimated employment
size errors, which in turn favors the idea that building a
more comprehensive POI database, through the aggregation of
multiple online sources of data, constitutes a very important
future work direction.

VII. CONCLUSION AND FUTURE WORK

In this paper, a complete framework for employment size
estimation at a disaggregated level based on online collab-
orative POI data mined from the Web was proposed. We
empirically showed that it possible to classify POI to the
widely used NAICS taxonomy with several different machine
learning algorithms using only the categories or tags that are
commonly associated with them. We matched two different
POI databases (InfoUSA and Dun & Bradstreet) to Yahoo!,
in order to build two reliable training sets that have POIs
with user provided bags of categories classified with NAICS
codes. We tested several classification algorithms and the
results show that the best approaches for this particular task
are inductive based algorithms, namely instance based and tree
based learning. These allow for an accuracy as high as 82%
in the most complex task (classification with 6-digit NAICS
codes). We also tried to perform classification in a hierarchical
way, however the results did not showed many improvements
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max: 14 POIs/cell

Max error: 5
Min error: 0

RETAIL EMPLOYMENT DIFFERENCE

max: 16186.656 workers/sq km

Fig. 13. Relation between POI density (red), estimated disaggregated
employment size error (blue), and POI classification error (black circles) for
the area of Cambridge, MA.

over the flat approaches, leading us to the conclusion that the
size of the training set and its consistency/quality can have a
larger impact on the results than the classification algorithm
itself (except maybe for Bayesian approaches).

The classified POIs were applied to the urban planning task
of employment size and location disaggregation from Block
Group level to Block level and the results show encouraging
quality. This strengthens the idea that well classified POI data
to a convenient taxonomy like the NAICS is of great use and
can have many distinct applications.

To the authors best knowledge, this is the only work that
proposes an automatic approach for classifying POIs to the
NAICS, and, therefore, a comparison with other works is not
possible. Thus, we contribute with a novel approach to this
important problem that has high impact in urban planning and
space classification.

Furthermore, we propose several visualization techniques
to help improve the overall quality of the proposed framework,
by helping us to (1) identify regions of high classification error,
(2) understand the relationship between POI classification error
and POI density, (3) comprehend how POI classification error
relates with estimated employment size error, (4) visualize
how all these aspect distribute among space, and many other
interesting aspects of the models and the data.

Future work will investigate the use of semantic enrichment
of the POI data in order to help improve the POI classification
accuracy. Furthermore, we also intend to explore other sources
of online data, so that a more comprehensive POI dataset could
be built.
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Abstract—We present a novel approach for solving articu-
lated inverse kinematic problems (e.g., character structures)
by means of an iterative dual-quaternion and exponential-
mapping approach. As dual-quaternions are a break from the
norm and offer a straightforward and computationally efficient
technique for representing kinematic transforms (i.e., position
and translation). Dual-quaternions are capable of represent
both translation and rotation in a unified state space variable
with its own set of algebraic equations for concatenation
and manipulation. Hence, an articulated structure can be
represented by a set of dual-quaternion transforms, which we
can manipulate using inverse kinematics (IK) to accomplish
specific goals (e.g., moving end-effectors towards targets). We
use the projected Gauss-Seidel iterative method to solve the IK
problem with joint limits. Our approach is flexible and robust
enough for use in interactive applications, such as games. We
use numerical examples to demonstrate our approach, which
performed successfully in all our test cases and produced
pleasing visual results.

Keywords-Inverse Kinematics; Gauss-Seidel; Articulated Char-
acter; Games; Joint Limits; Iterative; Dual-Quaternion; Jaco-
bian; Exponential-Map

I. INTRODUCTION

Generating fast reliable Inverse Kinematic (IK) solutions
in real-time with angular limits for highly articulated figures
(e.g., human bipeds including hands and feet) is challenging
and important [1, 2, 3, 4, 5]. The subject is studied across
numerous disciplines, such as graphics, robotics, and biome-
chanics, and is employed by numerous applications in the
film, animation, virtual reality, and game industry

However, articulated models (e.g., bipeds and hands) can
be highly complex; even the most simplified models of
20-30 joints can generate a vast number of poses [6, 7].
Whereby producing a simple pose to achieve a solitary task
can produce ambiguous solutions that make the problem
highly nonlinear and computationally expensive to solve. For
example, even a straightforward task of reaching to pickup
an object can be accomplished by means of any number of
motions.

This paper focuses using dual-quaternions and quaternion
exponential-maps with an iterative Gauss-Seidel algorithm
[8] to solve an articulated IK problem; such as the hand
model shown in Figure 2. The Gauss-Seidel algorithm

is an iterative, efficient, low memory method of solving
linear systems of equations of the form Ax = b. Hence,
we integrate the Gauss-Seidel iterative algorithm with an
articulated IK problem to produce a flexible whole system
IK solution for time critical systems, such as games. This
method is used as it offers a flexible, robust solution with
the ability to trade accuracy for speed and give good visual
outcomes.

Furthermore, to make the Gauss-Seidel method a practical
IK solution for an articulated hand structure, it needs to
enforce joint limits. We incorporate joint limits by modi-
fying the update scheme to include an iterative projection
technique. Additionally, to ensure real-time speeds we take
advantage of spatial coherency between frames as a warm
starting approximation for the solver. Another important
advantage of the proposed method is the simplicity of the
algorithm and how it can be easily configured for custom
IK problems.

The main contribution of the paper is the practical demon-
stration and discussion of using the Gauss-Seidel method
for real-time articulated IK problem with joint limits, dual-
quaternions [9], and exponential-quaternion mapping [10].
Furthermore, we discuss constraint conditions, speedup ap-
proaches and robustness factors for solving highly non-linear
IK problems in real-time.

The roadmap for rest of the paper is organized as fol-
lows. Firstly, we briefly review existing work in Section
II. Section III describes the articulated model, we use for
our simulations. Then in Section IV, we present essential
mathematical algorithms and principles for the paper (e.g.,
dual-quaternion algebra). We follow on by explaining the IK
problem in Section V. While in Section VI, we explain the
Jacobian matrix, then in Section VII we discuss our approach
for solving the IK problem with the Gauss-Seidel algorithm.
Finally, we present results in Section IX, then Section X
discusses limitations, followed by the closing conclusion and
discussion in Section XI.

II. RELATED WORK

Inverse kinematics is a popular problem across numerous
disciplines (e.g., graphical animation, robotics, biomechan-
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Figure 1. Forward & Inverse Kinematics. Illustrating the relationship
between forward and inverse kinematics parameters.

ics). IK is a vital component that can be implemented using a
wide range of solutions. We give a brief overview of existing,
current, and cutting-edge approaches to help emphasise the
different ways of approaching the problem; enabling the
reader to see where our method sits.

In general, however, for very simple problems with just
a few links, analytical methods are employed to solve the
IK problem. Alternatively, for larger configurations, iterative
numerical methods must be employed due to the complexity
of the problem.

The articulated IK problem of finding a solution for
poses that satisfy positional and orientation constraints has
been well studied, e.g., [11, 3, 12, 7]. The problem is
highly nonlinear, meaning there can be numerous solutions;
hence, multiple poses fulfilling the constraint conditions.
In practical situations, there can even be cases where no
solution exists due to the poor placement of end-effectors.
IK systems typically use cut down models, e.g., merely
performing IK on individual limbs (as in body, arms, legs)
[13, 14, 6]. This makes the problem computationally simpler
and less ambiguous.

Numerous solutions from various fields of research have
been implemented to solving the IK problem. The Jacobian-
based matrix approach is one of the most popular methods
and the method upon which we base our iterative solution
[7, 15, 16]. The Jacobian matrix method aims to find a linear
approximation to the problem by modelling the end-effectors
movements relative to the instantaneous systems changes of
the links translations and orientations. Numerous different
methods have been presented for calculating the Jacobian
inverse, such as, Jacobian Transpose, Damped Least-Squares
(DLS), Damped Least-Squares with Singular Value De-
composition (SVD-DLS), Selectively Damped Least-Square
(SDLS) [17, 5, 18, 19, 20, 15].

An alternative method uses the Newton method; whereby
the problem is formulated as a minimization problem from
which configuration poses are sought. The method has the
disadvantage of being complex, difficult to implement and
computationally expensive to computer-per-iteration [16].

The Cyclic Coordinate Descent (CCD) is a popular real-
time IK method used in the computer games industry [21].
Originally introduced by Wang et al. [22] and then later
extended to include constraints by Welman et al. [3]. The
CCD method was designed to handle serial chains and is
thus difficult to extend to complex hierarchies. It has the

advantage of not needing to formulate any matrices and has
a lower computational cost for each joint per iteration. Its
downside is that the character poses even with constraints
can produce sporadic and unrealistic poses. However, further
work has been done to extend CCD to work better with
human based character hierarchies [4, 6, 23].

A novel method recently proposed was to use a Sequential
Monte Carlo approach but was found to be computationally
expensive and only applicable for offline processing [24, 25].

Data driven IK systems have been presented; Grochow et
al. [26] method searched a library of poses to determine an
initial best guess solution to achieve real-time results. An
offline mesh-based for human and non-human animations
was achieved by learning the deformation space; generating
new shapes while respecting the models constrains [27, 28].

A method known as ”Follow-The-Leader” (FTL) was
presented by Brown et al. [29] and offered real-time results
using a non-iterative technique. However, this approach was
later built upon by Aristidou et al. [30] and presented an
iterative version of the solver known as FABRIK.

The Triangular IK method [31, 32], uses trigonometric
properties of the cosine rule to calculate joint angles, be-
ginning at the root and moving outwards towards the end-
effectors. While the algorithm can be computationally fast,
due to it being able to propagate the full hierarchy in a single
iteration, it cannot handle multiple end-effectors well and is
primarily based around singly linked systems.

The advantages of an iterative IK system for articulated
structures, such as character, was also presented by the
interesting paper by Tang et al. [33] who explored IK tech-
niques for animation using a method based on the SHAKE
algorithm. The SHAKE algorithm is an iterative numerical
integration scheme considered similar to the Verlet method
[34], which can exploit substantial step-sizes to improve
speed yet remain stable when solving large constrained
systems. The algorithm is also proven to have the same local
convergence criterion as the Gauss-Seidel method we present
here as long as the displacement size is kept sufficiently
small.

The paper by Arechavaleta et al. [35] presents a well
written explanation of using iterative methods (primarily
the Gauss-Seidel technique) for computing fast and accurate
solutions for ill-conditioned LCP problems.

We use the iterative Gauss-Seidel approach presented
by Kenwright [1], however, we store the joint angles as
quaternion-exponent and employ dual-quaternion algebra [9]
for solving forward and inverse kinematic problems. As
unit-quaternions are an ideal tool for orientations of rigid
transforms, however, they do not contain any translation
information about the location of points in 3D space. Hence,
dual-quaternions are an extension of quaternion by means
of dual-number theory as a compact, efficient, and smart
approach of representing both rotation and translation in a
single vector with its own algebraic rules (e.g., calculating
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Figure 2. Articulated Hand Model. The articulated hand model (including
the wrist) was used for the simulations and possessed 22 degrees of freedom
(DOF). The structure comprised of 17 links and 16 joints.

differences, inverting, interpolating). The robotic community
has exploited dual-quaternions to solve IK problems; for
example, Hoang-Lan et al. [36] solved IK problem by
formulating a dual-quaternion metric error measurement for
constructing the Jacobian.

III. ARTICULATED MODEL

The articulated model used for our simulations and evalu-
ation of our approach is shown in Figure 2. The mechanical
functioning is of a human hand and is constructed using a
series of interconnected rigid segments (or links) connected
by joints (also, note, an interconnected series of links is
also called a kinematic chain). As shown in Figure 2, we
represent the hand as a collection of 17 rigid body segments
connected using 16 primary joints. The character’s hand
gives us 22 degrees of freedom (DOF). Joints such as the
wrist have three DOF corresponding to abduction/adduction,
flexion/extension and internal/external rotation (i.e., rotation
around the x, y, and z axis). Where complex joints such as
the ball-and-socket (i.e., with 3 DOF) can be formed from
multiple simpler joints (i.e., 3 single DOF joints). So a joint
with n DOF is equivalent to n joints of 1 DOF connected by
n-1 links of length zero. Thus, for example, the wrist joint
can be described as a sequence of 2 separate joints of 1 DOF,
where 1 of the joints connecting links has a zero length,
as done by Kenwright [1]. Euler angles are an intuitive and
straightforward means of representing orientation, since they
are easy to visualize and enforce upper and lower boundary
limits. However, we store each joint rotation as a quaternion-
exponential (i.e., axis-angle combination), as it offers a sim-
ilarly compact parameterization as Euler angles but without
the gimbals lock problem. We combine the exponential-
mapping with quaternion and dual-quaternion algebra to
solve the IK solution, while clamping angular limits through
a twist-and-swing decomposition of the orientation.

As shown in Figure 2, the single DOF connected joints
were colored in accordance with their axis type; the x, y, and
z representing the colors red, green and blue. The foot was
set as the base for the IK with five end-effectors (i.e., head,
pelvis, right-hand, left-hand and left-foot). We developed an
application for an artist to interrogate and experiment with
the skeletal IK system; setting end-effectors locations and
viewing the generated poses. Each end-effector has a 6 DOF
constraint applied to it; representing the target position and
orientation. The ideal end-effectors are drawn in red, and
the current end-effectors are drawn in green. This can be
seen clearly in Figure 5, where the target end-effectors are
located at unreachable goals.

IV. MATHEMATICAL BACKGROUND

We give a brief introduction to the essential mathematical
definitions on quaternion and dual-quaternion algebra. For
a more detailed introduction and an overview of their
practical advantages, see Kenwright [9]. Since quaternions
have proven themselves in many fields of science and
computing as providing an unambiguous, un-cumbersome,
computationally efficient method of representing rotational
information. We combine dual-number theory to extend
quaternions to dual-quaternions, so we can use them to
represent rigid transforms (i.e., translations and rotations).

A. Definitions

To reduce ambiguity and make the paper as readable as
possible, we define variable symbol definitions:

q quaternion q̂ unit-quaternion
q dual-quaternion q̂ unit dual-quaternion

~v vector v̂ unit-vector

(1)

While we mostly represent quaternions and dual-quaternions
with the letter q, there are instances where we use the letter
t to indicate that the dual-quaternion or quaternion is a pure
translation component.

B. Quaternions

The quaternion was introduced by Hamilton [37] in 1860
and has the following form:

q = qs + qxi + qyj + qzk (qs, qx, qy, qz ∈ R) (2)

where ii = jj = kk = ijk = −1.
While w is sometimes used to represent the scalar com-

ponent in quaternions, we us the letter s, to avoid ambiguity
with exponential-mapping variable (~w). Alternatively, it is
more commonly defined as a pair (s,~v) with s ∈ R and
~v ∈ R3.

A unit-quaternion has a unit-length with q2s + q2x + q2y +
q2z = 1 and the inverse of a unit-quaternion is its conjugate
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q∗ = qs − ~v. Given an axis and angle of rotation a unit-
quaternion can be calculated using:

qs = cos(θ/2), qx = nxsin(θ/2)

qy = nysin(θ/2), qz = nzsin(θ/2)
(3)

where n̂ = nx, ny, nz is a unit-vector representing the axis
of rotation and θ is the angle of rotation. Whereby, given a
point in 3D space ~x we can rotate to give ~x′ using:

~x′ = q̂~xq̂∗ (4)

Addition, subtraction, and the product of two quaternions,
is defined by:

q0 + q1 = (s0 + s1, ~v0 + ~v1)

q0 − q1 = (s0 − s1, ~v0 − ~v1)

q0q1 = (s0s1 − ~v0 ~v1, s0 ~v1 + s1 ~v0 + ~v0 ~v1)

(5)

A crucial fact that we exploit in this paper is that the
exponential of a unit-quaternion is the combined axis-angle
component:

exp(q̂) = [0, n̂θ]

= [0, ~w]
(6)

where n̂ is the unit-vector representing the axis of rotation
and θ is the angle magnitude in radians. The logarithm of a
quaternion is the inverse of the exponential enabling us to
convert to and from the axis-angle component. The expo-
nential of a unit-quaternion is often called the exponential
map, which we denote as ~w.

θ = ||~w||

v̂ =
~w

||~w||
(7)

The exponential-map can be computed robustly, even in
the neighborhood of the origin [10].

C. Dual-Numbers

Dual-number theory was introduced by Clifford [38] in
1873 and is defined as:

ẑ = r + εd with ε2 = 0 but ε 6= 0 (8)

where r is the real-part, d is the dual-part, and ε is the dual
operator. While dual-number theory can be used to represent
different quantities (e.g., dual-vectors), we are primarily
interested in dual-quaternions because it gives us the ability
of unifying rigid transform space into a single state-space
variable (i.e., position and translation).

D. Dual-Quaternions

A dual-quaternion is defined as a dual-number with
quaternion components and has the ability to represent 3D
Euclidean coordinate space (i.e., rotation and translation) as
a single parameter.

q = qr + εqd (9)

where qr and qd are quaternions. Additionally, since the
dual-quaternion consists of two quaternion components it
can be represented as: q = [q0, q1, q2, q3, q4, q5, q6, q7]T . The
common algebraic operations are defined as:

αq = αqr + αεqd

q
0

+ q
1

= qr0 + qr1 + ε(qd0 + qd1)

q
0
q
1

= qr0qr1 + ε(qr0qd1 + qd0qr1)

(10)

The conjugate of a dual-quaternion q∗ = q∗r + εq∗d with the
norm (or length) of a dual-quaternion given by ||q|| = qq∗

and the unity condition (i.e., for unit dual-quaternions) is:

q q∗ = 1 q∗rqd + q∗dqr = 0 (11)

A unit dual-quaternion can be used to represent any rigid
transformation (i.e., position and rotation); we construct a
unit dual-quaternion rigid transformation using:

q̂ = qrot + ε
1

2
qrotqpos (rotation then translation)

or

q̂ = qrot + ε
1

2
qposqrot (translation then rotation)

= (1 + ε
1

2
qpos)qrot

(12)
where qrot and qpos are the rotation and translation quater-
nions respectively, with the translation quaternion qpos =
[0, tx, ty, tz].

V. FORWARD AND INVERSE KINEMATICS

Forward and inverse kinematics is the process of cal-
culating positions and orientations either from joint space
(i.e., using interconnected positions and orientations of the
joints) or from Cartesian space (i.e., the world positions and
orientations) as shown in Figure 1.

A. Forward Kinematics (FK)

The FK problem is straightforward to calculate and has
no ambiguity or singularities. For an articulated structure,
we can concatenate the dual-quaternion transforms through
multiplication to generate the final positions and orientations
of the interconnected links. For example, a serial chain of n
links would be:

q̂ = q̂
0
q̂
1
q̂
2
...q̂

n−1 (13)

where q̂
0
...q̂

n−1 define each individual joints rotation and
translation.
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B. Inverse Kinematics (IK)

IK is the reverse of FK. While FK remains fast and
simple for large interconnected structures, IK solutions can
be computationally expensive, possess singularity problems
and contain multiple solutions. However, in practice, we
attempt to find a best fit approximation that will meet the
desired constraints. For example, in Equation (13), we know
q̂ and would seek to find the orientation (and/or translation)
for each link (q̂

0
..q̂
n−1), and q̂ is the position and orientation

of the combined links (i.e., for the end-effector).

C. Pure Rotation and Pure Translation

A dual-quaternion’s transformation can be represented by
two pure dual-quaternions, i.e., a pure rotation and pure
translation:

q̂
tra

= 1 + ε
1

2
q̂pos (pure translation)

q̂
rot

= q̂rot + ε0̂ (pure rotation)
(14)

where we concatenate the pure dual-quaternion transforms
by multiplication to calculate the combined set of trans-
forms, as shown in Equation (12); however, be warned the
order of multiplication determines if translation or rotation is
performed first. For example, we represent the FK problem
as:

q̂ = q̂
0
q̂
1
q̂
2
...q̂

n−1

= (q̂t
0
q̂r
0
)(q̂t

1
q̂r
1
)(q̂t

2
q̂r
2
)...(q̂t

n−1q̂
r

n−1)
(15)

where the superscript letter r and t indicates a pure rotation
or pure translation dual-quaternion transform respectively (as
defined in Equation (14) ).

VI. JACOBIAN MATRIX

The Jacobian J is a matrix that represents the change
in joint orientations to displacement of end-effectors. Each
frame we calculate the Jacobian matrix from the current
angles and end-effectors. We assume a right-handed coor-
dinate system. To illustrate how we calculate the Jacobian
for an articulated system, we consider the simple example
shown in Figure 3. For a more detailed description see
[17, 5, 18, 19, 20, 15]. The example demonstrates how we
decompose the problem and represent it as a matrix for a sole
linked chain with a single three DOF end-effector. We then
extend this method to multiple linked-chains with multiple
end-effectors (each with six DOF) to represent the character
hierarchy.

Each joint is stored as an axis-angle component (w = n̂θ):

w =


~w0

~w1

~w2

...
~wn

 (16)

where ~wi is the rotation (i.e., axis-angle) of joint i relative to
joint i−1, and e for the end-effectors global position. From
these matrices, we can determine that the end-effectors,
and the joint angles are related. This leads to the forward
kinematics definition, defined as:

e =

 ex
ey
ez

 (17)

The end-effectors and the joint orientation (i.e.,
quaternion-exponent) are related and is defined by:

e = f( w ) (18)

We can differentiate the kinematic equation for the rela-
tionship between end-effectors and joint orientation. This
relationship between a change in joint orientation and a
change in end-effectors location is represented by the Ja-
cobian matrix and is given by:

ė = Jẇ (19)

The Jacobian J is the partial derivatives for the change in
end-effectors locations by change in joint angles.

J =
∂e

∂w
(20)

If we re-arrange the kinematic problem:

w = f−1(e) (21)

We can conclude a similar relationship for the Jacobian:

ẇ = J−1ė (22)

For small changes, we can approximate the differentials
by their equivalent deltas:

∆e = etarget − ecurrent (23)

Figure 3. Forward & Inverse Kinematics Example. Illustrating the rela-
tionship between the different parameters, e.g., end-effector error and joint
orientations. ~w quaternion exponential-map for each joint (i.e., axis-angle
combination ~w = n̂θ).
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Figure 4. A simple three link serial chain example, where ~w is the axis-
angle combination (i.e., quaternion- exponential-map), ~t is the translation
vector, n̂ is the unit-length axis of rotation, and θ is the angle. For a simple
2D case (i.e., only in the x-y axis) the axis of rotation is n̂ = [0, 0, 1]..

For these small changes, we can then use the Jacobian to
represent an approximate relationship between the changes
of the end-effectors with the changes of the joint angles.

∆w = J−1∆e (24)

We can substitute the result back in:

wcurrent = wprevious + ∆w (25)

For a step-by-step explanation of the process of calculat-
ing the Jacobian for the quaternion-exponent see Appendix
B-B. For example, calculating the Jacobian for Figure 4
gives:

J =

 ∂e
∂w0
∂e
∂w1
∂e
∂w2


and
e = ecurrent − etarget

(26)

The Jacobian matrix is calculated for the system so that
we can calculate the inverse and hence the solution. Alterna-
tively, a good explanation of the Jacobian and its applications
is also presented by Buss [15], who gives an introduction
to IK methods using the Transpose, Pseudoinverse, and
Damped Least-Square method.

VII. GAUSS-SEIDEL ALGORITHM

We set up the IK problem into a particular arrangement,
so that we can solve for the unknowns using the Gauss-
Seidel method. Whereby, we construct the IK formulation
using the Jacobian matrix with the linear equation format of
the form:

Linear Equation:
Ax = b

(27)

The IK problem is then composed as:

JT J∆q = JT∆e (28)

Equating equivalent variables:

A = JT J
b = JT∆e
x = ∆q = unknown

(29)

A. Damping and Stability

1) Damping: With the Gauss-Seidel iterative method, we
solve for the unknown x value. To prevent singularities
and make the final method more stable and robust we
incorporated a damping value:

A = (JT J + δI) (30)

where δ is a damping constant (e.g., ∼0.0001), and I is an
identity matrix.

2) Singularities: The exponential-map of a quaternion
(i.e., the axis-angle combination) is parameterized in ∈ R3

and hence contains singularities similar to Euler angles
possessing gimbals lock singularities. However, for our IK
iterative situation, we take small incremental steps (i.e.,
angular change is less than π) we can avoid the singularity
problem, since we can shift the exponential-map singularity
away from the safe working region [10]. The exponenential-
map has singularities at a radius of 2nπ (for n = 1, 2, 3..).
Hence, if the exponential-map angle ||~w|| is close to π we
replace ~w by (1 − 2π/||~w||)~w, which is the same rotation
but shifted away from the singularity problem.

B. Gauss-Seidel Implementation

The Gauss-Seidel iterative algorithm is a technique de-
veloped for solving a set of linear equations of the form
Ax = b. The method has gained a great deal of acclaim
in the physics-based community for providing a computa-
tionally fast robust method for solving multiple constraint
rigid body problems [39, 40, 41]. The iterative algorithm is
based on matrix splitting [42], and its computational cost
per iteration is O(n), where n is the number of constraints.
Furthermore, the number of constraints and the number
of iterations is what dominates the performance of the
algorithm. Algorithm 1 is the basic Gauss-Seidel method for
a generic linear system of equations of the form Ax = b; for
the unknowns, an initial guess is needed. Naively this value
could be zero and result in the system having a cold start.
Then the algorithm would proceed, while at each iteration,
the corresponding elements from A, b and x (current) act as
a feedback term to move x (next) closer to the solution.
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Algorithm 1 Gauss-Seidel iterative algorithm to solve Ax =
b given x0

1: x = x0

2: for iter=1 to iteration limit do
3: for i=1 to n do

4: ∆xi =

[
bi−

n∑
j=1

Aijxj

]
Aii

5: xi = xi + ∆xi
6: end for
7: end for

The conditions for the Gauss-Seidel iterative Algorithm 1
terminating are:

• If a maximum number of iterations has been reached
• If the error ||Ax−b|| drops below a minimum threshold
• If ||∆xi|| falls below a tolerance
• If ||∆xi|| remains the same as the previous frame

(within some tolerance)

It is essential that the coefficients along the diagonal part
of the matrix be dominant for the Gauss-Seidel method to
converge on a solution.

C. Angular Limits - Twist-and-Swing

Any practical character-based IK system needs to have
the ability to enforce angular joint limits before it can
be considered a viable real-world solution. We incorporate
angular joint limits into the simple iterative algorithm by
clamping the modified angle orientations at each iteration
update (see Equation (31)). While this can be accomplished
easily with Euler angles by setting a minimum and max-
imum angle. For the exponential-map (i.e., the axis-angle
combination) parameterization, we use the twist-and-swing
decomposition [10], since it presented a fast, robust, and
simple technique for robustly calculating angular errors
and enforcing limits (as demonstrated and shown by Kall-
mann [43]).

w =


lower : if (w + J−1∆e) < lower
upper : if (w + J−1∆e) > upper
w + J−1∆e : otherwise

(31)

For complex joint models, such as the ball-and-socket
joint, the twist-and-swing decomposition presents a practical
and intuitive representation. The twist-and-swing allows us
to define and enforce joint limits intuitively. The twist is
around the ‘x-axis’ while the swing is around the ‘yz-plane’.
We can decompose a quaternion orientation into its twist and
swing components shown in Equation 32. This is in world
space but can easily be converted to local space (e.g., joint
space).

qtwistx =

(
qs√
q2s + q2x

,
qx√
q2s + q2x

, 0, 0

)

qswingyz =

(√
q2s + q2x, 0,

qsqy − qxqz√
q2s + q2x

,
qsqz + qxqy√

q2s + q2x

)
q = qswingyzqtwistx

(32)

qtwisty =

 qs√
q2s + q2y

, 0,
qy√
q2s + q2y

, 0


qswingxz =

√q2s + q2y, 0,
qsqx + qyqz√

q2s + q2y

,
qsqz − qxqy√

q2s + q2y


q = qswingxzqtwisty

(33)

qtwistz =

(
qs√
q2s + q2z

, 0, 0,
qz√
q2s + q2z

)

qswingxy =

(√
q2s + q2z , 0,

qsqx − qyqz√
q2s + q2z

,
qsqy − qxqz√

q2s + q2z

)
q = qswingxzqtwisty

(34)

where qx, qy , and qz are the rotations around the x-, y-
, and z-axis respectively, and qxy , qxz , and qyz are the
rotations a vector in the xy-, xz-, and yz-plane respectively
(see Appendix A for proof). We can validate the twist-
and-swing decomposition by multiplying them together and
reconstructing the original quaternion.

This extension of the basic Gauss-Seidel algorithm to
handle constraint limits for the unknowns is called the
Projected Gauss-Seidel (PGS) algorithm. The angular limits
form bounds that are in form of upper and lower joint angles
that are easily enforced through clamping. Furthermore, the
PGS algorithm has O(n) running time and convergence is
guaranteed as long as the matrix is positive definite [8]. In
practice, we have found the algorithm to provide promising
visual and numerical results.

VIII. SPATIAL AND TEMPORAL COHERENCY

We give the iterative solver a warm-start approximation
at the start of each iteration update by taking advantage of
spatial and temporal coherency of the problem. Since the
PGS solver is iterative by design and without a warm-start
approximation, its convergence rate can be very slow (i.e.,
depending upon the eigenvalues of the matrix it is solving).
However, by caching the result between updates (i.e., use
previous solution as the start for the next update), we can
considerably reduce the number of iterations, especially for
cases when there are only minuscule changes for the system.
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Figure 5. Simulation Screenshots A. Experimental poses for our articu-
lated hand.

IX. EXPERIMENTAL RESULTS

On average, the small spatial coherent transitions between
frame updates resulted in the Gauss-Seidel method requiring
only two or three iterations for the end-effectors to reach
acceptable answers. This resulted in the IK solver being
able to easily maintain a low-computational overhead and
run at real-time frame-rates. While our Gauss-Seidel im-
plementation was straightforward it was implemented in a
single threaded program and did not exploit any parallel
architecture speed ups (e.g., using a multi-core CPU or
GPU); however, numerous methods were demonstrated by
Courtecuisse et al. [44] for exploiting multi-core archi-
tectures to achieve much improved performance using the
Gauss-Seidel algorithm.

The performance of our iterative Gauss-Seidel IK im-
plementation was computationally fast and ran at real-time
frame-rates enabling the IK problem to be modified on the
fly. For cases when little or no movement occurred the solver
would perform 1 to 2 iterations at most, while for sporadic
changes in the articulated posture resulted in approx. 10
or more iterations. Furthermore, our Gauss-Seidel method
would only require a few milliseconds to compute the
solution. However, the cost of calculating the IK solution can
vary greatly depending upon the starting assumption. Our
implementation performed at real-time rates and maintained
a consistent frame-rate well above a 100Hz. Simulations
were performed on a machine with the following speci-
fications: Windows7 64-bit, 16Gb Memory, Intel i7-2600
3.4Ghz CPU. Compiled and tested with Visual Studio 2012.

One important criteria was that the IK solver remained
stable, e.g., when the end-effectors are placed out of reach,
so that no solution exists. In practice, when no result was
obtainable, a best reach condition was always presented,
stretching to obtain the end-effectors but remaining stable
(i.e., not oscillating or jittering). Furthermore, when end-
effectors were started at radically different locations, the
resulting solution would haphazardly jerk; however, the
result always converged on acceptable poses.

We experimented with a diverse range of poses of gener-

Figure 6. Simulation Screenshots B. Experimental poses for our articu-
lated hand.

ally unpredictable and chaotic finger movement to explore
the stability and flexibility of our approach. For example, we
did random on the spot compositions of the hand opening,
closing, stretching, and so on, and always converged on
a solution. It should be pointed out that the hand has
less problems with angular limits and singularity conditions
compared to a full body articulated structure. However,
the hand has enough degrees of freedom and flexibility to
perform a suitably detailed set of tests.

X. LIMITATIONS

We did not include any inter-link collision detection so it
was possible for fingers to pass through one another. During
situations when joints were against their angular limits, it
would take longer for the iterative IK solver to converge on
a solution, since joints that could not move further would be
constantly pushed back. Finally, we did not weight or couple
any of the angular joints; hence, the final pose could look
uncomfortable and unnatural while still being physically-
plausible. For example, in a real-world human hand, if the
index finger is pulled downwards towards the wrist, it should
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affect its neighboring fingers.

XI. CONCLUSION AND DISCUSSION

We presented the Gauss-Seidel technique as a method for
solving real-time articulated IK problems with quaternion-
exponential maps and dual-quaternions. We used temporal
caching to reduce the computational cost and gain real-time
performance speeds. The results of the IK system performed
well enough to be used in time critical systems (such as
games). With the angular limits, the method can suffer from
singularity problems if the end-effectors jump; however,
due to the end-effectors following small spatial transitions
singularities are mostly avoided. All in all, the algorithm
is simple to implement, computationally fast, little memory
overhead, and is fairly robust. The IK solution can work
with multiple end-effectors to produce poses with smooth
movement with and without constraints.

While we demonstrated the practical aspect of using the
Gauss-Seidel method as a valid real-time method for a
articulated IK system, further work still needs to be done
for a more detailed statistical comparison between the afore-
mentioned IK solutions; comparing memory, complexity and
computational costs.

A further area of study would be combining the IK solver
with a physics-based system (i.e., rigid body constraint
solver) and explore object interaction (e.g., picking up a
ball or a pencil). Furthermore, to enable greater simulation
speeds, the possible investigation and exploration of making
the solver more parallel, for example, Poulsen [45] demon-
strated a Parallel Projected Gauss-Seidel Method.

This paper exploited the Gauss-Seidel iterative method in
conjunction with a set of highly non-linear equations to solve
an inverse kinematic problem for an articulated structure.
While we demonstrated the practical viability of the Gauss-
Seidel method with exponential-maps, we did not implement
and compare our approach with the many different numerical
techniques(e.g., Newton or Broyden approach) and is an area
of further investigation.
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APPENDIX A.
PROOF OF TWIST-AND-SWING DECOMPOSITION

EQUATION

We show through quaternion algebra the mathematical
proof for Equation 32, which can similarly be applied to
Equation (33) and Equation (34), and how a 3D unit-
quaternion can be decomposed into two parts: the twist and
swing components. We start with a unit-quaternion rotation
shown in Equation 35.

q = (qs, qx, qy, qz) (35)

where is the vector component, and is the scalar component.
We can calculate a quaternion from an axis-angle using
Equation 36.

qs = cxyz = cos

(
θ

2

)
qx = sx = vx sin

(
θ

2

)
qy = sy = vy sin

(
θ

2

)
qz = sz = vz sin

(
θ

2

)
(36)

where v is a unit-vector representing the axis of rotation, and
is the angle of rotation. Hence, we can say since the twist
is only around the x-axis we can deduce that the yz-axis
components will be zero and give us Equation 37.

qtwist = qx = (cx, sx, 0, 0) (37)

Furthermore, we can also deduce that the swing x-axis
component will be zero in the resulting quaternion as shown
in Equation 38.

qswing = qyz = (cyz, 0, sy, sz) (38)

where c and s represent the scalar cos and sin component
of the half angles (i.e., see Equation 36). A unit-quaternion
must obey Equation 39.

q2s + q2x + q2y + q2z = 1 (39)

Hence, from Equation 37 and Equation 38 we can derive
Equation 40.

c2x + s2x = 1

c2yz + s2y + s2z = 1
(40)

Subsequently, if we multiply the individual twist and
swing quaternions together we can reconstruct the original
quaternion as shown in Equation 41.

qxyz = qyzqx

= (cyz, 0, sy, sz)(cx, sx, 0, 0)

= ((cxcyz), (sxcyz), (cxsy + sxsz), (cxsz − sxsy))
(41)

Hence, from Equation 37 and knowing the vector sum of
the two non-zero components from Equation 41 sums up to
one, we can derive qtwist, as shown in Equation 42.

qtwist = q2s + q2x

= (cxcyz)
2 + (sxcyz)

2

= c2yz(c
2
x + s2x) (knowing, cos2 + sin2 = 1)

= c2yz
(42)
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Therefore, we have Equation 43.

cyz =
√
q2s + q2x (43)

We can multiply Equation 41 by the inverse of Equa-
tion 43 to remove the quaternion swing component and leave
the quaternion twist part (shown in Equation 44).

qtwist = qx

= (cx, sx, 0, 0)

= ((cxcyz), (sxcyz), 0, 0)
1

cyz

= (qs, qx, 0, 0)
1√

q2s + q2x

(44)

We extract the swing component by multiply the quater-
nion by the inverted (conjugated) twist quaternion (shown
in Equation 45).

qswing = qxyzq
∗
twist

= (qs, qx, qy, qz)(qs,−qx, 0, 0)
1√

q2s + q2x
= (cyz, 0, sy, sz)

= ((q2s + q2x), 0, (qsqy − qxqz), (qsqz + qxqy))
1√

q2s + q2x
(45)

Whereby, Equation 44 and Equation 45 sums-up our
algebraic proof. Similarly the twist-and-swing can be proved
for the y-, and z-axis (as shown in Equation (33) and
Equation (34)).

APPENDIX B.
CALCULATING THE JACOBIAN

The joint-space and Cartesian space are the two state
space variables for the kinematic system (shown in Figure
1). The Jacobian matrix relates the changes in joint angles
θ with change in position or orientation X of some point on
the connected hierarchy of links (i.e., Cartesian space) and
is defined as:

J =
∂X

∂θ
(46)

A. Finite-Difference Method

The finite-difference method is an approximation tech-
nique given by Equation (47). The error is proportional to
the δ step and is limited by numerical accuracy (e.g., a 32-bit
floating point) and the computational speed of the system.
The method is idea for situations where it is difficult or
impossible to find an analytical solution for the kinematic
system due to its complexity and size. However, the method
is a good solution for estimating an approximate Jacobian
solution.

dy

dx
≈ y(x+ δ)− y(x)

δ
(47)

The finite-difference implementation for calculating an
approximate Jacobian is given in Algorithm 2.

Algorithm 2 Finite-Different Method for Approximating the
Jacobian

p = f(q)
for n = 0 to n− 1 do

pδ = f(q + enδ)
Jn = pδ−p

δ
end for
return J

B. Analytical Formulation of the Jacobian using Dual-
Quaternions and Quaternion Exponentials

As step-by-step derivation of the Jacobian Dual-
quaternion to Quaternion Exponential Mapping from the
work by Bartelink [46] is presented below in Figure 8.
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Figure 8. Step-by-Step Formulation of Dual-Quaternion and Quaternion Exponential Jacobian.
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Abstract—In this paper, we introduce a framework for
automatic generation of dynamic equations for modular self-
reconfigurable robots and investigate a few adaptive control
strategies. This framework enables to analyse the kinematics,
dynamics and control for both, serial and branched multi-body
robot topologies with different dyad structures. The equations
for kinematics and dynamics are automatically generated using
geometrical formulation methods and recursive Newton-Euler
method. Different benchmarks examples are used to evaluate
serial and branched robot configurations. As control strategies,
computed torque method linearisation method together with
Extended Kalman Filter estimator are used. A graphical tool
has been developed, that enables easy to use interface and
functionalities such as graphically selecting of robot topologies,
visual feedback of trajectories and parameters editing.

Keywords—multi-body kinematics and dynamics, self-adaptive
systems, automatic model generator, adaptive control.

I. INTRODUCTION

Modular robotics has its origin in the late eighties with
the robotic platforms such as CEBOT developed by Fukuda.
Most of the existing modular robotic platforms can only be
assembled into different configurations manually, however, a
few novel platform designes are able to locomote and therefore
to assemble into various configurations autonomously. The
framework introduced in this paper is primarily developped to
be applied on two modular robots Scout and Backbone [1],
which have been developped in projects Symbrion [2] and
Replicator [3], but can also be used for diverse other modular
systems. The state of the art of modular robot system can be
reviewed for example in [4] or in [5]. Autonomy is one of the
key challanges for such systems and opens a new spectrum
of possible application scenarios especially in dangerous and
hazardous environments [6], where robots are able to operate
without human intervention.

Modular robotic systems are advantageous in comparison
to specialised robots because they can help to reduce the
developmental and production costs and can also easily be
adapted to different situations and applications. However, the
complexity for modelling and control also grows rapidly with
each additional degree of freedom (DOF). The dynamics of
such systems differ from those systems, which are operating
in a fixed environment and without the capability to reconfigure
and move. Consequently, new methods are required, which can
reduce the modelling complexity of kinematics and dynamics
as well as for control design.

In classical mechanics, dynamical systems are usually de-
scribed by setting up the equations of motion. The most
common methods in the robotics are Newton-Euler [7], La-
grange [8], and Hamilton [9] formulations, all ending up with
equivalent sets of equations. Different formulations may better
suit for analysis, teaching purposes or efficient computation on
robot.

Lagrange’s equations, for example, rely on energy properties
of mechanical systems considering the multi-body system as
a whole. This method is often used for study of dynamics
properties and analysis in control design.

More applicable on real robots are the Newton-Euler for-
mulation of dynamics. In this method, the dynamic equations
are written separately for each body. This formation consists
of two parts describing linear (Newton) and angular (Euler)
motion [7].

In case of modular reconfigurable multi-body systems, ob-
taining of equations of motions can be a challenging and time
consuming task. In this paper, we use a method using geo-
metric formulation of motion equation, which was originally
introduced by Park and Bobrow [10]. This method is based
on recursive formulation of robot dynamics using recursive
Newton-Euler combined with mathematical calculus of Lie
groups and Lie algebras [11]. The description of motion is
based on twist and wrenches summarizing angular and linear
velocities as well as applied forces and moments in six-
dimensional vectors [12]. This theory is also known as a Screw
Theory [13] and was first published by Sir Robert Stawell Ball
in the year 1900.

In the framework presented in this paper, the Newton’s
second law (F = ma) and Euler’s equations are applied in two
recursions: the forward (outward) and the backward (inward)
recursion. Therefore, this approach is also called as a two-
step approach. In the forward recursion, the velocities and
accelerations of each link are iteratively propagated from a
chosen base module to the end-links of multi-body system.
During the backward recursion the forces and moments are
propagated vice versa from the end-link to the base forming
the equations of motions step-by-step. Recursive derivation of
the equations makes it applicable to different types of robot
geometries and moreover allows automatizing the process.
There exist several publications generalising this method for
variety of applications [14][15][16]. Most of efficient results
use Newton-Euler algorithms, for example Luh, Walker, and
Paul [17] expressed the equations of motion in local link
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reference frames and by doing this reduced the complexity
from O(n3) to O(n). This approach was lately improved
by Walker and Orin [18] providing more efficient recursive
algorithm. Featherstone [19] proposed the recursive Newton-
Euler equations in terms of spatial notation by combining
the linear and angular velocities and wrenches into six di-
mensional vectors (Plücker notation). His ‘Articulated Body
Inertia’ (ABI) approach becomes widely accepted in current
research and is also of complexity O(n).

(a) (b)

(c)

Figure 1: Modular robots developed in projects Symbrion and
Replicator [20]. (a) Backbone, (b) Scout, (c) Robots docked.

In the projects Symbrion and Replicator two autonomous
modular self-reconfigurable robots have been developped,
which are capable of building multi-robot organisms (Fig-
ure 1(c)) by aggregating or disaggregating into various dif-
ferent configurations [6]. In this paper, we orientate our
approach on the method proposed by Chen and Yang [21],
which allows generating the motion equations in closed form
based on Assembly Incidence Matrix (AIM) representation for
serial as well as for tree-structured modular robot assemblies.
The approach has been adapted to modular robots Backbone
and Scout, because the geometry of modules differs from
those proposed by Chen and Yang. Autonomous deriving of
the motion equations enables studying model based control
strategies for modular and self-reconfigurable multi-robot as-
seblies. In this paper, the second focus is set to investigate
the robustness and scalability of classical control strategies
for non-linear systems. There are different possibilities how

to deal with non-linearities in complex systems either using
standard linearisation approach such as Jacobi linearisation
or try to compenstate the non-linear terms through feedback
linearisation techniques. In this paper, we use the second
method, additionally combining it with Extended Kalman
Filter (EKF), which allows to simulate the behaviour of real
robots with limited sensor capabilities.

The paper is organized in the following way. In Section
II, we give basic theoretical background about geometrical
formulations for rigid body transformations. In Section III,
we describe how the robot kinematics can be formulated for
modular robots. Section IV describes representation techniques
for self-reconfigurable robot assemblies. Section V contains
the recursive approach for calculation of dynamics equations.
In order to evaluate the approach a graphical user interface
called MODUROB is built and is explained in Section VI.
Section VII describes the evaluation of a branched robot
organism. Section VIII contains the control strategies for self-
reconfigurable robotic systems and present the results based on
computed torque method and Extended Kalman Filter. Finally,
Sections IX concludes the work and gives a short outlook.

II. THEORETICAL BACKGROUND

For kinematics analysis two Lie groups play an important
role, the Special Euclidean Group SE(3) and the Special
Orthogonal Group SO(3). SE(3) group of rigid body motions
consists of matrices of the form

[
R p
0 1

]
, (1)

where R ∈ SO(3) is the group of 3× 3 rotation matrices and
p ∈ R3×1 is a vector.

Lie algebra is also an important concept associated with
the Lie groups. Lie algebra of SE(3), denoted as se(3), is a
tangent space at the identity element of G. It can be shown
that the Lie algebra of SE(3) consists of matrices of the form

[
ω̂ v
0 0

]
∈ R4×4, (2)

where

ω̂ =

[
0 −ωz ωy

ωz 0 −ωx

−ωy ωx 0

]
. (3)

Lie algebra is defined together with the bilinear map called
Lie bracket, which satisfy following conditions:
• Skew-symmetry: [a, b] = − [b, a].
• Jacobi identity: [a, [b, c]] + [c, [a, b]] + [b, [c, a]] = 0

If elements are square matrices, the Lie bracket is a matrix
commutator [A,B] = AB −BA.

The connection between Lie Group SE(3) and Lie algebra
se(3) is the exponential mapping [22], which maps se(3)
onto SE(3). Exponential mapping allows an elegant way to
formulate rigid body motions.

The exponential mapping eŝq can be interpreted as an
operator that transforms a rigid body from their initial pose
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to new pose combining rotations and translations at the same
time [15]:

gab(q) = eŝqgab(0), (4)

where gab(0) ∈ SE(3) is an initial pose and gab(q) is the final
pose. A twist associated with a screw motion is formulated as

si =

[
−ωi × pi

ωi

]
=

[
vi
ωi

]
, (5)

where ω ∈ R3×1 is a unit vector denoting the direction of the
twist axis, vi ∈ R3×1 is a unit vector facing in the direction of
translation and qi ∈ R3×1 is an arbitrary point on the axis.
Revolute joints perform only pure rotations about an axis.
Therefore the twist has the form:

si =

[
0
ωi

]
. (6)

Analogous, the pure translation is much simpler,

si =

[
vi
0

]
. (7)

Linear mapping between an element of a Lie group and its
Lie algebra can be performed by the adjoint representation.
When X is given by X = (R, p) ∈ SE(3), then the adjoint
map AdX : se(3) 7→ se(3) acting on y ∈ se(3) is defined
by AdX(y) = XyX−1. In [15] is also shown that AdX(y)
admits the 6× 6 matrix representation

AdX(y) =

[
R p̂R
0 R

] [
v
ω

]
, (8)

where p̂ is the skew-symmetric matrix representation of p ∈
R3. Linear mapping between an element of Lie algebra and
its Lie algebra can be performed via the Lie bracket

adx(y) = [x, y] . (9)

Given x = (v1, ω1) ∈ se(3), and y = (v2, ω2) ∈ se(3), the
adjoint map admits corresponding 6× 6 matrix representation

adx(y) =

[
ω̂1 v̂1
03×3 ω̂1

] [
v2
ω2

]
. (10)

Similar to twists that contain angular and linear velocities
in one vector, wrenches or general forces are described in a
similar way. Wrenches are vector pairs containing forces and
moments acting on a rigid body.

F =

(
f
τ

)
, (11)

where f ∈ R3 is a linear force component and τ ∈ R3

represents a rotational component. In contrast to general velo-
cities as elements of se(3), wrenches are acting on se(3)∗, the
dual space and therefore behaves as covectors. For this reason
wrenches transform differently under a change of coordinates
by using so called adjoint transformation,

Fa = AdTgbaFb, (12)

where forces acting on the body coordinate frame B are written
with respect to coordinate frame A. In spatial representation,
this is equivalent as if the coordinate frame A were attached
to the object.

III. ROBOT KINEMATICS

In modular reconfigurable systems the robot kinematics
varies according to modules that are connected to each other.
In homogeneous systems with the same physical parameters
the kinematics depends only on the orientations of modules
relative to each other. Such modular design is advantageous
for autonomous systems. Using heterogeneous modules the
modelling complexity grows with the number of different
modules that are used. Therefore, in most cases we assume
identical or similar structure of the modules with similar phy-
sical properties. Both robots have been designed with similar
geometry, same docking units and differ mostly in several
insignificant properties such as number of sensors, different
sensors or actuators. Nevertheless, even if the differences are
not crucial, we speak about heterogeneous modules because of
the additional Degree of Freedom (DOF) in Scout robot that is
able to rotate the docking element even if only in limited way.
Table I summarizes the mechanical properties of Backbone and
Scout modular robots.

TABLE I: Major differences between mechanical properties of
Scout/Backbone robots.

Cubic Modules (I. M. Chen) Backbone / Scout
Module types homogeneous heterogeneous
Joint types revolute, prismatic revolute
# ports 6 4
DOFs rot.: ±180◦ Backbone: bend.:±90◦;

Scout: bend.:±90◦, rot.: ±180◦

Using only revolute joints without any prismatic joints
simplify additionally the autonomous and recursive model
generator for kinematics and finally for the dynamics model.

A. Dyad Kinematics
Dyad dependencies are common in recursive formulations

because the calculation proceeds from one module to the next
comprising only two modules. The calculation is done from
the base module to all pendant links. In the approach proposed
by Chen and Yang [21], a dyad is defined as two adjacent
modules (vi,vj) connected by a joint ej (Figure 2(a)). A link
assembly is defined by taking one of those modules (link)
together with one joint. The relative position and orientation of
one frame attached to one module with respect to next frame in
the second module can be described under joint displacement
by a homogeneous 4× 4 matrix Hi,j(q) ∈ SE(3):

Hi,j(qj) = Hi,j(0)e
ŝjqj , (13)
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where ŝj ∈ se(3) is the twist of joint ej and qj is the angle
of rotation. The relative position and orientation between the
modules can be recognized by the robot through different kind
of on-board sensors such as accelerometers, compass or by vi-
sion system. In project Symbrion and Replicator the geometry
of the Backbone (Figure 1(a)) and Scout (Figure 1(b)) robots
differ from modules proposed by Chen and Yang. Backbone
and Scout modules consist of two moving parts and one main
hinge motor placed inside of each module and for this reason
already implies a complete dyad as defined by Chen and
Yang in each robot. In order to adapt the recursive kinematics
approach to Backbone and Scout robot we need to extend the
system boundaries of a dyad (Figure 2(b)). Since the most
weight is concentrated in the middle of the modules where the
main motors are placed, the attached coordinate frames for
each module coincide with the centre of mass. Because of two
robots and hence two revolute joints in a dyad only one joint
is involved into calculation in each recursive step.

(a) (b)

Figure 2: (a) A dyad defined by Chen and Yang [21], (b)
Dyad for two Scout robots.

The orientation of axes of rotations depends on how robots
are docked to each other. The relative pose can be described
by 4× 4 homogeneous matrix like in Equation (13).

B. Forward Kinematics
Forward kinematics for modular reconfigurable robotic sys-

tems determines the poses of the end-links providing joint
angles as an input. In this section, we introduce the modelling
technique for forward kinematics based on local frame repre-
sentation of the Product-of-Exponential (POE) formula origi-
nally proposed in [23] or in [15]. This technique can be easily
applied to tree-structured robots with many branches (e.g.,
multi-legged robots). Based on recursive dyad kinematics, the
calculation can be done simultaneously for all branches. In
this paper, all robots are considered to be cube shaped robots
based on Backbone or Scout geometries consisting of one
major DOF. In general case, the forward kinematics for serial
connected robots can be obtained for an arbitrary number of
links by simply multiplying the exponential maps as follows:

gst(q) = eŝ1q1eŝ2q2eŝ3q3 . . . eŝnqngst(0), (14)

where ŝ1 to ŝn have to be numbered sequentially starting with
the chosen base module (Figure 3).

For a tree or branch structured robot configurations, the
forward kinematics can be obtained in parallel way starting

Figure 3: Multi-robot organism [24].

the calculation from a chosen base module to each pendant
end-link in all branches. One possibility how the connecting
order can be obtained is to use the AIM proposed by Chen
and Yang [21]. For branched type of robots, two traversing
algorithms are common to find the shortest paths: the Breadth-
first search (BFS), and the Depth-first search (DFS) algorithms.
The forward kinematic transformations for the branched robot
configuration starting from base to each of the pendant links
an of path k with m branches can be formulated as follows:

H(q1, . . . , qn) =




H1

H2

...
Hk

...
Hm



=




. . .

. . .
...∏n

i−1(Hai−1ai
(0)eŝai

qai )
...
. . .



,

(15)
where H(q1, . . . , qn) represent all poses of all pendant end-
links by using homogeneous 4× 4 matrix representation.

IV. ROBOT ASSEMBLY REPRESENTATIONS

Matrix notation is a powerful method to represent modular
robots kinematic dependencies. The most common matrices
used in robotics are the Adjacency and the Incidence matrix.
Both matrices represent the connections between the neigh-
bouring nodes. In [21], Chen proposes a method based on AIM
that allows to represent the whole robot assembly consisting
from links and joints additionally carrying the information
about the type of robot and about used joints. A dynamic model
for modular robot assembly is created autonomously from the
AIM. This method was developed for a homogeneous kind of
robots varying only in size with different joint possibilities
including revolute or prismatic joints. Scout and Backbone
robots contain only revolute joints however the number is not
limited to one DOF. Therefore, the approach proposed in [21]
cannot be directly used for this kind of modules and need to
be adapted.
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A. Adapted Assembly Incidence Matrix

The Backbone and the Scout robots are both cubic shaped
robots, however provide only four sides that are equipped
with docking units. Therefore, using the notation of gaming
dice only ports 2 − 5 are able to set a connection. A dif-
ference between modular robots proposed in [21] and the
Scout/Backbone modules is that joints are not considered as a
separate mechanical parts (joint modules), which are required
to connect two modules, but rather are placed inside each of
the modules. For these reasons each robot builds a full dyad
already.

For simplicity, we allow docking only in horizontal plane
and we also use the principle of gaming dice for side notations.
Robot organisms have to go into initial configuration when
additional robots decide to dock. Using this assumption, we
distinguish between three major dyad configuration classes:
the serial DS, the parallel DP and the orthogonal DO dyad
class, where the second letter determines the axes of rotation
of module j with respect to module i. A serial coupled dyad
(DS) is given when the axes of rotation are in one line.
When the rotational axes are parallel than the dyad becomes
a member of a parallel class (DP ). Finally, when the axes
are orthogonal to each other, the robots are classified as the
orthogonal to each other connected robot assembly (DO).
This information can be easily extracted from the matrix and
used for direct computation. Additionally, the symmetry of the
platform allows neglecting the sign of the orientation because it
does not affect the calculation. Table II summarizes all possible
configurations considering that top and bottom side of the
robots and hence the sides 1 and 6 of a gaming dice do not
contain docking units.

TABLE II: Connections table between Scout and Backbone
robots.

Set DS: Set DP : Set DO:
Dyad: Serial Axes Dyad: Parallel Axes Dyad: Orthogonal Axes

1st Mod. 2nd Mod. 1st Mod. 2nd Mod. 1st Mod. 2nd Mod.
2 2 3 3 2 3
2 5 3 4 2 4
5 2 4 3 3 2
5 5 4 4 3 5

4 2
4 5
5 3
5 4

The autonomous docking procedure is based either on IR
sensor communication [25] or also can be fulfilled by using
vision system [26][27]. Backbone and the Scout robots have
one revolute joint as a major actuator, therefore, the informa-
tion about the kind of actuators in the last row of the AIM is
unnecessary. Instead, we use the last row for the three types
of docking orientations for serial, parallel or orthogonal case.
The last column in the AIM contains the information about
the kind of robot, which is used. We denote the modified AIM
as AIMSB, where index ‘SB‘ denotes the first letters of both
robots: the Scout and the Backbone robot. In Figure 4, a small
example of an organism and the corresponding graph is shown.
The AIMSB for this organism is shown in Figure 5.

2 5

4

3

1 2 5

4

3

1

2

5

4 31

2

5

43 1

2 5

4

3

1

2 5

4

3

1

0

2

3

4

5

1

(a)

V0

V1

V4V2

V3 V5

3

4

2
2

2

3 3

5
5

5

e2

e1

e3

e4

e5

(b)

Figure 4: (a) Multi-robot organism example, (b) Directed graph
representation.

AIM =

2
666666664

e1 e2 e3 e4 e5 Links

v0 3 0 0 0 0 S
v1 4 2 0 5 0 S
v2 0 5 3 0 0 S
v3 0 0 2 0 0 S
v4 0 0 0 2 3 S
v5 0 0 0 0 5 S

Joints DP DS DO DS DO

3
777777775

Figure 5: AIM of robot assembly from Figure 4(a).

B. Direct/Indirect Recursive Transformations

Structuring the kinematics dependencies into an AIMSB, we
are able to apply the transformations Tij between the modules
directly once the AIM is determined. By reusing the already
calculated dependencies that are stored into lists it is fast and
efficient to calculate the kinematics for big robot organisms.
We use two lists: one list containing transformation results
between consecutive joints, we call it a Direct-Transformation-
List (DTL) and another list called Indirect-Transformation-List
(IDTL) for non-consecutive transformations between joints
however still in the same kinematics path.

In DTL as shown in Table III, each line represents one direct
transformation. The first two columns indicate the connected
modules and the last two columns hold the information, which
sides are connected. IDTL contains the indirect transforma-
tions, which are calculated by two successive transformations
(Tij = Tix · Txj). The first two columns denote the desired
transformation. Next four columns hold two multiplied trans-
formations that are stored in DTL or in IDTL. Both tables
refer to the example shown in Figure 4.

A short example demonstrates the first traversing calcula-
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TABLE III: Direct and indirect transformation list referred of
example in Figure 4(a).

DTL
Tij Sides

i j from to

0 1 3 4
1 2 2 5
2 3 3 2
1 4 5 2
4 5 3 5

IDTL
Tij = Tix · Txj

i j i x x j

0 2 0 1 1 2
0 3 0 2 2 3
0 4 0 1 1 4
0 5 0 4 4 5

tions using both lists:

T01 = T01(0)e
ŝ1q1 direct

T12 = T12(0)e
ŝ2q2 direct

T02 = T01 · T12 indirect
T23 = T23(0)e

ŝ3q3 direct
T03 = T02 · T23 indirect
T14 = T14(0)e

ŝ4q4 direct
T04 = T01 · T14 indirect
T45 = T45(0)e

ŝ5q5 direct
T05 = T04 · T45 indirect

(16)

This algorithm can be compared with DFS algorithm,
providing a flexible way to calculate the order all possible
transformations can be calculated during run-time. ACreateTcell(,AIM,twists,q,L,module=0)

Module i has connection on 
this joint?

Next Joint

j = connected Module

AIM
i=currentModule

set currentJoint=1

Calculate Direct Transformation
T{i,j}=AGetTijFromPair()

Calculate Indirect Transformations
T{x,j}=T{x,i}*T{i,j}

x durchläuft sämtliche Module

ACreateTcell2(AIM,twists,q,L,j)

RECURSIVE!!!

Delete ModulConnection From AIM

Initial Call: function(AIM,module=base=0)

Next 
Module

j = connected Module

Call traverse(AIM,module)

joint = 1
i=module

Calculate Direct Transformation
-> SaveToList('direct')

Calculate Indirect Transformations
T{i,j}=T{i,x}*T{x,j}

-> SaveToList('indirect')

Recursive Call
traverse(AIM,module=j)

Next 
Joint

Yes

No

module has 
connection on this 

joint?

Figure 6: Traversing algorithm.

The flowchart of the algorithm is illustrated in Figure 6.

V. MODULAR ROBOT DYNAMICS

In general, two main branches of robot dynamics problems
are mostly considered, namely the forward and the inverse
dynamics problems. Forward dynamics play an important role
in simulation of multi-body systems, also called as direct dy-
namics. Forward dynamics problem determines accelerations
and external reaction forces of the system giving initial values
for positions, velocities and applied internal/external forces,
whereas the inverse dynamics problem determines the applied
forces required to produce a desired motion. The first problem
that appears in modular self-reconfigurable robotics is that
the model of the robot assembly cannot be known a priori.
Therefore, the robot should be able to generate its own model
autonomously without human intervention.

A. Recursive Two-Step Approach
The original idea for recursive formulation and computation

of the closed form equation of motion was introduced by Park
and Bobrow [10]. The idea was extended by Chen and Yang by
introducing the AIM. Starting with the AIM, that contains the
information about how robots are assembled, the formulation
of equations of motion is done in two steps: first applying
forward transformation from base to the end-link, followed
by the second recursion backwards from the end-link to the
base module. Finally, we get the equation of motion in a
closed-form. Before starting the recursion, some assumption
and initializations should be done. In the first step, the system
has to choose the starting module denoted as the base module.
Starting from this module, the AIM is filled based on path
search algorithms such as BFS or DFS. After the AIM is built
and all paths are determined the recursive approach can be
started.
• Initialization: Given V0, V̇0, F e

n+1

Vb = V0 = (0 0 0 0 0 0)T (17)

V̇b = V̇0 = (0 0 g 0 0 0)T , (18)

where Vb and V0 denote generalized velocities expressed in
the starting frame 0 and all other quantities are expressed in
link frame i.
• Forward recursion: for i = 1 to n do

Vi = AdH−1
i−1,i

(Vi−1) + Siq̇i, (19)

V̇i = AdH−1
i−1,i

(V̇i−1)− adAd
H

−1
i−1,i

(Vi−1)(Siq̇i) + Siq̈i. (20)

• Backward recursion: for i = n to 1 do

Fi = Ad∗
H−1

i−1,i

(Fi−1)− F e
i +MiV̇i − ad∗Vi

(MiVi), (21)

τi = sTi Fi. (22)

Here, Mi is the generalized mass matrix of the form

Mi =

[
I 0
0 mI3

]
, (23)

where I is 3 × 3 inertia matrix and I is the identity matrix.
The non-diagonal terms are zero because in our case the center
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of mass coincides with the origin. F e
i+1 are the forces acting

on the end-links of chained robots. This values can either be
estimated or read from force or tactile sensors such as [28][29],
which can be attached to the robots. Fi is the total generalized
force traversed from link i − 1 to i consisting of internal
and external wrenches and τi is the applied torque by the
corresponding actuator.

B. Equations of Motion
By expanding the recursive equations (19)-(22) in body

coordinates, it can be shown that the equations for generalized
velocities, generalized accelerations and forces can be obtained
in matrix form:

V = TSq̇ (24)

V̇ = TH0
V̇0 + TSq̈ + TadSq̇V (25)

F = TTF e + TTMV̇ + TTad∗VMV (26)
τ = STF (27)

where

q̇ = column[q̇1, q̇2, . . . , q̇n] ∈ Rn×1

q̈ = column[q̈1, q̈2, . . . , q̈n] ∈ Rn×1

V = column[V1, V2, . . . , Vn] ∈ R6n×1

V̇ = column[V̇1, V̇2, . . . , V̇n] ∈ R6n×1

F = column[F1, F2, . . . , Fn] ∈ R6n×1

F e = column[F e
1 , F

e
2 , . . . , F

e
n] ∈ R6n×1

τ = column[τ1, τ2, . . . , τn] ∈ Rn×1

S = diag[S1, S2, . . . , Sn] ∈ R6n×n

M = diag[M1,M2, . . . ,Mn] ∈ R6n×6n

adSq̇ = diag[−adS1q̇1 ,−adS2q̇2 , . . . ,−adSn ˙qn ] ∈ R6n×6n

ad∗V = diag[−ad∗V1
,−ad∗V2

, . . . ,−ad∗Vn
] ∈ R6n×6n

The n index represents the number of elements containing also
virtual joints that are required to move the robot in space [30].

TH0
=




AdH−1
0,1

AdH−1
0,2

...
AdH−1

0,n



∈ R6n×6 (28)

T =




I6×6 06×6 06×6 · · · 06×6

AdH−1
1,2

I6×6 06×6 · · · 06×6

AdH−1
1,3

AdH−1
2,3

I6×6 · · · 06×6

...
...

...
...

...
AdH−1

1,n
AdH−1

2,n
AdH−1

3,n
· · · I6×6



∈ R6n×6n,

(29)

where T is the transmission matrix for the whole robot
assembly. The elements Hi,j in TH0 and in T can be read
out directly from the DTL and IDTL lists.

The closed-form equation of motion of the classical form

M(q)q̈ + C(q, q̇)q̇ +N(q) = τ (30)

is obtained by substituting the equations 24-27, where M(q) is
the mass matrix; C(q, q̇) describes the Coriolis and centrifugal
accelerations and N(q) represents the gravitational forces as
well as the external forces.

M(q) = STTTMTS (31)
C(q, q̇) = STTT (MTadSq̇ + ad∗VM)TS (32)

N(q) = STTTMTH0
V̇ + STTTF e (33)

VI. MODUROB - MODULAR ROBOTICS SOFTWARE
TOOL

MODUROB is a tool built in MATLAB R© that contains
a possibility to build robot topologies by simply clicking on
topology matrix grid (Figure 7). Currently, two types of robots
are provided: the Backbone (Figure 1(a)) and the Scout robot
(Figure 1(b)). For simplification, robots are only allowed to as-
semble or disassemble in planar configurations on the ground.
The automatic model can be built in two ways: analytically or
numerically. The symbolic formulation in MATLAB is done by
using the symbolic toolbox. For solving of differential equa-
tions the user can choose between the numerical integrators
that are provided by MATLAB. In order to move the robot in
a joint space, different gait generators are provided either using
rhythmic generators based on rhythmic functions [30] or gait
generators that use chaotic map. We use an approach proposed
in [31], that allows to generate periodic gaits that result from
synchronization effects of coupled maps. Such approach can
help to control complex multi-body structures by mapping the
active joints to an individual chaotic driver [32].

(a)

Figure 7: Benchmark example of Double pendulum.

For evaluation or benchmarking of the framework two
examples are implemented based on Lagrangian equations and
can be compared with the geometrical approach. One example
is a double pendulum example (Figure 7(a)) for example
derived in [33] and the second is an extended pendulum that
is movable on a shaft like a crane presented in [1].
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(a)

(b)

(c)

Figure 8: Verification (dashed line) of geometrical POE
approach with Lagrangian method using double pendulum
model. (a) Position; (b) Velocity; (c) Accelerations.

The example (Figure 8) shows absolutely identical be-
haviour between implementation based on Lagrangian equa-
tions and with the geometrical approach based on twist and
wrenches.

VII. EVALUATION OF BRANCHED MULTI-BODY SYSTEMS

In the previous section, two basic examples, a pendulum and
a crane example are used to evaluate the correct functionality
of the geometrical approach proposed in this thesis. However,
pundulum-like structures are the simplest form of robot as-
semblies, therefore, another benchmark with branched robot
configuration (Figure 9) has been generated to make deeper
evaluation of the framework.

While single or double pendulum example code can be eas-
ily found and downloaded from many sources, e.g. from [33],
the code for more complex structures of multi-body systems
are hardly available. For this reason, in order to evaluate other
robot configurations, a new branched modular robot has been

Figure 9: Crab-like multi-robot structure assembled with Scout
robots.

modelled within the MATLAB SimMechanics toolbox [34].
This tool allows to simulate physical properties and dynamics
of multi-body systems by use of Euler-Lagrangian modelling
technique [35].

Figure 10: Simulink SimMechanics model of crab-like robot.

Figure 10 present a SimMechanics model of a crab-like
robot organism, which is shown in Figure 9. The corresponding
AIM and the graph representation of this organism structure
can be reviewed in Figures 4-5. This structure has been chosen
because it contains all three types of dyad structures (serial,
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parallel and orthogonal), which are also listened in Table II.
This structure implies also the case, where due to mechanical
limitations, robots are not able to move with respect to each
other and in this case the state space of dynamic model needs
to be reduced. For this reason the framework should detect
such cases and adapt the framework accordingly.

Figure 11: Position, velocity and acceleration of links based
on crab-like robot structure.

In order to evaluate the proposed geometrical framework,
identical robot structure, which is used in SimMechanics simu-
lation (Figure 10) is also modelled with our model generator.
The behavaiour of dynamics of both models can be examined
in Figure 11. In this plot, it can be observed that both models
produce identical set of results that similar like in the previous
section, also proves the correctness of the framework.

VIII. CONTROL OF MULTI-BODY SYSTEMS

Classical control theory provides a huge spectrum of con-
troller design strategies for linear and non-linear systems
including for example methods such as sliding mode con-
trol [36], optimal control [37], robust control [38], back-
stepping control [39] and different adaptive control mecha-
nisms [40][41][42]. In the previous sections, an automatic
model generator is presented, that enables to generate the
dynamics model of the multi-robot organism based on ge-
ometrical formulation of motion equations. The generated
model is a non-linear model, and to design a controller for
a robot that is able to reconfigure and hence requires a new
model representation is a huge challenge. One of the most
used methods to deal with non-linear models is to linearise
the model at a certain operation point by use of Jacobian
linearisation techniques [43]. These methods are most common
used in control theory, because it distinctly reduces modelling
and computational complexity. During the last decades, the
technological progress in microprocessor technologies opens
new opportunities to apply methods for nonlinear control
design techniques direct on embedded systems. Feedback
linearisation also known as exact linearisation is an approach
of nonlinear control design, that has attracted lots of research
in recent years and is probably the first choice for mechanical
systems containing only active joints.

In this section, a non-linear control design for a multi-body
reconfigurable robots is presented based on computed torque
method and EKF.

A. Inverse Dynamics
Most of robotic systems has a non-linear character. One of

the concepts that currently becomes popular is the feedback
linearisation [44] control strategy. This technique is a gene-
ralized concept and a special branch of it in robotics is also
known as inverse dynamics or computed torque [45] control.

q̈ = M(q)�1(⌧ � C(q, q̇)q̇ � N(q))

Nonlinear System

⌧ = C(q, q̇)q̇ + N(q) + M(q)v

Feedback Linearisation
PID

⌧v
+�qd

e
x =


q
q̇

�

q̇

q

q

Figure 12: Structure of Computed Torque Method.

The block diagram of this approach is depicted in Figure 12.
The inverse dynamics problem can be formulated in a joint
space as follows:

τ =M(q)q̈ + C(q, q̇)q̇ +N(q), (34)

which applied to Equation (30) yields to q̈ = v. The new
control input v needs to be designed and is typically chosen
as:

v = q̈d −K0(q − qd)︸ ︷︷ ︸
eq

−K1(q̇ − q̇d)︸ ︷︷ ︸
ėq

, (35)

where K0 and K1 are positive definite matrices. The error
dynamics for the closed loop system can be formulated as:

ëq +K1ė+K0eq = 0, (36)

where matrices K0 and K1 are the gain matrices. The error
dynamics can be achieved to be exponentially stable by the
proper choice of K0 and K1. In the framework presented in
this paper, the torque can be computed for every selected robot
configuration. The limitations are not given by the framework
itself, but rather by the computation time for very big robot
structures. Figure 13 shows step responses of the active joints
in a crab-like robot structure from the Figure 9. Due to selected

Figure 13: Step response of active joints of simulated crab-like
robot configuration with applied computed torque linearisation.

robot configuration and its mechanical restrictions the number
of active joints is reduced to three DOFs. As a conclusion we
can summarise that with computed torque method and PID
control we are able to stabilise the non-linear system in an
acceptable short time.
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B. States Estimation with EKF

Mutli-robot organisms, which are introduced in this paper
are built of modular robot with one rotational degree of
freedom. The electronics of the modular robots [46] Backbone
or Scout allows to detect the absolute hinge angle of rotation by
the use of hall sensors, which are placed inside the hinge motor.
However, measuring only the hinge position is not enough to
get the full set of states for a nonlinear system model. One
of the promising approaches to estimate the missing or noisy
states of a dynamical system is the Kalman filter. The EKF [47]
is the nonlinear version of the classical Kalman filter. This
recursive predictive filter runs in two steps: the prediction and
the correction step. In this section, we give a short introduction
of theoretical background of EKF and present the achieved
results.

The structure of the model containing computed torque
linearisation from previous section and the EKF are illustrated
in the Figure 14.

q̈ = M(q)�1(⌧ � C(q, q̇)q̇ � N(q))

Nonlinear System

⌧ = C(q, q̇)q̇ + N(q) + M(q)v

Feedback Linearisation
PID

⌧

Kalman filter

v+� +qd
e q

q̇

Measurement
Noise

Kk =
P�

k HT
k

HkP�
k HT

k +VkRkV T
k

x̂k = x̂�
k + Kk(yk � h(x̂�

k , 0))
Pk = (I � KkHk)P�

k

q

Figure 14: Schematic of system structure with computed
torque, EKF and PID control.

Consider the nonlinear discrete-time model written in the
standard state-space representation:

xk = f(xk−1, wk−1) ∈ Rn,

yk = h(xk, vk),

(37)

where k describes the time step; xk is a vector of actual states;
yk is the actual output vector; wk and vk the system and the
output noise.

The actual state and measurement vector can be approxi-
mated as

x̂−k = f(x̂k−1, 0),

ŷk = h(k̂−k , 0).

(38)

The linear approximation of the Equation (37) can be
formulated as:

xk ≈ x̂−k +A(xk−1 − x̂−k−1) +Wwk−1,

yk ≈ yx̂−k +H(xk − x̂−k ) + V vk,

(39)

where Ak is the Jacobian matrix defined as

Aij =
∂fi
∂xj

(x̂k−1, 0). (40)

Wij is the Jacobian matrix of partial derivatives of f with
respect to w:

Wij =
∂fi
∂wj

(x̂k−1, 0). (41)

Hij is the Jacobian matrix of partial derivatives of h with
respect to x:

Hij =
∂hi
∂xj

(x̂k, 0). (42)

Vij is the Jacobian matrix of partial derivatives of h with
respect to v:

Vij =
∂hi
∂xj

(x̂k, 0). (43)

The a priory prediction error can be defined as:

ê−xk
= xk − x̂−k . (44)

The a priory measurement residual is:

ê−yk
= yk − ŷ−k . (45)

Using both equations (44) and (45), the prediction and
measurement error can be approximated:

ê−xk
≈ A(xk−1 − x̂k−1) + εk,

ê−yk
≈ Hεxk

+ ηk,

(46)

where εk and ηk are independent random variable with zero
mean and covariance matrices WQWT and V RV T .

The second Kalman process that models the error estimates
over time can be obtained by

x̂k = x̂−k + êxk
. (47)

The Kalman filter equation used to estimate êk becomes:

êxk
= Kkê

−
yk
. (48)

Substituting the Equation (48) back into (47) leads to:

x̂k = x̂−k +Kkê
−
yk
. (49)

The prediction step can be computed as:

x̂−k = f(xk−1, 0),

P−
k = AkPk−1A

T
k +WkQk−1W

T
k .

(50)

Finally, the correction step becomes:

Kk =
P−

k HT
k

HkP
−
k HT

k +VkRkV T
k

,

x̂k = x̂−k +Kk(yk − h(x̂−k , 0)),

Pk = (I −KkHk)P
−
k .

(51)

The correction step corrects the state and covariance esti-
mates with the measurement yk.
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C. Example
In the previous section, computed torque method (Figure 12)

is applied to linearise the non-linear system 34. However, on
a real robot not all states can be measured and therefore the
EKF as an estimator has been included into the system. The
structure of the system together with EKF is illustrated in
Figure 14. In this example, the crab-like robot configuration is
used again to investigate the system behaviour. Figures 15(a)-
15(d) show the smulated output, states, estimate states and the
error, which is the substraction between the real and estimated
states.

For this example the matrices Q, W , R, V have been
selected as:

Q =




0.1 0 0 0 0 0
0 0.1 0 0 0 0
0 0 0.1 0 0 0
0 0 0 0.0001 0 0
0 0 0 0 0.0001 0
0 0 0 0 0 0.0001



, (52)

W =




1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1



, (53)

R =

[
1 0 0
0 1 0
0 0 1

]
, (54)

V =

[
1 0 0
0 1 0
0 0 1

]
. (55)

Looking the results produced by the system that uses the
EKF, we can assume that the framework enables correct
estimations of missing or noisy states and therefore coclude
that this control strategy can be used in modular multi-body
robot configurations.

IX. CONCLUSION AND FUTURE WORK

In this paper, we demonstrate a MATLAB framework that
enables to analyse the kinematics, dynamics and control of
modular self-reconfigurable robots. The autonomous calcula-
tion of self-adaptive model is based on a recursive geometrical
approach. The proposed two-step approach for autonomous
generation of motion equations was inspired by the work from
Chen and Yang and has been modified and adapted to the
needs of robot modules developed in projects Symbrion and
Replicator. This paper is an extended version of the work
presented in [1] and has been extended with non-linear control
methods and with a state estimator for values that cannot
be measured on a real mashine. The analysis and evaluation
of the model and control strategies are inalienable before
porting the software to the robots. A corresponding ongoing
C++ framework, which will run on robots is currently in
development and will be presented in a future publications.

(a)

(b)

(c)

(d)

Figure 15: Simulation results for crab-like robot configuration.
(a) Step response of active joints with simulated sensor noise;
(b) system states; (c) estimated states; (d) error.
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Abstract— Five algorithms designed to find a horizontal line 

separating sea and sky in marine images in real-life conditions 

were implemented in this work and compared by their 

performance: accuracy and relative speed. One of the selected 

algorithms was based on regional covariances in luminance 

images, the second one was based on edge detection and the 

Hough transform, the third one used maximal local edge 

detection and the least-squares method, the fourth one 

employed median filtering in small neighborhoods and linear 

regression and the fifth one was based on regional edge 

magnitudes and the least-squares method. Real-life images 

were used for comparison. The most accurate line with respect 

to the angular error was obtained by using the edge detection 

and Hough transform based algorithm. The highest accuracy 

with respect to the position of the line was achieved by the 

regional covariance method. However, the highest speed was 

achieved by using the regional edge magnitude algorithm. 

 

Keywords-horizon detection; marine images; edge detection; 

median filtering; image analysis; local edge magnitudes; 

regional edge magnitudes; regional covariances 

I.  INTRODUCTION 

The horizon line is used for different purposes, such as 

navigation in airborne and marine vehicles and military 

surveillance. In an airborne vehicle, the horizon line can be 

used to determine, for example, its roll, pitch and yaw 

angles. In the case of military surveillance the horizon line is 

helpful in detecting the distance to targets.  

Many horizon line detection methods are known today, 

for example, the methods in [1-8]. Some of these algorithms 

are based on edge detection ‎[9], while others employ 

statistical methods ‎[4]. Due to the variety of techniques, a 

comparison of the detection performance that they can 

achieve can be very helpful ‎[1]. The goal of this research is 

to implement and compare the accuracy of a number of well-

known as well as new or modified horizon-line detection 

approaches.  Considering that in the later stages of this 

research the selected algorithm is to be implemented on a 

stand-alone hardware unit, algorithms complexity and their 

relative speed is also evaluated. 

The structure of this paper is as follows. In the next 

section we present the algorithms discussed in this work for 

horizon line detection in marine images. Then, in Section ‎III 

we describe possible improvements of the detection 

techniques. Section ‎IV discusses the methods and criteria 

used in the comparison of the algorithms and Section ‎V 

presents horizon detection results: quantitative and visual. 

Finally, Section ‎VI provides a summary of this work and our 

conclusions. 

II. ALGORITHMS COMPARED 

Five algorithms are compared in this work, as described 

below. The motivation for their choice is comparison of 

local feature based algorithms, such as those based on edges 

(for example, H-HC or H-LSC), with global feature based 

methods, such as H-COV-LUM or H-REM, that use 

regional covariances and regional edge magnitudes, 

respectively. The H-MED algorithm extends the meaning of 

a local feature (edge) at a pixel to its small neighborhood 

and then looks for the maximal edge in the vertical 

direction. Thus, it introduces a compromise between local 

and global features. No algorithms that require a training 

stage, such as neural networks and support vector machines 

were chosen for the comparison, but only simple low 

complexity methods were taken. Considering future DSP 

implementations training was found to be impractical. 

The compared methods are: 

―H-COV-LUM‖‎ – an algorithm that uses regional 

covariances, as introduced in ‎[4], but modified to calculate 

these covariances using luminance images. Although there 

are cases where the color information is important ‎[10], in 

this case, using achromatic image data only improves the 

algorithm speed significantly with minimal loss in accuracy. 

COV-LUM stands here for Covariance of Luminance. 

―H-HC‖‎ – uses pre-processing, Canny edge detector ‎[11] 

and Hough transform ‎[12]. HC stands for Hough and Canny. 

―H-LSC‖‎ – uses pre-processing, maximal local edge 

detection and calibration by the least-squares method 

approach. LSC stands here for Least Squares Calibration. 

―H-MED‖‎ – searches for the maximal edge in the vertical 

direction based on an extended neighborhood of a pixel, 

followed by median filtration in order to reject outlying 

points and linear regression. MED stands here for median. 

―H-REM‖‎ – divides the image into vertical stripes and 

searches for the maximal regional edge magnitude in each 

stripe, followed by the least-squares technique to estimate 

the best line passing through the maximal edge coordinates. 

REM stands here for Regional Edge Magnitudes. 

The algorithms are described in more detail in the next 

subsections. 

A. Regional covariance based algorithm (H-COV-LUM) 

An algorithm for horizon detection for remotely piloted 

Micro Air Vehicles was introduced in ‎[4]. The algorithm 
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receives an image taken from the air as input and searches 

for an optimal partition of the image into two regions: sky 

and ground (or in our work sky and sea) using a line, which 

is the detected horizon. The optimization criterion is based 

on the determinants and traces of the covariance matrices of 

the two regions. More specifically, if we denote a sky pixel 

by
, , , ,[   ]s s s s T

i j i j i j i jR G Bx , where 
, , ,, ,s s s

i j i j i jR G B are the primary red, 

green and blue values at the pixel (i,j), and we denote a 

ground pixel by  
, , , ,[   ]g g g g T

i j i j i j i jR G Bx , then the covariance 

matrices of the regions are given by   

    , , ,
T

s s s s s

i j i jE     x x     , , ,
T

g g g g g

i j i jE     x x
 

where
 

 ,

s s

i jE  x and  , .g g

i jE  x E() denotes here 

statistical mean. The optimization criterion, considered for 

the possible horizon line orientations and positions and 

maximized is given by ‎[4]: 

(1)        
2 2

1
,

det( ) det( ) ( ) ( )s g s g
J

trace trace


      
 

where det() denotes the determinant and trace() denotes the 

trace of the covariance matrices s  and g .  

We consider a similar criterion to the one in (1) for the 

luminance image, thus the optimization term J becomes 

 
2 2

1
,

var( ) var( ) var ( ) var ( )s g s g
J

Y Y Y Y


          

(2)

 

where var() stands for variance and 
sY ,

gY are the 

luminance values of the sky and ground regions, 

respectively. A simplified optimization criteria 

 

1

var( ) var( )s g
J

Y Y


                                           

 (3) 

can be used instead of the one in (2) with similar results. 

Thus, we search for the line maximizing (3) among all 

considered horizon line orientations and positions. Also, 

defining a region of interest (ROI) in the image and 

searching the horizon line only in this area speeds up the 

algorithm significantly. Alternatively, the input image can 

be down-sampled prior to the application of the algorithm to 

reduce its runtime, but this will decrease the accuracy as 

well. 

B. Edge detection and Hough transform based algorithm 

(H-HC) 

 The stages of this method can be summarized as 

follows. 

1. Pre-process the image using morphological erosion to 

reduce the probability of the detection of weak edges 

in the later stages. A small circular structuring element 

can be used here. Alternatively, the image can be 

smoothed using a low pass filter, but we found 

morphological operations to provide better 

performance in terms of preserving the edges ‎[13]. 

2. Apply Canny ‎[11] edge detector to the pre-processed 

image. 

3. Apply the Hough transform ‎[12] to the edges map. 

4. Choose the horizon line to be the longest line found in 

the previous step. 

C. Edge detection and least-squares calibration based 

algorithm (H-LSC) 

This algorithm is based on edge detection as well, but 

uses a simple algorithm to detect the maximal local edge in 

the vertical direction in each column of the image. Its stages 

are described below. 

1. Pre-process the image using morphological erosion.  

2. Find the maximal vertical local edge in each column of 

the image. The simplest way to measure the local edge 

magnitude is using an approximation of the vertical 

derivative, e.g., 
1, ,i j i jY Y  . Store the (i,j) coordinates 

of the maximal edges.  
3. Use the least-squares method to find the optimal line 

passing‎ through‎ the‎ maximal‎ edges’‎ coordinates. 

Edges with very small values as well as very big ones 

can be discarded here since they are most likely 

caused by noise. This increases the algorithm 

robustness in the presence of varying lighting effects. 

4. An optional step of median filtering can be added to 

remove outliers. This step can be applied to the   

vertical coordinates of the maximal edges (prior to 

Step 3) or to the regression errors (following Step 3).  

We define the regression error as the error at       

coordinates (i,j) of a maximal edge, i.e., 

   , 1 0 ,i jerr i a j a  
                              

(5) 

where 
0 1,a a  are the optimal line coefficients found 

in Step 3. We define the median filtered error 
,

med

i jerr

as 
,i jerr  after applying a median filter. Now the 

outliers are (i,j), where
, ,

med

i j i jerr err Th  , and can be 

removed. Th here is the threshold (e.g., a value of 1).  

D. Median filtering and linear regression based algorithm 

(H-MED) 

This algorithm employs median filters in several stages 

providing high performance in the presence of noise. The 

stages of the algorithm are: 

1. Pre-process the image using morphological erosion. 

2. Find the maximal vertical edge in each column of the 

image using the extended neighborhood of each pixel. 

Here the edge at pixel (i,j) is measured as the    

absolute difference between two median values of     

the 5 pixels above and including pixel (i,j) and the 5     

pixels below it, i.e., 1 2

, , ,i j i j i jedge med med  , where 

    

 

 

1

, , 4

52

, , 1

        ,

        .

i

i j k j k i

i

i j k j k i

med median Y

med median Y

 



 





          

 (6) 

     The (i,j) coordinates of the maximal edges are stored. 
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3. Use linear regression to find the optimal line passing 

through the maximal edge coordinates.   

4. An optional step of median filtering can be added to 

remove outliers. This step can be the same as Step ‎3 

in H-LSC. 

E. Regional edge magnitudes and least-squares calibration 

based algorithm (H-REM) 

This algorithm extends the idea of local edge magnitudes 

used in the H-HC and H-LSC methods, for example, beyond 

the concept of extended neighborhoods used by H-MED to 

regional edge magnitudes. The steps of this method are: 

1. Pre-process the image using morphological erosion. 

2. Divide the image into vertical stripes each consisting of 

a number of columns. Run on each stripe separately 

and calculate the edge magnitude at each pixel in it in 

the vertical direction using a simple, but robust 

equation for the edge: 

  

1

, , ,

1

1
,

i i L

i j k j k j

k i L k i

edge Y Y
L

 

   

           (7) 

where L is the number of pixels used in the calculation 

above and below the current pixel. 
3. Sum the edge magnitudes of each row in the current 

stripe to get regional edge magnitudes. 

4. Find the row of the maximal regional edge in each 

stripe. Associate it with the column number 

corresponding to the center of the stripe to get the 

maximal edge coordinates. 

5. Use the least-squares method to find the optimal line 

passing through the edge coordinates. Edges with very 

small values as well as very big ones can be discarded 

here as in the H-LSC algorithm. This is optional since 

the algorithm employs a greater neighborhood for 

edge magnitude calculation making it more robust. 

6. An optional step of median filtering can be added as in 

the H-LSC algorithm. 

Next we discuss several possible improvements of the 

algorithms.  

III. PROPOSED IMPROVEMENTS TO THE ALGORITHMS 

Most of the proposed algorithms rely on a certain 

measurement of edge magnitudes (H-COV-LUM is an 

exception). To make these measurements more reliable we 

propose the following ideas.  

A. Filtering out very dark or very bright pixels 

The idea is to filter out the dark areas of the image as 

well as areas with sun light effects by calculating the image 

color energy everywhere and discarding the pixels where this 

energy is too high or too low ‎[14]. A simple measure of the 

image color energy at pixel (i,j) is 
2 2 2

, , , ,i j i j i j i jenergy R G B            (8) 

or, alternatively,  

, , , , .i j i j i j i jenergy R G B                 (9) 

A pixel is discarded if 
,i j Minenergy Th (dark pixels) or 

,i j Maxenergy Th (pixels saturated with light) and it then 

cannot be chosen as the pixel with maximal edge magnitude 

in relevant algorithms (such as H-LSC). Note that 
MinTh  and 

MaxTh are the two thresholds determining which pixels are to 

be discarded: the low one and the high one, respectively. The 

effect of filtering out of pixels from the image is shown in 

Fig. 1 for the rotated Horizon_3 image. Note that the horizon 

appears jagged due to the marking of the line in the image 

itself subject to pixel resolution. 

B. Adding weights to the neighboring pixels used in edge 

magnitude calculation 

When an extended neighborhood is used for the edge 

magnitude calculation as, for example, in the H-REM 

method, we propose giving a decreasing weight to the pixels 

in the neighborhood based on their distance to the current 

pixel: a closer pixel will get a higher weight. Thus, the edge 

calculation of Equation (7), for example, can be replaced by  

 

1

, , ,

1

1
,

i i L
i k i k

i j k j k j

k i L k i

edge Y Y
L

 
 

 

   

  
       

(10) 

H-REM result for rotated Horizon_3 w.o. filtering out pixels 

 

H-REM result for rotated Horizon_3 with filtering out pixels 

 

Figure 1. H-REM detection results for the rotated Horizon_3 image 

with and without (w.o.) filtering out of pixels. The horizon line is 

marked (in yellow). Note the error introduced in the top figure, 
especially in the area marked with the rectangular frame. 
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H-REM result for Horizon_4 without weighting 

 

H-REM result for Horizon_4 with weighting 

 

Figure 2. H-REM detection results for the Horizon_4 image with 

and without weighting. The horizon line is marked (in red). Note 
the error introduced in the top figure on the right side of the line. 

where 0 1   is a real number. The expression given in 

(10) results in better edge magnitude estimation and better 

algorithm performance compared to using equal weights for 

all pixels in the neighborhood. This is shown in Fig. 2 for the 

Horizon_4 image. Note the error in the detected horizon line 

position when no weighting is used, i.e., the edge magnitude 

is calculated based on Equation (7). 

C. Introducing safety intervals in edge magnitude 

calculation 

Sometimes it makes sense to calculate the edge at pixel 

( , )i j using the pixels not directly above and below it, but 

starting from a certain distance (e.g., 1, 2 or 5 pixels) away. 

The reason may be blurring of the edges, which occurred, for 

example, due to errors introduced by compression of the 

processed image, especially when a simple digital camera is 

used.  

Using this idea, Equation (7) of H-REM will turn into 

 
, , ,

1

1
.

i D i D L

i j k j k j

k i D L k i D

edge Y Y
L

  

     

                (11) 

Here D is a positive integer parameter denoting the safety 

interval, i.e., the distance of the closest pixel used in the 

calculation of the current pixel (i,j).  

H-REM result for Horizon_3 without hist. eq. 

 

H-REM result for Horizon_3 with hist. eq. 

 

Figure 3. H-REM detection results for the Horizon_3 image with 

and without histogram equalization (hist. eq.). The horizon line is 

marked (in yellow). Note the error introduced in the top figure. 

D. Histogram operations prior to executing the algorithms 

A histogram operation prior to horizon detection may 

improve the detection performance if it increases the 

difference between sea and sky pixels and/or improves the 

similarity between pixels in the same region (sea or sky). 

Then the performance of algorithms based on regional 

covariances, such as H-COV-LUM, as well as local or 

regional edge magnitudes, such as H-LSC or H-REM, is 

expected to improve.  

In this work we examine the use of histogram equalization 

of the luminance component of the image. This operation 

attempts to make the luminance levels more uniformly 

distributed while at the same time producing an image with 

a smaller total number of luminance levels. The result of 

applying histogram equalization (yielding 64 levels of 

luminance) to the Horizon_3 image and using the H-REM 

algorithm is shown in Fig. 3. Note the better precision of the 

detection in the bottom part of the figure. 

All‎ the‎ proposed‎ ideas‎ are‎ generally‎ ―safe‎ to‎ use‖,‎

meaning‎the‎algorithms’‎performance‎ is‎either‎ improved‎or‎

is not affected. For the images presented in Figs. 1-3 a 

visual improvement in the accuracy can be observed. 
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IV. COMPARISON METHODS AND CRITERIA 

Next, we describe the images and criteria used for the 

comparison of the algorithms in this work. 

A. Images used to compare the algorithms 

The results of horizon detection for a group of 9 real-life 

marine images are presented in this work. Image input 

format is true color (24 bit per pixel) non-compressed BMP. 

Resolutions used vary from 249x169 to 900x675 pixels. 

Most images contain a horizon line separating the sea and 

the sky, clearly distinguished by the human eye. However, 

sometimes the horizon line is slightly distorted by camera 

optics and sea waves or concealed by marine vessels. It is 

clear that camera lens distortion may affect the accuracy of 

the horizon detection, however, for the methods and the 

images considered here this effect was found to be 

insignificant. To further challenge the selected algorithms, 

several images contained clouds or sun light effects near the 

surface of the sea water. 

B. Comparison criteria 

The algorithms were compared with respect to accuracy 

and speed. The accuracy was measured for the detected 

horizon angle relative to a horizontal line (in degrees) as 

well as the position of the line relative to the bottom left 

corner of the image (in pixels, sub-pixel resolution was not 

considered). The errors provided in the next section for 

these two horizon line parameters are measured relative to 

the line height and angle as determined visually. This means 

that the horizon line, as determined by the eye, was marked 

in the image manually and was considered the ground truth. 

Then the absolute difference of the determined line position 

and the one found visually was calculated and averaged on 

the group of test images. The same procedure was done for 

the determined line orientation relative to the one 

considered as ground truth. In addition, the‎ algorithms’‎

speed was measured in terms of run time (in seconds). 

V. RESULTS 

The accuracy comparison for the algorithms described 

above (height and angle deviations) is given in Table 1 in 

terms of the mean errors for the 9 test images. In some of 

these images the horizon is not horizontally aligned (e.g., 

see Fig. 4). As it can be seen, the angular deviation is very 

small on average for the H-HC, H-REM and H-LSC 

algorithms. We can speculate that the accuracy of H-HC 

results from the accuracy of the edge detection method by 

Canny ‎[11] and of the employed Hough transform ‎[12]. The 

height deviation is smallest for the H-COV-LUM method, 

based on regional covariances in luminance images. 

However, the fastest algorithm is H-REM, based on 

maximal edges and least-squares optimization, as seen from 

the run time comparison in Table 2. The H-LSC and H-HC 

methods are slower than H-REM, but the H-COV-LUM and 

H-MED algorithms are much slower than all of these three 

methods due to the required computations of regional 

covariances or local medians in the process of the horizon 

detection. The run-time was measured in a MATLAB 

environment. 

A. Visual results 

 Visual results are provided in Figs. 4-7. As it can be 

seen, all the algorithms provide good results for the 

Horizon_1 image (Fig. 4), although the H-COV-LUM 

method slightly misses the horizon line. This is due to the 

effect of the clouds and the sunlight reflection in the sea 

water. A similar effect can be seen for the Horizon_5 image 

(Fig. 5), where the H-COV-LUM method provides a slightly 

less accurate estimate of the horizon line than the other 

algorithms. H-REM is influenced here by the strong 

regional edges in the area of the waves, but produces a line 

with a slight deviation from the horizon. The other three 

methods achieve visually similar performance with very 

good detection of the horizon.   

 Figs. 4 and 5 show that H-COV-LUM (denoted H-COV 

in the figures) is an efficient algorithm for locating the 

position of the center of the horizon line, but sometimes the 

line is slightly rotated compared to the optimal one 

introducing an angular error. The algorithm copes well with 

images where the sky and the sea are uniform in appearance 

even when marine vessels are present, but it may be 

confused by clouds, sun reflection effects (Fig. 4) and strong 

waves (Fig. 5). The solution to this may be a pre-processing 

stage which removes some of the clouds, light reflection 

effects and waves from the image resulting in more uniform 

sky and sea areas. This is currently under research. 

 In Fig. 6, all of H-COV-LUM, H-HC and H-REM 

methods provide good estimates of the horizon line, while 

H-LSC is less accurate. As for H-MED, its performance is 

inferior to the others due to a bigger angular error. This 

method is more affected by the closer ship concealing the 

horizon line. The reason for the performance decrease for 

H-LSC and H-MED is that both detect maximal edges at 

pixels of the larger marine vessel instead of the horizon that 

is partly hidden. Than the least-squares technique or the 

linear regression employed to find the optimal line passing 

through the maximal edge locations produce a line that is 

shifted downwards relative to the optimal horizon line. The 

solution to this problem can be calculating the optimal line 

many times using partial data and then choosing the one 

passing through or close to the maximal number of edge 

pixels. This idea is the subject of future research. 

 The H-HC algorithm, on the other hand, is robust to the 

hindrances introduced by the sea vessels in the image of  

Fig. 6 due to the use of the Hough transform that detects the 

line passing through the maximal number of pixels in the 

edge map. Thus, even though some of the ship pixels are 

detected as edges, this does not confuse the method as long 

as more pixels are marked as edges on the real horizon line. 

 In Fig. 7 the detection results for one more image are 

shown. Despite the fact that the sky in the image is very 

cloudy, good detection results can be observed for H-MED, 
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H-HC and H-LSC algorithms while in H-REM a small 

angular error is introduced. The worst performance here is 

that of H-COV since it is confused by the presence of the 

clouds resulting in a line located a noticeable distance above 

the horizon. 

TABLE 1. MEAN HEIGHT DEVIATION (PIXELS) AND ANGLE 

DEVIATION (DEGREES) FOR THE FIVE ALGORITHMS  

Algorithm 
Mean height 

deviation 

Mean angle 

deviation 

H-LSC  1.92 0.23 ° 

H-COV-LUM 1.11 0.47 ° 

H-HC 1.67 0.13 ° 

H-MED 1.83 0.44 ° 

H-REM 2.28 0.19 ° 

TABLE 2. MEAN RUN TIMES (SECONDS) FOR THE FIVE HORIZON 

DETECTION ALGORITHMS 

Algorithm Mean Time (sec.) 

H-LSC 0.33 

H-COV-LUM 2.24 

H-HC 0.45 

H-MED 1.46 

H-REM 0.14 

VI. CONCLUSIONS 

Five different algorithms for horizon detection in marine 

images were examined in this work. The techniques 

employed by these algorithms vary from using regional 

covariances of sky and sea regions (H-COV-LUM) to using 

edge detection and Hough transform (H-HC), using 

maximal edge detection and the least-squares method (H-

LSC), using median filtering and linear regression (H-MED) 

and using regional edge magnitudes and the least-squares 

method (H-REM). The algorithms were implemented and 

compared for a group of test images with respect to 

accuracy as well as run time or speed. The most accurate 

method with respect to the angular error was found to be H-

HC, while the other algorithms do not lag far behind. The 

H-COV-LUM algorithm provided the highest accuracy 

when estimating the height of the horizon line above the 

bottom left corner of the image. Also when comparing the 

algorithms’‎ speed,‎ the‎ fastest‎ method was H-REM. We 

conclude that all the algorithms examined in this work can 

be used for horizon detection in still marine images. They 

successfully deal with the biggest challenges of horizon line 

detection, such as varying illumination effects as well as the 

presence of the sun, waves, ships and clouds in the image. 

In addition to that, the algorithms can be used in images 

taken by infrared cameras, an idea that is currently being 

researched. 
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Original Horizon_1 image    H-REM result for Horizon_1 

    

H-COV result for Horizon_1    H-LSC result for Horizon_1

 

H-MED result for Horizon_1    H-HC result for Horizon_1

 

Figure 4. Horizon detection results for image Horizon_1. The (yellow) line marks the 

detected horizon. Note the clouds and reflected light effects in this image. 

H-COV stands here for H-COV-LUM.
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Original Horizon_5 image   H-REM result for Horizon_5 

    

H-COV result for Horizon_5   H-LSC result for Horizon_5

 

H-MED result for Horizon_5   H-HC result for Horizon_5

 

Figure 5. Horizon detection results for image Horizon_5. The (yellow) line marks the detected horizon.                                                

Despite the waves and the ship present, all the algorithms detect the horizon correctly. 
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Original Horizon_6 image    H-REM result for Horizon_6 

      

          H-COV result for Horizon_6          H-LSC result for Horizon_6 

 

H-MED result for Horizon_6     H-HC result for Horizon_6 

 

Figure 6. Horizon detection results for image Horizon_6. The (yellow) line marks the detected horizon.                                                     
Note the waves and the sea vessels present in this image, especially the closer one blocking the horizon. 
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Original Horizon_7 image    H-REM result for Horizon_7 

   

H-COV result for Horizon_7    H-LSC result for Horizon_7 

 

H-MED result for Horizon_7     H-HC result for Horizon_7

 

Figure 7. Horizon detection results for image Horizon_7. The (yellow) line marks the detected horizon. Note that a significant                 

area of the image is covered by clouds introducing a challenge for correct horizon detection. 
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Abstract—Designing advanced cognitive technologies and 
applications requires a formal ontology, such as the Model for 
Cognitive Sciences (MCS), the theoretical foundations now 
proposed for automated cognition, cognitics. Cognition has the 
ability to create and deliver pertinent information. Discussion 
is made in the current paper of a number of cognitive notions 
including those of reality, time and revisited “speed”, change 
and discontinuity, innate and learned behaviors, as well as the 
human-inspired basics of communication in a group. These 
newly defined notions conveniently complement the existing 
MCS ontology. Notions are delineated in conceptual 
frameworks and can moreover be made operational, deployed 
in the real world, for validation purpose and for the benefit of 
users. All these elements confirm the rightness of our current 
approaches in solving concrete Artificial Intelligence problems 
and this is illustrated below by some concrete examples taken 
in domestic context, including robots capable of learning. 
Cognition would not make much sense per se, and the paper 
also shows how it can be implemented in the real world, 
notably using our Piaget proprietary environment for 
development and programming of smart robotized systems. 
Experiments prove that the resulting smart systems can indeed 
successfully operate in the real-world, and in particular 
interact with humans, performing with large quantities of 
cognitive components: knowledge, expertise, learning, etc. The 
quantitative approach of MCS and the operationalization of its 
cognitive concepts in real-world systems allow as well for a 
fruitful dialogue about core issues in philosophy as an effective 
design and realization of smart systems for the benefit of 
humans. 

Keywords - cognitive robotics; MCS ontology for cognition; 
cognitics; cognition; time; cognitive speed; discontinuity; reality; 
innate behavior;  communication basics 

I.  INTRODUCTION 

The current publication extends some of our past 
published works, and in particular largely revisits the recent 
paper [1], adds a new presentation of the concepts of 
cognition and time, discusses significant links between 
cognition and philosophy, as well as addresses the challenge 
of implementing cognition in the real-world. 

In the past century, a major step in evolution has been 
made when information has been formally defined [2], and 
infrastructure has been provided for communication and 
processing of information in a massive scale. 

In the early days of signal processing, in technical terms, 
information was neatly provided by some transmitters, 
typically originating from some other electronic devices, 
control panels, microphones or sensors. Machine-based 
sources of information were limited to signal generators, 
such as for sine waves or pseudo-random sequences. 

Things have now become much more complex and 
cognition is the new domain to domesticate, where pertinent 
information is autonomously created by expert agents (e.g., 
[3]). It is with this very relevant goal that the MCS theory for 
cognitive sciences has been created (Model for Cognitive 
Sciences [4] [5]. See also the cognitive engine of Figure 1, 
the cognitive concept pyramid of Figure 2, and the metric 
system of Figure 3). The material published so far has 
already brought interesting benefits in terms of 
understanding the core cognitive properties, assessing 
quantitatively their values, and allowing for convincing 
implementation of cognitive robots in selected areas [6].  

 
Figure 1.  Cognition and, effectively, cognitive systems, allow for 
generating relevant information, exactly similar to pre-stored information - 
when the latter is available. Some kind of cognitive engine is necessary 
(e.g. human-based or artificial, implemented on machines). 

Traditionally, people have developed context-dependent 
cognitive indicators (e.g., for expertise, Elo points for chess-
players, Association of Tennis Professionals points for 
tennis-players, grading systems in schools, or IQ scores), but 
unfortunately, beyond the case of information, no other 
work, in our knowledge, has addressed the formal, 
technically-prone definitions of cognitive entities with 
associated units.  

Figure 2 schematically presents the main cognitive 
entities in MCS theory context, and Figure 3 presents the 
equations for their quantitative assessments. Let us briefly 
review their definitions.  
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The top group is green, referring to MCS essentials. 
Knowledge is, for an agent (human or possibly machine-
based) the property to deliver the right information; fluency, 
the cognition speed; expertise, the property to deliver 
information right and fast, the product of knowledge and 
fluency; learning, the ability to increase expertise levels; 
intelligence, the capability to learn, and quantitatively, the 
ratio of learning to experience; experience, the amount of 
information witnessed in terms of input and output 
associations (“examples”, “experiments”); complexity, the 
amount of information necessary to exhaustively describe an 
object; abstraction, the property of delivering less 
information than it is incoming; concretization is the inverse 
of abstraction.  

 

 
Figure 2.  Main cognitive entities in MCS theory. Important cognitive 
concepts, defined in MCS theory, are colored in green (left).  They are 
based on a few classic entities, including reality and time, which, though 
classic, also need a discussion from a cognitive perspective 

The lower group is white. Even though in principle the 
corresponding concepts are classical, experience shows that 
their limits are not well understood, and this is especially 
disturbing as the new, green concepts are built on them. Thus 
information is very much time-dependent, the delivery of it 
essentially making its repetition useless; information is 
essentially subjective, which means that the same message 
may convey different quantities to different users; memory is 
considered here as a support for the permanence of 
messages, such as an engraved stone, i.e., without the 
typically associated writing and reading processes; the last 3 
quoted concepts, reality, model and time, are further 
discussed in the sequel of this paper.  

In cognitive systems, scale and time are dimensions that 
are typically much more important than usually perceived. In 
particular, individuals can collectively yield groups, systems 
can often be analyzed as a network of subsystems; and in all 
control loops, occurring in single agents or multi-agent 
systems, strict dynamic constraints allow – or not – for stable 
outcomes. Partial autonomy may have to be granted to 
ancillary subsystems/agents (re. Figure 4). 

In general, commonsense, classical concepts, and 
corresponding MCS concepts are quite synonymous and can 
be described by the same words; nevertheless, there remain 
often subtle differences, and in the sequel of this article, 
when the respective distinctions should be made, the “c-“ 
prefix will be added for the terms defined in MCS Ontology; 

for example c-speed (1/s unit) is not the usual displacement, 
motion speed (m/s unit).  

 

 
Figure 3.  Equations for assessing quantitatively the core properties in 
cognition. Information keeps its classical definition though (re. Shannon 
1948 [2]). 

Today another step is considered, whereby artificial 
cognitive agents should effectively approach human 
cognitive capabilities for three complementary reasons: 
better functional services (including those involving human-
machine cooperation), better understanding of human nature, 
and implementation possibility of theories in order to make 
them operational, and thereby possibly validate them. 
Proceeding should now be done in incremental steps along 
two complementary ways: the understanding of concepts, 
and the operationalized implementation of cognition in 
machines.  

 

 
Figure 4.  Time and scale matter. Cognitive agents may have to be 
organized in a hierarchy, for large scope, and dynamically stable control. 
They can aggregate to form groups or be analyzed at a lower scale as a 
nerwork of sub-systems. 

In this endeavors, a first surprise had been to experience 
that the prerequisites, the basis on which the MCS theory 
was built, were not at all as widely understood as expected 
(re. general surveys [7] [8] and focused discussions below). 
A complement had to be progressively brought in MCS, re-
discussing classical topics, namely those relating to the 
notions of information, models and memory.  

Now, at the moment of addressing in its “generality” the 
cognitive faculty of humans, another necessary pre-condition 
for implementing it in machine-based agents appears. A 
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further analysis, of deeper foundations yet on which the 
MCS theory is grounded, cannot be escaped. What is reality? 
What is time? How to cope with the infinite complexity of 
reality? How much innate or wired can be the cognitive 
capability we are considering?  

The paper addresses these questions in successive 
sections: Section II for reality; Section III for time; Section 
IV for ways to cope with the infinite complexity of reality, in 
particular including the innate versus learning paradigms for 
producing new cognitive agents. The general presentation 
made so far will be illustrated in Section V with detailed 
concrete examples, taken from the field of cooperative 
robotics; they will address cooperation both for human and 
machine-based cases, relating to cognitive aspects and 
operations. The final 4 sections will additionally discuss 
cognition in three different contexts: conventional AI and 
aspects of implementation in the real-world (VI), Piaget as a 
key example of environment allowing to automate and 
implement cognition in the real-world (VII), illustrating 
applications (VIII), and considerations relating cognition and 
philosophy (IX).  

II. WHAT IS REALITY? 

In MCS theory, reality is in principle viewed as 
everything, including not only physical objects but also 
immaterial ones, including information repositories, models, 
assumptions, novels and if-worlds. It corresponds to the 
universal definition of Parmenides: What is, is. As illustrated 
in Figure 5, reality is infinitely complex (re. the definition of 
complexity in MCS ontology: an infinite amount of bits or 
megabytes of information would be required for the 
exhaustive description of reality), so much so that even any 
tiny part of it, in practical terms, is infinitely complex as 
well. Reality, including self, is also always the ultimate 
reference. All subjects facing reality are bound to adopt a 
constructivist approach [9], relying on means initially self-
provided, as innate or “wired”, and later on, hopefully 
improving those means, in particular by proceeding with 
exploration and learning by experience (Concretely, a human 
starts in particular with DNA; a typical robot of ours is given 
in particular a computer and an executable program; then 
they explore and learn and ultimately successfully achieve 
many new, unforeseen operations). 

This position is similar to the one of Kant [7], for whom 
innate, pre-existing “categories” are initially required, 
allowing cognitive agents to perceive. And simultaneously, 
by careful axiomatic contributions, complex cognitive 
structures including possible collective, shared models 
(culture) can be elaborated. 

In summary, in a first stage where a single individual is 
considered, we do not need to know what is reality, as we 
benefit from the beginning, of an innate (or “wired” in 
machines) capability to cope with it (models). Moreover, in 
parallel, rational processes can also develop, and, with 
automated cognition, with possible exploration tasks, and on 
the basis of acquired experience, this can usually yield 
significant improvements. 

At the next stage, where the creation of a new capacity to 
cope with reality is considered, ingenuity is the key, as 
defined in MCS ontology [5].  

 
Figure 5.  Experience strongly suggests that reality is infinitely complex. 
Models may be simple and validly serve singular goals, but they should 
always be considered as very specific for those goals and infinitely 
lacunary with respect to reality 

III.  WHAT IS TIME? 

Strangely, time is far from well defined in classical 
terms. The proposal of Kant is interesting with his 
complementary attitudes, leaning on one hand towards 
intuition, whereby everyone has a spontaneous 
understanding of the time concept; and leaning on the other 
hand towards rationality (Weltweisheit, philosophy), by 
which a rigorous, “mathematical”, definition could be 
elaborated – with no guarantee but chance however to have 
this latter construct coincide with the former one. Similarly, 
St-Augustine claims to know very well what is time - as long 
as nobody asks for a formal definition of it! Even in the 
contemporary time where philosophy and science have both 
well developed, Rosenberg apologizes for simply defining 
time as follows: “time is duration” and “duration is the 
passage of time” [8].  

 

 
Figure 6.  Time characterizes permanence, and speed as defined in MCS 
ontology, i.e., “c-speed”, does it for change. 
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It is well known that dictionaries tend to have circular 
definitions. This should be accepted for at least two reasons: 
as clearly stated by Kant, reality and cognitive world are 
disconnected; in this sense, a “first” definition, i.e., relating 
directly to reality is impossible (convenient complements to 
circumvent this definition obstacle include gaining 
experience by direct confrontation to reality, visits to 
museums, science parks, touring and lab experiments). Now, 
with circular definitions, the cognitive world appears as a 
maze with multiple entry points. In a chain of 10 so-related 
concepts, the reader has ten chances to hop with his/her/its 
intuition from reality to the cognitive world (which includes 
libraries, languages, dictionaries and Wikipedia). 

Time has already been addressed in MCS ontology, as 
well as two other closely related concepts fluency and 
agility. Here, however, things improve: a clearer articulation 
is made between time and change; speed is defined in a 
universal way, which then helps, with appropriate, specific 
complements, better handle changes in a variety of domains. 
Fluency, thus, becomes the speed of expert information 
delivery and agility the speed of action. 

We propose here to define time as a distributed axiom, in 
a cloud of 6 interconnected concepts: time, permanence, 
eternity, change, speed, and discontinuity (re. Figure 6): 

- Time is a measure of permanence, and is quantified by 
the “second” as a unit. 

- Permanence is the property of things that do not change. 
- A permanence that is persistent for an infinite amount 

of time is eternity. 
- Speed is a measure of change, and is quantified, in 

MCS ontology (“c-speed”), by the inverse of a second 
(notice that this is more general than the usual motion speed, 
assessed in meter per second; it can also apply to all 
dimensions other than linear in distance, e.g., speed of 
rotation, heating, speech, sedimentation, or general cognitive 
operations). 

- Change is the property of things that do not remain 
same, stable, permanent over a certain time.  

- A change that occurs at an infinite speed is a 
discontinuity. 

If any single one of the six previous statements is 
intuitively understood, this evidence can be rationally 
propagated to all the other 5 associated concepts. 

Changes can be of different orders: the speed of change 
may be permanent, constant over a certain time (1st order 
change); or the speed itself may change at constant speed, 
yielding the notion of permanent acceleration (2nd order 
change), etc. (re. “jerk” for 3rd order change). 

In summary, even though time has somehow been 
defined in various ways in the fields of philosophy and 
physics, in MCS ontology it gains in clarity and 
compatibility with other entities crucial for natural cognition 
and automated cognition. 

IV. HOW TO COPE WITH THE INFINITE COMPLEXITY OF 

REALITY? 

Section II has shown that reality should be considered as 
infinitely complex. Yet, it appears that much can often be 
achieved in practice. So, what paradigms allow for such 

positive outcomes? The current section presents 5 of them, 
including the selection of (prioritized) goals, the pragmatic 
exploration of local circumstances, the generation of agents 
with some innate or wired initial capabilities, an iterative 
process improving performance, and the accelerated progress 
resulting from setting multiple, coordinated actions in 
parallel. 

A. Necessity of selecting a goal 

As illustrated in Figure 5, experience shows that 
numerous goals can be reached while ignoring most aspects 
of reality. Numerous simple ad hoc models prove effective. 
To the point where even bacteria not only survive in our 
often-hostile world, but even usually live well and multiply. 

A basic paradigm consists in focusing attention on 
selected contexts, successively considering them with as 
many constraints as possible. A good example of this 
approach is notably the famous “hic et nunc – here and now” 
framework in Jesuits’ case studies. Here, are some other 
typical cases: “under assumption”, “with abstract and holistic 
views”, “with more detailed analytical representations”, etc. 

Critical for success is the proper selection of a goal. A 
goal in practice always has a number of peculiarities that 
open possibilities for effective and simple modeling (re. also 
Figure 5). In AI, it is often said in substance that experts 
know what to ignore in a given situation. 

For example, we have stated above what is the main goal 
of the research we refer to in this paper: to make possible the 
design of artificial cognitive agents effectively approaching 
human cognitive capabilities, with further possible positive 
impacts in three areas (see Introduction section). Toward this 
goal, an effective model implies in particular the proposed 
extensions of MCS ontology. 

Some other, more intuitive arguments for selecting a goal 
include the following two:  

- It may be useful to map in cognitive context the well 
established A* algorithm for navigation in space [10] crucial 
elements are the location of goal-site and the one of current 
position. 

- As reality is infinitely complex, non-oriented efforts 
would get as diluted and ineffective as curry powder thrown 
in a river (re. Thai motto recommending humans to focus on 
selected goals).  

B. Pragmatic approach adapted to circumstances 

Careful attention must be given to “current” status, as the 
latter typically evolves. In a pragmatic way, we propose to 
start with the world as is, modeled as simply as necessary for 
reaching the considered goals. In cognition, backtracking is 
the rule. From the selected goal, specifications are derived, 
which then lead the cognitive process, and in particular an 
active perception (“exploration”) faculty capable of 
acquiring useful information and the possible experience 
elements eventually allowing for improvements (re. Figure 
7). 

C. Innate goal and capabilities 

A prominent place is initially given to innate and current 
capabilities (re. Figure 8). 
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In practice, it is precious to be aware that even humans 
do not start, individually, from scratch. At birth time, they 
already know for example how to grasp, crawl, find their 
food; these tasks are not necessarily obvious for a robot. 

Some chicken for example have such an elaborate pre-
design that they can be industrially grown without any social 
assistance; they can get out of their egg and develop without 
the help of previous generations. 

 

 
Figure 7.  In cognition, backtracking is the rule. From the selected goal, 
specifications are derived, which then lead the cognitive process, and in 
particular an active perception (“exploration”) faculty  capable of acquiring 
the experience necessary for improvements. 

Therefore, it is legitimate also for machine-based agents 
under study to start from some predefined (let us say 
“wired”, or pre-programmed) initial state. And humans have 
created robots. 

D. Improved goal and capabilities 

In the paragraph about reality, care had been taken to 
keep things as simple as possible. Nevertheless, multiple 
cognitive processes, including some innate capabilities, and 
possibly newly acquired experience elements could already 
been mentioned, opening the way for improvements and 
learning. 

 
Figure 8.  Current goals and processes may result from exploration 
performed and/or experience acquired by an agent running a given 
cognitive process in a certain domain of reality. Initial goals and processes 
are innate (or “wired”). 

The next interesting stage occurs when the design and 
creation of a new capacity to cope with reality is considered 
(Figure 9). For connecting directly to reality, chance (as in 
Darwin’s theory,) or ingenuity (as defined in MCS ontology 
[5]) are the main keys.  

E. Collective approach; elements of communication, 
credibility, reputation, and trust 

Experience shows that the coordinated forces of multiple 
agents – groups- increase the possibilities of successful 
actions in the world. 

This paradigm can be exploited in a multiplicity of ways. 
Of particular interest for our context, we find groups of 
humans, of robots, and of hybrid resources – robots 
cooperating with humans. 

Groups have already been defined in MCS ontology. In 
this context a critical ingredient has been identified as the 
culture of the group, and, in reference to it, the 
communication channel and some kind of formalism, 
protocol or language. 

 
Figure 9.  Current goals and processes may lead to improvements in next 
generation system (in particular for humans or machines). 

Two new elements come now under scrutiny. The first 
one is, for inspiration, the case of baby communication, a 
case reasonably simple for the purpose of progressive 
transfer of approach to machine-based systems. The second 
one is the sharing of error probability of a source, among 
humans, which expands at group-level a feature already 
taken into account for individual cognitive agents. 

In their early months of existence, babies appear to have 
at least 4 types of communication capabilities. In some 
circumstances, babies can express strongly (high arousal) 
their emotions [11], their states of happiness and 
unhappiness (positive or negative valence); they cry, or 
smile, which typically leads to corresponding correcting or 
sustaining actions from their parents. They also test the good 
understanding and adequacy of key behaviors and gestures 
by imitating, and mimicking; they also sometimes just 
synchronize with others in their attitudes and actions (they 
join in or trigger yawning, and laughing). 

The MCS theory has introduced a value, in terms of 
probability of error, for cognitive agents delivering 
information. This affects the quantitative estimation of 
knowledge characterizing these sources. Now we can add a 
similar, interesting property at group level, which allows for 
appropriate propagation of the expected error-rate. In this 
framework, agents would take into consideration the 
credibility of sources and in particular of other group 
members; if shared at group level, this credibility could form 
the basis for, collectively, building up a reputation. Thus 
when receiving a message, such agents could associate to it a 
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trust value, based on reputation. Improvements would result 
in terms of modulation of risk-taking and in the respective 
weighting of multiple conflicting sources being integrated 
(fused). 

V. DETAILED EXAMPLES IN COOPERATIVE ROBOTICS 

Let us consider a typical test task of Robocup@Home  
(RaH) competitions, “Fetch and Carry” (F&C). In substance, 
team members can in particular talk to their robots, giving a 
hint about what to fetch (e.g., “a grey box”), and where it 
stands (e.g., “near the front door”); the robot should by then 
know enough about topology and navigation to be able to 
autonomously reach there, locate the object accurately 
enough to get it in the “hand”, grasp it, lift it up, and 
transport it back to the starting location (re. Figure 10). 

The results of Sections II and IV, including §A to E in 
the latter case can be illustrated here, both in human and in 
machined contexts.  

A. Illustration in human context 

In a first stage, a group of international experts have 
elaborated a rulebook where the general goal of designing 
systems useful for humans (re. to Section II, in short SII) is 
focused towards a domestic goal (re. to Section IV.A, in 
short SIV.A), and then backtracked into the specification of 
even more focused subgoals: elementary capabilities to be 
devised. One of them is the task called “Fetch and Carry”, 
addressing a “natural” way for a robot to find, grasp and 
transport an object (SIV.A). This intermediary goal is then 
searched in parallel by multiple teams (SIV.E). This task 
adapts to local infrastructure (SIV.B) and is iteratively 
considered, year after year (SIV.C-D). 

 
Figure 10.  In the F&C task, our proprietary robot RH-Y uses in particular a 
vocal dialogue, a navigation capability typically using a ranger for 
navigation purpose, a time-of-flight camera for recognising and locating 
objects (center) and position and force controlled arm and gripper (left and 
right). 

B. Illustration in robotic context 

The demonstration system is real and thus very complex. 
An overview of the task can be seen on a video available 
online (e.g., [12]) and multiple aspects are presented 
elsewhere. Here we shall discuss a minimum of aspects for 
purpose of example.  

Consider first as an analogy, the problem for a human to 
jump over a wall. This can be easily achieved, or may remain 
totally impossible, depending on how high is the wall; the 
metric height is critical. Similarly, in the cognitive world, 

properties must be precisely defined and metrically 
quantified in order to allow for meaningful descriptions and 
effective requirement estimation. 

For the F&C test task, referees typically retain about 20 
objects, which may be randomly put in 20 possible locations. 
Robots may more or less be wired with initial expertise, e.g., 
in terms of topologies and functions; a common culture is 
also defined (“names” of standard objects and locations are 
published on a wall one day or more before the test). Let us 
practice a quantitative estimation of requirements in terms of 
cognitive entities (re. concepts of Figure 2). Ignoring here 
many processes, such as e.g., word perception and 
recognition, or navigation and handling, let us focus on the 
cognitive task of understanding which object is where. The 
input space would consist in about 10 bits of information for 
each object and rough location specified. On this basis, at the 
most abstract level, one out of 20x20=400 possibilities 
should be resolved (i.e., about 9 bits) to know which object is 
to be fetched, and where it is roughly located. In this very 
minimal form, the necessary knowledge for correctly 
understanding the vocal dialogue amounts to approximately 
K=14 lin. With a dialogue lasting for 5 s, the amount of 
expertise for this cognitive task amounts to E=14/5=2.8 lin/s. 
Learning is demonstrated and can be quantitatively estimated 
on this domain:  without dialogue the task cannot be 
achieved in the 5 min allotted to the task (roughly, K=0 lin, 
and therefore, E=0 lin/s), while with a successful dialogue, 
lasting for, say 5 s, E increases to about 3 lin/s. The MCS 
intelligence index is thereby of i=3/5=0.6 lin/s2.  

In the specified location (e.g., “near the door”) the object 
is manually moved by referees by +/- 20cm just before the 
test, making it impossible for robots to have it fully (pre-) 
wired. Therefore exploration as in SIV.B is performed, using 
Time-of-Flight (TOF, distance) perception. Notice that here, 
as in most usual cases, the perception process features (or 
requires) a lot more knowledge and expertise than the above 
cognitive operation: in particular the input space includes 
here 176x144 samples, each with 1cm accuracy in a 500cm 
range, i.e., about 150’000 bits of information; similarly, the 
output stage is relatively large for successful trajectory 
specification (about 10’000 bits of output information), and 
the processing time is short (say, 0.1s). 

Time is a very important feature for success, in many 
contexts of these applications (motor control, parallel agent 
management, sensor-based exploration process, etc.). In our 
proprietary “Piaget” environment [13], agents run in parallel, 
with very short, individually granted, time slots, lasting for 
about 100 nanoseconds each in average. Therefore, at low 
level, Piaget defines its own fine-grained time basis 
(“TicksPerSecond”); permanence quantities are estimated as 
numbers of scheduler cycles (“Ticks”), which individually 
last for about 1 microsecond in average. At higher level and 
for longer time increments (>10 ms) time is managed on the 
basis of the system clock, and is thereby compatible with the 
general culture, common to multiple robots and humans, that 
makes effective cooperation possible. 



95

International Journal on Advances in Intelligent Systems, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/intelligent_systems/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

VI.  CONVENTIONAL AI,   COGNITION AND 

IMPLEMENTATION OF COGNITION IN THE REAL-WORLD  

(Artificial) Intelligence is but one concept in a broader 
field, which is (Artificial) cognition. 

AI has been addressed for half a century and longer 
(Turing 1950 [14]), yet no formal theory about it has been 
widely accepted today. Worse than that, experience shows 
that most people intuitively feel that, ultimately, intelligence 
is a property to be exclusively found in humans, implicitly 
thereby making AI, i.e., machine-based intelligence an 
empty set. As a stronger line of defense, the limits for this 
latter case are sometimes restricted to the frontiers of the so-
called general intelligence. 

The situation is really hard for conventional AI. Consider 
even some researchers who address explicitly the goal of 
designing intelligent machines (e.g., [15] Konidaris et al., 
2012). They state their aim at bringing together intelligence 
and machines, implicitly stating once more that machines 
have no intelligence. A better concept and wording would be 
to develop the intelligent capabilities of machines. 

In science and engineering, there have always been some 
researchers looking for integrated solutions, systemic 
answers. For this kind of people, in the case of AI in 
particular, beside the core aspects of world representation 
and information processing at a cognitive level, 
complementary aspects of autonomous implementation and 
immersion in the real world have also been part of the target. 
Some have even gone further to consider that cognition 
could only emerge from an autonomous, real-word, structure 
(e.g., discussion in [16]). 

Traditional difficulties in providing a formal theory, or 
even simply in delineating an appropriate ontology for 
cognition may in particular have come from two major facts: 
first attention has traditionally been deviated from “what is 
it?” to “how to let it operate?”; and the second is that 
connection has not been sufficiently made to the well-
defined information theory (consider e.g., [17]). 

Now as developed above, with MCS theory, reality 
appears as infinitely complex and yet for selected goals, 
much simpler models can be effective. 

VII.  PIAGET  FOR IMPLEMENTING COGNITION IN THE REAL-
WORLD  

Cognition has some interest per se, nevertheless, its main 
value relates to the ability to change the world. In this 
section, four aspects of this topic will be treated: the 
necessity of implementing automated cognition in the real-
world, the strategy for ensuring the best possible design, the 
requirements for a new environment supporting development 
and control in this regard, and finally an overview of Piaget, 
which provides solutions in this context. 

A. Necessity of implementation of cognition in the real-
world 

As discussed above, implementing cognition in the real 
world is a crucial requirement for smart machines. In our 
view input information for subsequent reasoning must be 
acquired – perception. And cognitive operations are useless 

if they do not yield results, information to be somehow 
converted into world changes – action. 

Again, let us insist and remind the reader that if he/she 
dogmatically defines intelligence to be exclusively human, 
intelligent machines are obviously impossible. By this token, 
to try to merge intelligence and robots is the most that can be 
done, and do not hope for success. On the contrary, by the 
definitions we advocate above, experience shows that AI is 
not only feasible, but also in fact already largely deployed. 
So the merge has already been done, yet of course significant 
improvements are still clearly expected. 

Notice first that cognition does not only imply 
information and knowledge, but also critically requires an 
engine – step 1 into the real world. In practice we have 
cognitive systems, in particular humans, or artificial 
cognitive systems (ACS). 

And adding the perception and action capabilities to 
cognition is a second step into the real world. This already 
defines a robot; to be possibly augmented with some 
locomotion and communication capabilities. 

Moving along this road, we have searched for the best 
possible design. 

B. Strategy for the best possible design 

The goal just stated in previous paragraph calls for a very 
complex system, embedded in the real world, and in 
particular operational in real-time, capable to address the 
most advanced applications in terms of automation and 
cognitive, human-related tasks. 

To be tractable, the proposed system must be organized 
as a hierarchy of coordinated, specialized resources (e. g. 
Figure 11), contexts, and points of view, each being 
individually much simpler 

Another element of strategy is, at all levels of the 
hierarchy, starting from the very top, to rely in as much as 
possible on existing elementary solutions – subsystems. 

Here where lots of integration must be done, the first 
priority in selecting potential components, strangely, is less 
on the top functional capabilities of these elements than on 
their safe availability and operational robustness. 

Possible candidates in terms of possible components may 
be found, from case to case, on the market, in scientific and 
technological publications, or other sources yet, including 
new proprietary developments. 

C. Requirements for a new set: architecture and language 

On day one, back in 1998, like today still, the system we 
aimed at could not be found, ready-made, on the market or 
in other labs. Nevertheless, more and more powerful 
components were being developed. At the hinge between 
these two realities, the first component to appear as 
necessary for our goal has been the design of a novel set, 
architecture and language, which we have called “Piaget” in 
reference to the famous psychologist of same name, 
recognized scientist of human cognition, who had made 
major contributions especially in the context of young 
children development. It is in fact a computer-based 
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environment, favorable for developing and intelligently 
controlling mobile cooperative agents and industrial robots. 

 

 
Figure 11.  Smart systems sense, perceive, think and act. The table names 
some of the underlying physical resources we have been using in Piaget 
context. 

D. Overview of Piaget 

The “Piaget” concept for architecture and language has 
evolved in two or three major stages, and is described in 
detail in Dessimoz, Gauthey and Omori 2012 [13]. For 
convenience, a few elements about this concept are also 
provided in this paragraph. 

Computers have been around for some time, as well as 
standard products in electronics, precision engineering and 
microtechnologies. Some of such major real-world 
components integrated in our intelligent robots with Piaget 
are shown in Figures 11 and 12. 

The cognitive components of the processes involving the 
real-world resources of Figures 11 and 12 typically relate to 
large amounts of information (>> 1 Mb), and operate at high 
speed  (up to  107 [1/s] and more).  

 

 
Figure 12.  Smart cognitive systems sense, perceive, think and act. While 
the previous figure includes general names, the current one illustrates by 
pictures the corresponding elements. Other elements not shown here 
include Kinect sensor, Katana arm, Aldebaran NAO humanoid, and Kuka / 
Stäubli industrial robots for example. 

The cognitive components of the processes involving the 
real-world resources of Figures 11 and 12 typically relate to 
large amounts of information (>> 1 Mb), and operate at high 
speed  (up to  107 [1/s] and more).  

The first crucial component that appeared to be missing 
though, was an application-oriented environment, with 

parallelism and real-time capabilities, and very open 
possibilities for integration of numerous, heterogeneous, 
products and services. 

 
Figure 13.  Example of instructions in Piaget language. 

In Piaget instructions are numbered (re. Figure 13). A 
meta-level program counter is defined for each task and is 
typically realized in the implementation, lower level 
language as a switch paradigm. A possible “AGN” suffix 
explicitly indicates, when present, that, for the next 
allocated time slot, the program proceeds at the next 
numbered Piaget instruction. 

Our applications make typically use, on the supervisory 
computer, of about 20 parallel agents. And experience 
shows that common, current computers can in average visit 
(enter, do the work, and step out) each task in a single 100 
nanosecond long time slot. 

The Piaget language includes in principle very specific, 
application-oriented instructions, such as for example the 
“ChooseTheBridgeVisually” instruction. It has been found 
useful also to integrate in it a kind of subset of the excellent 
VAL language for robotics, derived from AL [18]. This 
decision brings two main advantages: 1. VAL keeps a 
relatively general view at robotic and automation level (e.g., 
“Signal i” instruction to turn on the digital output number i), 
useful for the early phase of a new application. And 2. this 
paves the way to a common standard for novel, mobile 
agents and classical, industrial robots.  Val can be traced 
back to the beginning of industrial robotics, or even further 
to the above-mentioned AL language, and keeps evolving. 

Piaget supports direct and inverse kinematics as well as 
extensive support for transformation and frame ancillary 
computations, in matrix form and homogeneous 
coordinates. Motion control is typically hierarchized in three 
levels: programming, coordination and joint control, with 
elementary cycle speed respectively situated at about 500, 
15, and 0.5 milliseconds.  
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Now Piaget is typically running on a heterogeneous 
system including powerful components in principle 
interconnected with Ethernet and TCP-IP capabilities; due 
to lack of availability in this standard, quite a few resources 
are similarly connected in a complementary, USB mode. At 
supervisory level, a PC in Windows context is the rule, still 
for reasons of compatibility with complementary existing 
resources (e.g., Figure 14 for interactive “cockpit”). Closer 
to physical action, we can see specialized components such 
as servo-controllers, PLC, cameras, rangers; and the latter 
typically provide their own information processing 
resources, with power and robustness, in their own 
environment (re. Figure 15). 

 

 
Figure 14.  Example of main screen in interactive Piaget context, along 
with more specialized forms (map of environment and polar ranger data). 

 

 
Figure 15.  The high cognitive and action requirements of our complex 
applications in the real world require a great sophistication of structures, 
and a contingent heterogeneity of resources, communication channels, and 
protocols. 

Piaget has a number of interesting, original features, and 
some of them are the following: extensive simulation 
capabilities, easy interactive actions (interpreted language 
elements), progressive levels of programming techniques, 
and various degrees of inter-cooperation performance. 

The various levels of programming makes it very easy for 
less expert users to define new strategies, as is regularly 
required in matter of hours (and sometimes minutes!) in 
world-level competitions (for more demanding development 

work though, such as, typically, implementing Piaget on a 
new platform, OS, language, the effort is similar to usual 
software engineering). The open architecture allows quite 
effortless to reuse specialized subsystems and software 
packages. 

VIII.  EXAMPLES AND PROVEN RESULTS – COGNITICS AND 

PIAGET 

This section provides 3 sets of exemplary applications 
developed and driven by Piaget, of examples in automated 
cognition, in cognitics (or AI, in classical terms, deployed in 
the real-world). The first ones reflect two of the main 
successive application areas of Piaget: Robocup@Home 
[19] [20], and industrial robotics; the last one highlights the 
ease of estimation in quantitative cognitics (re. Dessimoz 
2011 [5]) as supported in Piaget. Some prominent concepts 
of MCS are illustrated below, but of course not all of them 
can be illustrated here; they have also been validated 
though. 

A. Piaget and cognitics for intelligent robots in 
Robocup@Home competitions 

Piaget had concretely first been created for Eurobot 
competitions. On the other hand, industrial robotics, 
computer vision and classical AI techniques had been 
practiced in R&D initiatives, projects and ad hoc curricula 
(e.g.. Figure 16). Then those fields somehow converged in a 
project adopting the common goal of the Robocup@Home 
league. 

 
Figure 16.  Early skilled competences in Piaget environment included the 
fast visual perception of colors and recognition of objects, as well as 
coordinate transforms from picture onto field, as illustrated here, as well as, 
not shown here, the 300 times per second localization of opponent robot. 

Moving to Robocup@Home called for more complexity, 
in particular as a result of merging into less structured 
environment (home), and because of the necessity of 
cooperation, moreover in a “natural” way, with humans.  

Figure 17 illustrates vocal and dialogue management as 
typically supported in Piaget environment and language, as 
well as vision-based face recognition. At the moment the 
screen is frozen, we are between recognized sentences; a 
recognized vocal sentence could be for example “Go to 
door”. If “echo” is selected, the robot will typically confirm: 
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“I have heard: go to door”, and if this is critical, the 
dialogue manager will ask for a confirmation (“is this 
correct?”). 
 

 

 
Figure 17.  On the left, Piaget panels and text-typed fields illustrate typical 
vocal dialogues: e.g., recognized commands are shown in green (here “ “) 
and synthetized text in yellow; yes/now buttons can at will simulate 
microphone inputs. On the right a face is recognized for “Who is Who” 
test. 

Advanced tests in terms of cognitive capabilities and 
human robot interaction capabilities have been 
demonstrated in Robocup@Home world competitions, e.g., 
“CopyCat”: programming by showing – the robot learns 
what to do; (Figure 18) and “FastFollow”: leading and 
training a robot in new homes just by walking –the robot 
learns a path, and can for example guide the human back to 
the starting point; “OpenChallenge”: in Singapore our 
robotic group included three coordinated robots, and in 
particular a humanoid for the purpose of mediation between 
human and machines (Figure 19).  

  
Figure 18.  On the left, RH-Y robot visually analyzes and immediately 
replicates each of the object displacements manually performed by 
President Asada. On the right, RH-Y moves fast, following its guide, 
crossing another team, and completing first the imposed visit of a home. 

  
Figure 19.  “Open Challenge” (Robocup@Home world competition, 
Singapore). Nono, a NAO-typed robot, discusses with “Daniel”, moves on 
OP-Y platform and then calls RH-Y, which brings drinks and snacks. 
Application developed and programmed in Piaget 

Like for Eurobot competitions, in Robocup-at-Home 
contests, results have always been reasonably good, in both 

cases reaching the 4th place in rank for the best year. Many 
videos of past competitions are available, on our server 
and/or on YouTube.  

B. Piaget and cognitics for intelligent robots in 
industrial applications 

Industrial applications can also been driven by Piaget. 
Figures 20 and 21 illustrate two cases, the former one 
involving a Staubli robot and the latter one a Kuka. 

 

 
Figure 20.  “Chip count and accuracy test”: Application mostly developed 
and programmed in Piaget, including the industrial robot arm visible on the 
picture and other resources: optical fiber, PLC, camera, motorized rotating 
table, servocontroller, Ethernet switch, PC and other components yet. 

In both cases, the robot arms are driven, at elementary, 
lowest level, by manufacturers’ controllers (incl. KRL for 
Kuka; Val3 for Stäubli) and, at higher levels, by a program 
developed in Piaget environment and expressed in Piaget 
language. 

 

 
Figure 21.  Three windows relating to an industrial application involving a 
Kuka robot (The first two belong to Piaget environment; the third one is a 
remote desktop linked to Kuka controller). 

Piaget supports fast and robust vision, in many modes 
(infrared/BW, color, thermal, 3D-time of flight sensors; 
various processes).  

C. Integrated capabilities in Piaget for quantitative 
estimation of cognitive properties 

A particular interest of Piaget environment is to provide a 
tool for convenient, quantitative estimation of core cognitive 
properties: knowledge, expertise, experience, speed/fluency, 
intelligence, as well as low-level ingredients: probability 
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calculus, quantization, sampling rate, input and output 
information signals and quantities, all this along with an 
interactive example (Figure 22). 

 
Figure 22.  Piaget environment includes a form for the quantitative 
estimation of cognitive properties in general, along with a specific 
example: learning how to accurately click in the center of 4 targets. 

IX.  COGNITION AND PHILOSOPHY 

Cognition was given ontology above, including notably 
definitions for time, reality and wisdom. This overlaps to a 
large extent with domains of interest in classical philosophy 
though. Nevertheless, each fields retains important 
distinctive properties. This section suggests that a cross 
feeding of results achieved in the respective fields mutually 
helps and it shows some concrete examples in this regard.  

Philosophy literally means "love of wisdom" and was 
used in Ancient Greek to refer to any pursuit of knowledge 
[21-24]. In that era, the field was very broad, including not 
only core cognitive elements, such as formal logic and 
syllogisms but also domains considered today on their own, 
such as physics, sciences and politics. In fact even today 
philosophy keeps the universal view, and in this sense keeps 
including the latter domains, though in their most abstract 
forms only.  

On the other side advances in tools and techniques have 
progressively led to automation and, more recently, out of 
necessity, to a formal and quantitative theory of cognition. In 
this evolution, the scientific approach has led to epistemic 
observation and a theory including axiomatic definitions of 
core concepts and the proposal of related metrics [5] [25-27]. 
Cognition is essentially the faculty to deliver correct 
information, ensured by specific internal structures and 
operative flows, typically processing information rationally, 
with high performance levels, for example in terms of 
complexity, knowledge, abstraction, learning, or expertise. 
While historically rather exclusively considered in human 
context, cognition is also, today, and increasingly, 
concerning man-made artifacts (re. artificial cognition, 
traditionally commonly described as AI).  

In philosophy, cognition is central, and yet as the 
etymology of the former word can doubly prove it, 
philosophy is much more than that. Interestingly, Thomas 
Aquinas has formally distinguished behavior in two main 
categories. While indeed the cognitive category is one of 
them, there is also a decisive other one, which encompasses 
the affective components, feelings and emotions [28]. 
Precisely with the notions of « love » and « wisdom », 
philosophy strongly refers to non-cognitive components: the 
former case is evident, love is a feeling; the latter case 
requires more explanations. Wisdom is a specific property of 

cognitive agents, referring to their ability to take good 
decisions (to be expert in delivering the messages that make 
agents reach a given goal); here at least two problems remain 
out of cognitive reach: which goal is appropriate? And are 
the required non-cognitive components, necessary to reach 
the goal, also ready for action (e.g., availability of energy, 
affects, physical elements or social partnerships)?  

In consequence, philosophy is necessary for addressing 
problems at both ends of the reasoning chain, typical of 
cognitive processes: 1. the intuitive, experimental process 
extracting initial, axiomatic data and model features from 
reality; 2. the selection of relevant goals (re. ethics and, 
ultimately for humans, the choice of individual roles in 
universe).  

Reciprocally, as is shown below in five points, the formal 
framework initially developed for advances in machine-
based cognition, with means for quantitative assessments, 
suggests that other distinctions can be beneficial and allow 
for a novel clarity of many philosophical issues.  

Rational, cognitive processes, for humans as for 
machines, can only develop in formal, well-defined 
structures that finally remain necessarily extremely simple 
with respect to reality; they develop in the scope of ad hoc 
models. Figure 5 above has qualitatively illustrated the fact 
that the simplicity of models has a huge cost: a similarly 
extreme restriction in terms of respective goals that any 
model can help to reach. The mentioned framework for 
cognitive sciences quantitatively defines complexity (and in 
an analog way, simplicity) as a direct function of the quantity 
of information (for which quantitative assessment is well-
founded). Everyone knows that models are never complete 
with respect to reality, but going quantitative shows that the 
ratio in their complexities with respect to reality tends to zero 
(“zero–plus”?). This has tremendous consequences in 
philosophy: in particular what debate with respect to truth 
can be meaningful? How not to underestimate the 
importance of goal setting? The fact is that faith cannot, 
ultimately, be the defense of any truth, but in priority should 
represent adherence to a certain freely chosen goal.  

Research in cognition has brought other, new results in 
terms of system granularity and group nature. A similar 
scheme can repeatedly be observed at very different scales, 
whereby apparently “individual”, autonomous systems can 
appropriately be merged thereby yielding the emergence of a 
new holonic entity (a “group”), or on the contrary those same 
structures can be observed as coherent, collective entities 
(i.e., as ”groups” as well), and consequently be analyzed in 
finer cooperating substructures. In particular, from a 
cognitive perspective, much of the paradigm is similar 1. as 
neural networks cooperate at brain/body level (re. 
“thinking”), and 2. as individual agents cooperate at a 
collective, higher level, yielding a group behavior (re. 
“society”).  

Experience shows that the effective, integral capability of 
groups is not always guaranteed, at any level, and the 
challenge gets more serious when, as is most of the time the 
case, a same resource may simultaneously be part of multiple 
groups, of different “cultures” and boundaries. Consider for 
example the risk of schizophrenia and possibilities of 
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membership conflicts for a human involved in several allied 
families, an employing company, various friendship circles, 
one or multiple religious entities, political parties 
cooperating in broader, secular frameworks, spaceship Earth, 
etc. 

A particular advantage of automated cognition is that it 
allows theory in cognition to be operationalized. Coherence 
between a theory and the corresponding praxis has probably 
never been so close to guarantee. The very equations and 
structures that describe a cognitive phenomenon can now be 
computed in real-time and used to guide actions accordingly 
in the real world, as embedded computers and cooperating 
robots start routinely to do so.  

Research in automated cognition has brought further, 
crucial results in terms of system dynamics. Careful, 
quantitative estimations and specific structural aspects can 
for example detect instability conditions and may call for 
changes in organization, such as granting autonomy to 
selected subsystems. Consequences can be drawn with 
benefits in the context of social philosophy. Reciprocally, it 
is also true that classical models in philosophy can help 
design novel automated systems featuring machine cognition 
(including AI).  

X. CONCLUSION 

Designing advanced cognitive technologies and 
applications requires a formal ontology, such as the MCS 
Model for Cognitive Sciences, the theoretical foundations 
now proposed for automated cognition, cognitics. Cognition 
has the ability to create and deliver pertinent information, 
both for the case when it is embedded in humans, and also 
for the case when it is machine-based, automated (re. 
« cognitics » in this latter case). 

Starting in a pragmatic way from where we stand, in 
particular with humans creating robots, progressing with 
distributed axioms, navigating through small contexts in 
direction of selected goals (the design of high performance 
machines, of robots cooperating with humans, and a better 
understanding of cognition in humans), we adopt a 
constructivist approach in conceptual framework and 
validate them gradually by making them operational in test 
tasks. 

 Past works had taken for granted that reality and time 
were notions evident for everyone. Now, at the moment of 
attempting a practical implementation of those notions in 
robots, the situation is quite different. Early results in the 
context of MCS theory had made it clear that reality is 
infinitely complex, practically out of reach for cognition, 
under condition of exhaustivity. 

Discussion has been made above of a number of 
cognitive notions including those of reality, time and 
revisited “speed”, change and discontinuity, innate and 
learned behaviors, as well as the human-inspired basics of 
communication in a group. These newly defined notions 
conveniently complement the existing MCS ontology. 
Notions are delineated in conceptual frameworks and can 
moreover be made operational, deployed in the real world, 
for validation purpose and for the benefit of users. All these 
elements confirm the rightness of our current approaches in 

solving concrete Artificial Intelligence problems and this is 
illustrated below by some concrete examples taken in 
domestic context, including robots capable of learning. 

Further research has been performed and the current 
paper could sketch ways to cope with the infinite complexity 
of reality. Several other cognitive notions could also be 
newly discussed, including those of time and revisited 
“speed”; change and discontinuity; innate and learned 
behaviors; as well as the human-inspired basics of 
communication in a group. On the basis of the proposed 
MCS ontology, and taking often advantage of innate/wired 
expertise, it can be concluded that robots can be effectively 
deployed in quantitatively bound domains, as illustrated in 
several concrete examples. 

Cognition would not make much sense per se, and the 
paper has also shown how it can be implemented in the real 
world, notably using Piaget, our proprietary environment for 
development and programming of smart robotized systems. 
Experiments prove that the resulting smart systems can 
indeed successfully operate in the real-world, and in 
particular interact with humans, performing with large 
quantities of cognitive components: knowledge, expertise, 
learning, etc.  

The quantitative approach of MCS and the 
operationalization of its cognitive concepts in real-world 
systems allow as well for an effective design and realization 
of smart systems for the benefit of humans as a fruitful 
dialogue about core issues in philosophy. 
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Abstract—In a previous short paper [1], data 

demonstrating that using mentoring to supplement training 

had a significant impact on reducing requirement defect 

density levels from initial to final versions of requirements 

specifications for a software product was presented.  This 

paper provides additional details of the initial training, 

mentoring and review methods delivered by the requirements 

Subject Matter Expert (SME).  In addition, data from a third 

generation of the requirements specification is now available, 

which supplements the existing defect data from the earlier 

two generations.  Requirements authors typically receive little 

formal university training in writing requirements.  Yet, they 

are expected to write requirements that will become the 

foundation for most future product development.  Defects 

introduced during the requirements phase of a project impact 

multiple downstream work products and, ultimately, product 

defect and quality levels.  Many companies, including Intel 

Corporation, have recognized this skills gap and have created 

requirements training classes to address this issue.  While 

effective in providing the fundamentals of good requirements 

writing, much of this knowledge can be misapplied or lost 

without proper mentoring from an experienced requirements 

SME.  Our experience over the last decade at Intel has found 

that adding SME peer mentoring improves both the rate and 

depth of proper application of the training, and improves 

requirements defect density more than training alone.  The 

data from case studies across three generations of a software 

product will expose the issues with training alone and the 

benefits of combining training with SME mentoring in order 

to reduce requirements defect density levels.  All three 

generations of requirements specifications achieved at least a 

90% reduction in requirements defect density from initial to 

final releases. 

 

Keywords-requirements  specification; requirements defects; 

requirements defect density; training; mentoring; multi-

generational software products. 

 

I.  INTRODUCTION 

This paper is an extension of a previous short paper [1] 

that presented data demonstrating the benefits of using 

mentoring by an experienced requirements SME to 

supplement requirements training.  Details of the training 

materials, additional mentoring and review examples and 

additional defect density data from a third generation of the 

software requirements specification will be presented.   

While bachelor’s degrees exist for a variety of 

Engineering disciplines, degrees and even undergraduate 

courses in Requirements Engineering are scarce.  Primary 

requirements authors (those whose primary role is to elicit 

and write requirements) may have some training.  

However, secondary authors (those whose primary role is 

architecture, development, testing, etc.) may have little or 

no requirements training.  As Berenbach, et al, state 

“Requirements analysts typically need significant training, 

both classroom and on the job, before they can create high-

quality specifications.” [2] To close this skills gap, many 

companies have created in-house requirements courses or 

contracted third-party trainers to teach the basics of well-

written requirements.  Many are based on the IEEE 830 

standard, [3], or the good, practical books published in the 

field over the past fifteen years [4][5].  At Intel, in-house 

requirements courses have been taught to over 15,000 

employees since 1999.  While useful for providing an 

initial understanding of the issues and challenges of 

requirements authoring, the knowledge gained through 

these courses can be misapplied or lost due to the 

inexperience of authors in writing effective requirements.  

By pairing them with an experienced requirements SME, 

the authors can be provided with early feedback on the 

deficiencies of their requirements. 

 This paper is organized into six sections.  Section I is 

the introduction.  Section II reviews the requirements 

training materials in detail.  Section III discusses the 

backgrounds of the authors and the review process for the 

requirements.  Section IV provides information on trust, 

early requirements samples and mentoring.  Section V 

presents the requirements defect densities for all three 

requirements specifications.  Section VI analyzes the data 

and derives conclusions based on the data.    

  

II.  REQUIREMENTS TRAINING MATERIALS 

The requirements authors attended a training session on 

requirements writing (some details of which are available 

publicly [6]) prior to beginning work on the Software 

Requirements Specification (SRS) for their generation of 

the software.  These training sessions focused on the issues 

with natural language, attributes of well-written 

requirements, a consistent syntax for requirements and an 
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introduction to Planguage (“Planning Language”) [7].  This 

training class was a full day in length.   

The training begins with the purpose of requirements.  

Specifically, requirements help establish a clear, common, 

and coherent understanding of what the system must 

accomplish.  Clear means that all statements are 

unambiguous, complete, and concise.  Common indicates 

that all stakeholders share the same understanding.  

Coherent ensures all statements are consistent and form a 

logical whole.  Given the number of people that consume 

requirements and their differing experiences and 

backgrounds (SW, HW, testing, etc.), it is essential to 

project success to create a set of requirements that produces 

this clear, common and coherent understanding of what is 

being architected and designed.  Without this, assumptions 

will be made and differences of interpretation will form 

leading to defects, rework, and schedule slips.  A defect is 

defined as a mistake in a work product (SRS, code, etc.).  

Defects can be caused from lack of knowledge, lack of 

attention or both.  Minimizing defects improves product 

quality. 

A good analogy is building a house.  If a house is built 

with improper specifications and with shoddy workmanship 

(i.e., a poor foundation), it will likely be unstable and 

require “propping up” (rework) to improve its stability.  

Similarly, a software product built with a poorly written set 

of requirements (i.e., high defect rate) will also be unstable 

and require “propping up” (defect fixes) to stabilize it.  An 

unhappy customer is the likely result in both cases. 

The class continues with a discussion of natural 

language, the language used in everyday conversations and 

writing (e.g., emails and other correspondences).  It is 

typically the easiest form of language to learn and usually 

requires no formal training.  Infants learn natural language 

by listening and repeating the words spoken by their 

parents or siblings.  While this is true for any language, the 

training (and this paper) focuses on the natural language of 

American English.     

While easy to learn, natural language presents a plethora 

of issues for requirements.  These issues include ambiguity, 

weak words, unbounded lists and grammatical errors.  

Ambiguity occurs when a requirement can have multiple 

interpretations.  Weak words lack a precise or common 

meaning (i.e., they are subjective).  Unbounded lists have 

no beginning, no end or lack both.  Grammatical errors 

include improper verb selection, using a slash (e.g., does 

read/write mean “read and write” or “read or write”), 

compound statements and passive voice. 

Here are few examples that demonstrate the issues with 

natural language: 

 

The software should log invalid access attempts. 

Issue:  “should” implies that this is optional 

 

The software shall be easy to install. 

Issue:  “easy to install” is subjective 

An error report shall be generated. 

Issue: passive voice—who or what is generating 

the error report?   

 

The software shall support 25 or more users. 

Issues: 

 “support” is a weak word, i.e., it lacks a 

precise meaning 

 25 or more is an unbounded list (there is no 

upper limit) 

  

In order to reduce the issues with natural language, the 

class next presents the ten attributes of well-written 

requirements.  They are listed in Table I below. 

 
TABLE I:  10 ATTRIBUTES OF WELL-WRITTEN REQUIREMENTS 

 
Attribute Attribute 

Complete Prioritized 

Correct Unambiguous 

Concise Verifiable 

Feasible Consistent 

Necessary Traceable 

 

A requirement is complete when development can 

proceed with minimal risk of rework or wasted effort.  If a 

requirement is not complete enough, the development team 

will have to make assumptions about its meaning.  These 

assumptions can lead to differences of interpretation among 

architects, coders and testers, which will result in a higher 

number of defects being filed by the testing team, and 

ultimately to inefficiency and unnecessary work. 

 

Not Complete:  The software shall allow some number 

of incorrect login attempts. 

 

Complete:  When more than 3 incorrect login attempts 

occur for a single user ID within a 5 minute period, the 

software shall lock the account associated with that user 

ID until reset by the administrator. 

 

A requirement is correct when it has been reviewed by 

stakeholders and SMEs (both technical and requirements) 

and any errors have been fixed.  These reviewers should 

ensure that the requirement is accurate and does not contain 

invalid assumptions, logic errors, typos, or conflicts with 

internal documents or industry specifications. 

 

Not Correct:  The software shall calculate the area of a 

triangle as the base multiplied by the height. 

 

Correct:  The software shall calculate the area of a 

triangle as one-half of the base multiplied by the height. 

 

A requirement is concise when it conveys its intent as 

succinctly as possible.  A requirement is not concise if it 

contains more words than necessary, multiple requirements 
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(“ands” or multiple sentences), or superfluous information 

(opinions, rationale, etc.).  A concise requirement is written 

using the least number of words needed to express its 

intent. 

 

Not Concise:  We’ve had a lot of negative feedback 

about the format of the current local time.  It is now 

displayed only in 24 hour format.  We should have a 

configuration menu option to select 12/24 hour format.   

 

Concise:  The configuration menu shall display an 

option to display the current local time in either 12 hour 

or 24 hour format. 

 

A requirement is feasible if it can be shown to be 

implementable. Feasibility can be demonstrated through 

implementation in previous products, simulations, analysis 

and prototyping.  Evolutionary requirements, those based 

on pre-existing, verified requirements, are typically easier 

to prove feasible.  Revolutionary requirements, those that 

have no current basis for development, will require a much 

more thorough analysis by experienced architects and 

developers.    

 

Not Feasible:  The software shall allow an unlimited 

number of concurrent users. 

 

Feasible: The software shall allow a maximum of two 

thousand concurrent users.   

 

A requirement is necessary when it is needed from a 

customer, stakeholder, business or competitive perspective.  

These requirements may have been gathered during an 

elicitation process (internal or external), included as part of 

a strategic roadmap or business plan, required as the result 

of a competitive analysis or created to provide a product 

differentiator.  Requirements that are not necessary create 

wasted effort and bloat project budgets.      

 

Not Necessary:  The software shall be distributed on 

magnetic tape, 5.25 inch floppy disks, 3.5 inch floppy 

disks, CD-ROM and DVD media. 

 

Necessary:  The software shall be distributed on DVD 

media.  

Rationale:  DVD media listed as the top choice for 

distribution based on feedback from our top 50 OEMs. 

 

A requirement is prioritized when it is assigned a rank 

or order level relative to other requirements.  Priority can 

be determined by a number of factors including value, risk, 

development time, project cost, and resources required.  

Priority levels are typically on a three point (High, Medium 

and Low) or five point scale (1 = Highest and 5 = Lowest).  

An alternative is to rank each from 1 to n, where n is the 

total number of requirements.  However, this method is 

usually eschewed by most development teams if there are 

more than fifty requirements due to the time required to 

assess and assign a unique value to each. 

 

Not Prioritized:  All requirements are critical and must 

be implemented. 

 

Prioritized:  80% of requirements High, 15% Medium 

and 5% Low. 

 

Priority is an important attribute for requirements to 

possess.  Too often, all requirements are deemed “critical”.  

If the schedule slips, the team has no basis for determining 

which requirements can be postponed to a future release 

since all are of equal priority.    

  

A requirement is unambiguous when it has the same 

meaning for everyone.  Since requirements will be read and 

utilized by many different stakeholders, writing them 

unambiguously is critical to achieving a common 

understanding.  Each stakeholder has a different 

background and experience level, so the requirements must 

be written with precise language that is not open to 

different interpretation.  All subjectivity must be removed. 

 

Ambiguous:  The software must install quickly 

 

Unambiguous:  Where using unattended installation 

with standard options, the software shall install in under 

3 minutes 80% of the time and under 4 minutes 100% of 

the time. 

 

A requirement is verifiable if it can be determined that 

the requirement will be or has been implemented properly.  

This can be accomplished in a number of ways including 

prototyping, analysis or testing.  A requirement is not 

verifiable if it is incomplete, incorrect, not feasible or 

ambiguous, so there is a dependency on some of the other 

attributes.   

 

Not Verifiable:  The user manual shall be easy to find on 

the DVD. 

 

Verifiable:  The user manual shall be located in a folder 

named “User Manual” in the root directory of the DVD. 

 

 A requirement is consistent when it does not contradict 

any other requirements or documents.  This is an attribute 

that must be evaluated for against the entire set of 

requirements, not just an individual requirement.  The 

consistency test must be applied to other requirements, 

roadmaps, internal specifications and industry standards.  

Of all the attributes of a well-written requirement, this one 

is the most difficult to determine because of all the 

interrelationships that must be examined. 
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Not Consistent: 

#1: The user shall only be allowed to enter whole 

numbers. 

#2: The user shall be allowed to enter the time interval 

in seconds and tenths of a second. 

 

Consistent: 

#1: The user shall only be allowed to enter whole 

numbers except if the time interval is selected. 

#2: The user shall be allowed to enter the time interval 

in seconds and tenths of a second. 

 

 A requirement is traceable if it has a unique and 

persistent identifier.  Unique means that each requirement 

has its own identifier and there are no duplicate names.  

Persistent indicates that an identifier, once associated with a 

requirement, can never be used for another requirement.  

Traceability allows requirements to be linked to other 

design artifacts like use cases, test cases and even source 

code.  Many requirements management tools automatically 

assign these identifiers. 

 

Not Traceable:  The software shall prompt the user for 

the PIN. 

 

Traceable:  Prompt_PIN:  The software shall prompt the 

user for the PIN. 

 

Many of these ten attributes are interrelated.  For 

example, a requirement cannot be complete if it is 

ambiguous.  Likewise, a requirement cannot be correct if it 

is not verifiable.  With the exception of consistent, each 

requirement can be evaluated individually relative to the 

nine other attributes. 

In order to provide consistency, the Intel requirements 

training introduces a requirements syntax of the form: 

 

      [Trigger][Precondition] Actor Action [Object]  

 

Note that the objects in square brackets are optional.  The 

actor is the part of the software or system that implements 

the requirement.  The action is the act taken by or event 

done by the actor.   Finally, the object is what the actor 

takes the action on. When present, a trigger is some event 

or state that causes the requirement to occur.  When 

present, the precondition must be satisfied for the 

requirement to be executed.   

Intel has adopted the convention of using the imperative 

“shall” for functional requirements and “must” for non-

functional requirements, which aligns with the common 

usage in industry.  The words “should” and “may” imply 

optionality and thus are not used for requirements.  

Developers should not be given the option as to whether to 

implement the requirement or not.  Any requirement 

assigned to a developer must be implemented.   

While the words “shall” and “must” are generally 

recognized as imperatives in the U.S., it is not the case in 

some other countries.  In fact, sometimes the exact opposite 

is true.  The word “should” carries a stronger meaning than 

the word “shall”.  This discrepancy can be resolved by 

adding a note at the beginning of any requirements 

specification indicating that “shall” is the imperative.  

Here is an example of a requirement written using the 

syntax above: 

 

When the high temperature threshold limit is exceeded 

and event logging is enabled, the event monitoring 

software shall record the date and time of the high 

temperature event in the system log.  

 

Trigger:  the high temperature limit is exceeded 

Precondition:  event logging is enabled 

Actor:   event monitoring software 

Action:  record 

Object:  date and time of the high temperature event 

 

To complement this syntax, the Intel requirements 

program has adopted EARS (Easy Approach to 

Requirements Syntax) that was developed by Alistair 

Mavin et al [8] at Rolls-Royce.  This group applied EARS 

to requirements for the aviation industry.  It establishes a 

small number of specific constrained natural language 

patterns for various types of requirements.  They are 

summarized in Table II. 

 
TABLE II:  EARS PATTERNS 

 
Pattern Name Keyword(s) Description 

Ubiquitous N/A Always occurring or a 

fundamental property 

Event-Driven When Occurring as the result of an 
event or trigger 

Unwanted 

Behavior 

If…then Occurring as the result of an 

unwanted behavior or error 

condition 

State-Driven While Only occurring while in a 

particular state 

Optional Feature Where Only occurring where an 

optional feature is present 

Complex Combinations 

of the patterns 

when, if/then, 
while, and 

where 

Occurring as the result of 

multiple patterns 

 

Ubiquitous requirements are universal.  They exist at all 

times and state a fundamental system property.  They do 

not require any stimulus in order to execute.  For most 

products, ubiquitous requirements are usually in the 

minority.  Here is an example: 

 

The software shall be available for purchase on the 

company web site and in retail stores. 
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Requirements that are event-driven occur as the result 

of an event or a trigger.  In other words, there must be some 

stimulus that causes the requirement to execute.  The 

keyword “when” denotes this pattern.  Here is an example: 

 

When a DVD is inserted into the DVD player, the 

software shall illuminate the “DVD Present” LED. 

 

The unwanted behavior pattern applies to requirements 

that handle unwanted behaviors including error conditions, 

failures, faults, alarm conditions, disturbances and other 

undesired events.  The keywords “If” and “then” designate 

this pattern.   Here is an example 

 

If there are not sufficient funds in the account, then the 

software shall reject the withdrawal request. 

 

A state-driven requirement occurs if and only if the 

system is in a particular state.  States can be conditions like 

operating on battery power, using cruise control and 

holding down a key.  The keyword “while” indicates this 

pattern.  Here is an example: 

 

While the AC power is off, the software shall illuminate 

the yellow LED. 

 

The optional feature pattern applies to requirements 

that only occur if an optional feature is present.  These 

features may be software or hardware related.  Here is an 

example:   

 

Where a HDMI port is present, the software shall allow 

the user to select HD content for viewing. 

 

A complex requirement occurs when multiple patterns 

are needed to describe the action or actions.  It uses 

combinations of the four previous keywords (when, if/then, 

while, and where).  Here is an example: 

 

While in startup mode, when the software detects an 

external flash card, the software shall store video on the 

flash card. 

 

The last part of the class teaches an overview of Tom 

Gilb’s Planguage [7], along with exercises to reinforce the 

concepts.  Planguage utilizes a series of keywords to help 

define a more complete requirement by using a standard 

format.  The result is that requirements have fewer 

omissions or missing information, reduced ambiguity and 

increased reuse.  Examples of essential keywords for 

functional requirements appear in Table III. 

 

 

 

 

 
TABLE III:  KEYWORDS FOR FUNCTIONAL REQUIREMENTS 

 
Keyword Description 

Name a short, descriptive name for the 

requirement 

Requirement text defining the requirement 

Rationale justification for the requirement 

Priority importance of this requirement relative 

other requirements 

Status current state of the requirement 

Contact who to contact with questions 

Author who originally created the requirement 

Revision revision number for the requirement 

Date date of the latest revision 

Defined an acronym or term definition 

 

Additional essential keywords for non-functional 

requirements appear in Table IV that follows.  These 

keywords help bound the testing space for quality and 

performance requirements.  The Scale and Meter define 

what the measure is and how it will be measured.  Intel uses 

Minimum, Target and Outstanding (referred to in 

Competitive Engineering [7] as Must, Goal and Stretch) to 

define success for the non-functional requirement.  Note 

that Planguage is flexible in allowing keyword names to be 

changed and other keywords to be added.   

 
TABLE IV:  KEYWORDS FOR NON-FUNCTIONAL 

REQUIREMENTS 

 
Keyword Description 

Scale scale of measure used to quantify the 

requirement 

Meter process or device used to establish location 

on a Scale 

Minimum minimum level required to avoid political, 

financial, or other type of failure 

Target level at which good success can be claimed 

Outstanding feasible stretch goal if everything goes 

perfectly 

 

The requirements previously presented would be entered 

into the “Requirement” keyword field.  The other fields 

would be entered by the original author or added by others 

as more details about the requirement become available.  

The essential keywords should be entered for all 

requirements.  Additional, optional keywords can be added 

as needed by team responsible for the requirements.  If a 

Requirements Management Tool (RMT) is used, it may 

populate many fields automatically (e.g., persistent ID, 

author, revision, and date). 

An example of a functional requirement written using 

Planguage is shown in Table V.  The name is short and 

succinct.  The text is written for an optional feature using 

the EARS pattern (“where”) and the proper requirements 

syntax.  All other keyword fields are populated.  Any 

missing information is quickly identifiable.    
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TABLE V:  EXAMPLE FUNCTIONAL REQUIREMENT 

 
Keyword Description 

Name Display_Optional_Thesarus_Icon 

Requirement Where a thesaurus is present, the software shall 

display a thesaurus icon on the toolbar. 

Rationale Only display the icon if the thesaurus has been 
purchased. 

Priority High 

Status Implemented 

Contact John Jones 

Author Sue Morris 

Revision 1.1 

Date January 18, 2013 

 

An example of a non-functional requirement written 

using Planguage is presented in Table VI.  The word 

“minimize” in the requirement is ambiguous.  However, 

since this is a non-functional requirement, the additional 

keywords Scale, Meter, Minimum, Target and Outstanding 

define what “minimize” means (between 2 and 5 seconds).  

The requirement describes what will be measured in the 

Scale (time) and how it will be measured in the Meter 

(from order submit to order complete displayed).  Optional 

keywords could include Past (a list of previous order 

processing times), Record (the fastest processing time 

recorded) and Current (current order processing time).   

 
TABLE VI:  EXAMPLE FUNCTIONAL REQUIREMENT 

 
Keyword Description 

Name Order_Processing_Time 

Requirement The software must minimize order processing 

time. 

Rationale Improvement request from top 5 customers 

Priority High 

Status Committed 

Contact Nick Terry, Director of Marketing 

Author Kristina Smith 

Revision 0.7 

Date November 19, 2012 

Scale Time 

Meter Measured from the user clicking on the “Submit 

Order” icon to the display of the “Order Complete” 

message on the order entry menu. 

Minimum 5 seconds 

Target 4 seconds 

Outstanding 2 seconds 

 

 

III.  AUTHOR BACKGROUNDS & REVIEW PROCESS 

The three lead requirements authors (denoted as 

Author1, Author2 and Author3) attended the requirements 

writing training described in the previous section.  None 

had any prior experience writing requirements.  All were 

senior software developers with extensive product 

experience and were located in the United States.   

Author1 created the first SRS for the software (SRS1).  

Prior to this SRS, the “requirements” that existed were 

scattered across a variety of locations (documents, 

presentation slides, spreadsheets, emails and web sites) and 

lacked a consistent syntax.     This author captured a 

combination of important legacy and new requirements that 

were stored in a RMT.  No other authors wrote 

requirements for SRS1. 

Author2 started with the final set of requirements from 

the first author’s SRS (SRS1, revision 1.0).  Due to the 

increasing complexity of the product, Author2 was assisted 

by four other authors starting with revision 0.4.  They 

contributed to about 25% of the new requirements.  None 

of these authors received the requirements writing training 

and they were all located in different countries.  Their 

impact on requirements defect density will become 

apparent when the data is presented in a subsequent section.     

Author3 began with the final set of requirements from 

the second author’s SRS (SRS2, revision 1.0).  This author 

was assisted by over a dozen other authors starting at 

revision 0.5.  They wrote approximately two thirds of the 

new requirements.  About half of these authors were in the 

United States and attended the requirements writing class.  

Those outside the U.S. did not.  Only the composite data 

for all authors will be reported.  No defect statistics by 

geographic location were collected.     

Each of the requirements authors followed a similar 

process.  After completing the requirements writing 

training, the authors began work on their SRS and 

submitted early samples for review.  The same 

requirements SME provided feedback to each of them to 

provide consistency.  Since requirements were reused 

across SRS generations, Author2 and Author3 were able to 

benefit and begin their work from a stable, well-reviewed 

set of requirements from their predecessors, although some 

defects did remain.   There was approximately one year 

between the start of each SRS.   

The early review samples (part of the revision 0.3 

release for each SRS) showed requirements defect densities 

of about 10, 5 and 4 defects per page for Author1, Author 2 

and Author3 respectively.  These figures represent the 

baseline for this paper.  While some of the key concepts 

taught in the requirement writing training were applied 

(e.g., a consistent syntax and use of Planguage), other key 

concepts were not (including the authors’ continued use of 

weak words, failure to check requirements for the ten 

attributes, and logic issues).  With this baseline in place, the 

requirements SME began mentoring each of the authors.   

Each SRS followed a similar path to a mature document.  

Revision 0.5 documents captured feedback from peer (other 

software developers) reviews of previous revisions.  

Revision 0.7 documents incorporated stakeholder (testers 

and other cross functional team members) feedback.  

Formal change control was started at revision 0.8.  At that 

point, any changes to the requirements had to be formally 

submitted to and approved by a change control board.  

Revision 1.0 was the “official” release.  All SRS revisions 

were managed from the RMT.  
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Note that the examples that follow have been slightly 

modified from their original form to maintain author and 

product confidentiality.  Also, only the requirement itself is 

presented, not the full complement of Planguage keywords. 

 

IV.  EARLY REQUIREMENTS SAMPLES & MENTORING 

To be most effective, requirements mentoring needs to 

occur early in the requirements lifecycle.  In this way, 

writing style mistakes and tendencies can be corrected 

before they are copied and repeated on the hundreds of 

requirements that will follow.  This is known as defect 

prevention (versus the defect detection that occurs as part of 

the testing process).  However, many authors are reluctant 

to release requirements before they are “ready” from their 

perspective.  At this point, many bad habits may have 

already been developed.  To avoid this situation, the 

requirements SME must establish a trust relationship with 

the author. 

How is this trust relationship established?  First, the 

requirements SME must demonstrate a level of 

understanding of the product domain.  The SME does not 

have to be a content expert but should know about the key 

functionality of the software.  Second, the SME has to offer 

constructive feedback.  The requirements should be 

reviewed against a checklist of criteria and the specific 

deficiencies clearly identified using objective feedback 

(“this word is ambiguous” vs. “this wording is bad”).  

Third, confidentiality has to be maintained.  The author 

must feel comfortable that the feedback on the early 

requirements samples provided will not be provided to 

management or used in any way as part of a performance 

review.  Fourth, the requirements SME has to provide the 

feedback in a timely manner.  Otherwise, writing issues 

will propagate to other requirements. 

 Outside of an initial introductory face-to-face meeting, 

all interactions between the requirements SME and the 

primary authors were conducted over the telephone since 

they worked at different locations.  In the case of the 

international authors, all meetings were held via telephone. 

As the data will demonstrate, geographic dispersion was 

not a detriment to the mentoring and learning process.   

After establishing the trust relationship with Author1, 

the requirements SME reviewed early requirements 

samples, identified quality issues, documented those issues 

and then worked with the author to rewrite the requirements 

to remove the defects.  Here is an initial sample 

requirement from Author1:   

 

The software should have radio style buttons to 

enable/disable graphics cards.     

 

Issues with this requirement include its optionality, the 

design constraint, use of a slash and over generalization.  

Specifically, the word “should” implies optionality.  In 

other words, it is not mandatory.  The word “shall” is the 

preferred choice for functional requirements.  The term 

“radio style buttons” is a design constraint.  Requirements 

should focus on the “what”, not the “how”.  Why is this 

style of button specifically called out?  Requirements 

should not constrain designs unnecessarily--leave the 

implementation details to the software developers.  The 

slash (“/”) can cause confusion as it can mean “and” or 

“or”.  In this case, the meaning is clear (“or”) but in other 

cases, it may create confusion (e.g., administrators/users.  

Does this mean “administrators and users” or 

“administrators or user”?).  Finally, the term “graphics 

cards” is an over generalization.  Which type of graphics 

cards?  All graphics cards?  Specific graphics cards? 

Having identified and documented the issues, the 

mentoring sessions focused on answering the questions 

about the missing pieces of information, discussing how to 

correct the defects and then rewriting the requirements.  

Some of this information could only be obtained through 

direct interaction with the author.  In the previous example, 

the updated requirement became: 

 

The software shall display an option to enable or 

disable graphics cards installed in the PCIe bus.     

 

The requirement now has an imperative (“shall”) and 

clearly identifies the action to be taken without ambiguity 

or unnecessary implementation details.  Other requirements 

in this initial sample had similar types of defects.  

Additional mentoring sessions were conducted to discover 

and correct these requirements.    

For later revisions of the SRS, the requirements SME 

reviewed all requirements and provided detailed feedback 

on the defects identified.  Each requirement was then 

updated in a mentoring session.  By the latter revisions of 

the SRS, this author was self-reviewing requirements using 

the checklists provided in the requirements training class.  

These SRS revisions required only minor rewrites and 

contained far fewer defects. 

 Author2 had the advantage of starting with the well-

reviewed set of requirements from Author1.  This author 

had to determine what changes were needed from the 

baseline of existing requirements and then started writing 

requirements for new features.  Despite the strong 

foundation, initial samples from Author2 demonstrated 

similar issues as Author1.  Here is a sample: 

 

The software needs to provide the ability to wake on a 

wireless LAN event. 

 

An analysis of this requirement reveals that it is written 

as a ubiquitous requirement when it really is not ubiquitous, 

lacks an imperative, uses weak words and is ambiguous 

with respect to the wireless LAN event.  First, this is not a 

requirement that is universal.  It does require a stimulus.  

What causes the software to wake?  Second, the word 

“needs” should be replaced with “shall”.  Third, the action 
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“provide the ability” uses a weak set of words.  How is it 

provided?  What ability?  Finally, there are many different 

types of wireless LAN events.  Which specific one is being 

referenced here?   

During a mentoring session with Author2, the 

requirements SME was able to elicit the missing 

information.  The key pieces of information were that this 

requirement should only occur in a certain OS state (sleep) 

and that there needs to be a trigger (detection of a “Magic 

Packet” on the wireless network).  Once all the pieces of 

the requirement were identified, the rewrite became:  

 

While the operating system (OS) is in a sleep state, when 

the software detects a Magic Packet on the wireless 

network, the software shall wake the OS.  

 

Defined:  Magic Packet:  A broadcast frame containing 

anywhere within its payload 6 bytes of 1’s (0xFFFF 

FFFF FFFF) followed by 16 repetitions of the system 

MAC address. 

 

The requirements SME reviewed all new requirements 

from revision 0.3 through revision 1.0.  Starting with 

revision 0.4, four additional international authors 

contributed to the SRS.  Unfortunately, the requirements 

training was not available at their work sites.  This made 

the mentoring more difficult as they were not familiar with 

the rules and concepts from the course.  It also resulted in a 

noticeable increase in requirements defect density.  

However, the one-on-one mentoring sessions to discuss 

feedback and rewrite their requirements were eventually 

effective in counteracting that original trend.  The SME 

was assisted by Author2, as this particular author embraced 

the training to the extent that he would help others to 

correct their requirements during review meetings.   

Author3 benefited from the requirements work done by 

the previous two authors.  This author inherited a document 

of slightly over 100 pages and feature requests from 

software developers and testers that added another 200 

pages to the initial SRS release.  The requirements SME did 

not get the opportunity to review any early samples of 

requirements.  The first review of SRS3 was done at 

revision 0.3.  Here is an example of a requirement from it:  

 

In the past, we didn’t handle image errors well.  Need 

the ability to recover from a corrupt image. 

 

This requirement has multiple issues.  The first sentence 

is additional information and should not be part of the 

requirement text.  The second sentence is written in the 

passive voice.  There is no actor identified to do this 

“recover”.  In addition, “ability to recover” is vague and 

ambiguous.  It needs to be defined more clearly.  Finally, 

what is a corrupt image?  How is that determined?  With 

mentoring, this requirement became: 

 

If the calculated and stored software image checksums 

do not match, then the software shall: 

 Display an error message indicating that the 

image is corrupt 

 Prompt the user to select loading a new image 

from a USB port or to exit the update process  

 

Rationale:  Customer feedback from our top OEM has 

indicated that error handling for corrupt software 

images needs to be improved.    

 

V.  RESULTS 

The data in the tables that follow documents the 

requirements defect densities (measured in defects per page 

or DPP) for each revision of the SRS documents.  A single 

requirement could have multiple defects (e.g., not feasible, 

weak words, ambiguity, etc.).  Note that these formatted 

revisions were generated from requirements that were 

stored and maintained in the RMT.  The elapsed time from 

initial to final release was approximately one year in each 

case.  The same requirements SME mentored all 

contributing authors and reviewed all SRS revisions.   

Table VII presents the requirements defect density for 

SRS1, which was written by Author1.  From revision 0.3 to 

1.0, the defect density dropped from 10.06 DPP to 0.22 

DPP, a reduction of about 98%!  Without mentoring, this 

author would have continued to inject about 10 defects per 

page of requirements.  At revision 1.0, there would have 

been approximately 450 defects in the SRS.  As a result of 

SME mentoring, the actual document had only 10 defects, a 

difference of 440 defects.  The vast majority of these 

defects would have eventually propagated into the code, 

requiring rework to remove them. 

 
TABLE VII:  REQUIREMENTS DEFECT DENSITY SRS1 

 
 Revision # of 

Defects 

# of 

Pages 

Defects/ 

Page (DPP) 

% 

Change 

in DPP 

0.3 312 31 10.06  

0.5 209 44 4.75 -53% 

0.6 247 60 4.12 -13% 

0.7 114 33 3.45 -16% 

0.8 45 38 1.18 -66% 

1.0 10 45 0.22 -81% 

Overall % change in DPP revision 0.3 to 1.0:  -98% 

 

The data in Table VIII shows the requirements defect 

density for SRS2.  This document was written primarily by 

Author2, who was assisted by four additional authors 

starting at revision 0.4.  Their impact is immediately 

evident from the table.  While the defect rate dropped 

slightly from revision 0.3 to 0.4, it rose by 20% from 

revision 0.4 to 0.5 with the contributions from the untrained 

authors.  However, with mentoring from the requirements 

SME, the downward trend in defect density resumed with 
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revision 0.7 and subsequent revisions.  Overall, this SRS 

went from an initial 4.58 DPP to a final 0.94 DPP, an 

overall decrease of 79%.  Again, the importance of 

mentoring is quite apparent.  At the 5.40 DPP rate present 

at revision 0.5 (due to the injection of requirements from 

untrained authors), the final revision of the SRS would 

have had about 659 defects versus the 115 defects present 

in revision 1.0.  The result is 544 fewer defects introduced 

into the software development process. 

As mentioned previously, the four additional 

requirement authors that contributed to SRS2 were located 

outside of the United States.  The key challenges for the 

requirements SME were to provide mentoring without these 

authors having taken the training and to establish trust 

relationships without meeting these authors in person.  The 

first challenge was addressed by reviewing the training 

materials with the authors on a one-on-one basis.  While 

not as effective as full classroom training, the key concepts 

were conveyed.  The second challenge was a bit more 

difficult due to the distance and language barriers.  

However, by providing previous testimonials on the 

advantage of mentoring and the data on the importance of 

minimizing requirements defects, the trust relationships 

were built.  All requirements mentoring sessions were 

conducted via email and phone. 

 
TABLE VIII:  REQUIREMENT DEFECT DENSITY SRS2 

 
Revision # of 

Defects 

# of 

Pages 

Defects/ 

Page (DPP) 

% Change 

in DPP 

0.3 275 60 4.58  

0.4 350 78 4.49 -2% 

0.5 675 125 5.40 +20% 

0.7 421 116 3.63 -33% 

0.75 357 119 3.00 -17% 

1.0 115 122 0.94 -69% 

Overall % change in DPP revision 0.3 to 1.0:  -79% 

 
The requirements defect density for SRS3 appears in 

Table IX.  It was initially composed by Author3.  Due to a 

significant increase in functionality and requirements 

requests from members of the cross functional team, the 

first release of SRS3 had almost triple the number of pages 

as the final release of SRS2.  The initial defect density for 

Author3 was 3.67 DPP, which reflected the good 

foundation of requirements that the first two requirements 

authors had provided.  With mentoring, this rate went down 

to 2.54 DPP at revision 0.5 (about a 31% decline). 

Starting at revision 0.5, over a dozen other authors 

started contributing requirements to the SRS.  Those 

authors located in the U.S. received the requirement writing 

training prior to entering requirements into the database.  

Those authors located elsewhere in the world were not 

trained.  Again, the consequence of having untrained 

authors writing requirements is apparent.  While the defect 

density dropped by 31% from revision 0.3 to revision 0.5 

(as the requirements SME mentored Author3), it rose by 

9% when the new authors contributed requirements for 

revision 0.6.   

An intensive mentoring period ensued that focused on 

the large number of open defects (830 in total).  The 

requirements SME scheduled phone meetings with the 

domestic authors.  Due to the time zone differences, most 

of the mentoring with the international authors was done 

primarily via email.  Requirements defects were identified 

and an explanation was provided as to the nature of the 

problem.  Any defects that could not be resolved via email 

were eventually addressed with a phone meeting.  While 

perhaps not as effective as one-on-one calls, the email 

mentoring was successful in reducing the number of defects 

from 830 to 212 from revision 0.6 to 0.68 (an almost 75% 

decrease).  Overall, the requirements defect density for 

SRS3 dropped from 3.67 DPP at revision 0.3 to 0.40 DPP 

at revision 1.0 (an 89% decrease), despite the large influx 

of authors.  At the original 3.57 DPP rate, the final 425 

page document would have had over 1500 defects versus 

the actual number of 172.  Mentoring continued to be very 

effective in reducing requirements defects. 

 
TABLE IX:  REQUIREMENT DEFECT DENSITY SRS3 

 
Revision # of 

Defects 

# of 

Pages 

Defects/ 

Page (DPP) 

% Change 

in DPP 

0.3 1126 307 3.67  

0.5 750 295 2.54 -31% 

0.6 830 300 2.77 +9% 

0.65 335 298 1.12 -60% 

0.67 212 377 0.56 -50% 

0.80 177 404 0.44 -21% 

1.0 172 425 0.40 -9% 

Overall % change in DPP revision 0.3 to 1.0:  -89% 

 

 

VI.  CONCLUSIONS 

This multi-year study yielded three key results.  First, 

limited training alone is not sufficient to take untrained 

requirements authors and turn them into authors capable of 

writing high quality software requirements specifications.  

There is simply too much information for them to absorb 

and apply in a one or two day course. Second, mentoring, 

when combined with training, is effective in quickly 

correcting bad writing habits.  The focus on requirements 

defect prevention yields dramatic reductions in overall 

defect density rates within several document revisions.  

Third, distance is not a barrier to mentoring.  Excellent 

results can be achieved even with thousands of miles and 

double digit time zone differences separating the mentor 

from the mentee. 

To the inexperienced requirements author, training on 

best requirements writing practices can be like “trying to 

drink from a fire hose”.  There are so many new concepts 

presented, rules to follow and syntaxes to adhere to that the 

student may be overwhelmed and unable to fully apply all 
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the concepts.  In this study, the defect rates for the three 

lead requirements authors at their initial SRS release were 

10.06, 4.58 and 3.67 DPP (the defects rates for Author2 and 

Author3 are actually higher if the number of defects and 

pages that existed in the prior revision 1.0 documents are 

removed).  Without mentoring, these authors would have 

produced final versions of their software requirements 

specifications with hundreds to thousands of defects.  A 

significant percentage of these requirements defects would 

have appeared as code defects. 

The impact of mentoring to supplement training is 

immediately evident in the defect density data.  Author1 

demonstrated a 50% defect density reduction in the first 

revision following the start of mentoring and a 98% drop 

by revision 1.0.  Author2 and Author3 showed decreases of 

2% and 31% respectively in their first revisions with 

mentoring.  The defect density rate for the four new 

requirements authors on the second SRS declined by a 

collective 33% following mentoring.  Similarly, there were 

reductions of 60% and 50% in the DPP rates for the 

requirements authors on the third SRS after engaging with 

the requirements SME.  The benefits of this defect 

prevention focus were exemplified by the final defect 

density rates of less than 1 DPP at revision 1.0 for all three 

documents. 

As noted, all requirements mentoring sessions were 

conducted remotely.  Requirements authors were scattered 

across the United States and several other countries.  Most 

of the lead authors were located several thousand miles and 

three time zones away from the requirements SME, so 

frequent in-person meetings were not economically 

feasible.  When the international sites were added, travel 

was not an option.  Hence, the majority of the mentoring 

time was conducted via the telephone.  Despite the lack of 

direct contact, dramatic decreases in SRS defect density 

rates (>79% in each case) were made in all three 

documents. 

This paper has provided data demonstrating the benefits 

of combining requirements SME mentoring to supplement 

classroom requirements training in order to produce higher 

quality software requirements specifications.  Even with 

classroom training, inexperienced authors will continue to 

inject defects into their requirements.  In a SRS with 

several hundred pages, a requirements defect rate of 

between 5-10 DPP will result in thousands of defects.  

Ultimately, these defects will need to be corrected in the 

software at a much higher cost than correcting them in the 

requirements phase.  Requirements mentoring, which 

focuses on defect prevention through early reviews, is a 

cost effective way of improving SRS quality. This is a 

process requiring human interaction and evaluation.  While 

word processors can be used to detect some defects (e.g., 

weak words or unbounded lists), the majority of the defect 

detection must be done by a requirements SME using 

established criteria.  The benefits of fewer requirements 

defects will lead to less project rework and ultimately to 

improved overall software quality.    
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Abstract—Provenance is an important aspect in the verification,
audit trails, reproducibility, privacy and security, trust, and relia-
bility in distributed computing, in-silico experiment and generally
in e-science. On the other hand, Cloud computing is the business
model of distributed computing and is considered the next gener-
ation of computing and storage platforms. Cloud computing re-
quires an extension of the architecture of distributed and parallel
systems by using virtualization techniques. Key to this extensible
architecture is to support properties such as compute on-demand
and pay-as-you-go model. Many research domains have already
adopted Cloud paradigm into their existing computational and
storage platforms and, thus, a shift of technology is in progress.
In this paper, we give an overview of Cloud architecture and
the importance of provenance in Cloud computing. We provide
the mechanism for the collection of the provenance data while
addressing the challenges offered by this new paradigm. These
challenges include mainly the abstraction, high scalability and the
inability to modify or extend the Cloud services. We provide a
framework that requires minimal knowledge and understanding
of underlying services and architecture of a Cloud. We assure
trust by augmenting a Cloud infrastructure with provenance
collection in a structured way. Then, we present the architectural
overview of the provenance framework and the performance
results of the extended architecture. The experimental results
show that our provenance framework has a very low computation
overhead (less than milliseconds), which makes it a good fit for
the Cloud infrastructure.

Keywords—provenance, middleware, cloud.

I. INTRODUCTION

This paper is the extension of our previous article [1], where
we proposed a framework that addressed the challenges posed
by Cloud paradigm. Here we extend that work and present the
more detailed framework and results by adding some contents
from our article [2].

Oxford dictionary [3] defines provenance as the place of
origin or earliest known history of something. In distributed
computing, provenance is defined by a set of different proper-
ties about the process, time, and input and manipulated data.
Provenance is considered an important ingredient for tracing an
object to its origin. Provenance is used to answer a few basic
questions such as when the object was created, the purpose of
creation, and where the object originated from (e.g., the creator
of the object). In computing science, a provenance system is
used to collect, parse, and store related metadata. Such data is
used for verification and tracking, assurance of reproducibility,
trust, and security, fault detection, and audit trials. These
metadata include functional data required to trace back the

creation process of objects and results, but also nonfunctional
data such as the performance of each step including, e.g.,
energy consumption.

Cloud is an evolving paradigm which is based on virtual-
ization and offers on-demand computing and pay-as-you-go
model. Furthermore the architecture of a Cloud enforces high
scalability and abstraction. The vision of this new paradigm
is to address large scale computation and distributed storage
management, e.g., a complex engineering, medical or social
problem. Cloud enables the end user to run complex applica-
tions and satisfy his needs for mass computational power via
resource virtualization. Many experiments are performed on
Cloud on a large scale and shift towards Cloud is already in
progress [4], [5]. Infrastructure as a Service (IaaS) is one of
the service models of Cloud that is utilized by researchers to
deploy complex applications [6]. This is different than grid [7]
and distributed environments, where a user had to adopt their
application to the grid infrastructure and policies. IaaS scheme
provides a raw resource which is hired and updated according
to the requirement of the application by a user without knowing
the complexity and details of the underlying architecture.

The execution of complex applications in Cloud means,
to request various resources and updating them accordingly.
In this case, provenance can be broadly categorized into
categories of: user data (applications installed on a virtual
machine), instance type (memory, disk size), number of in-
stances, resource type (image ID, location) and information
about the users and Cloud provider. Such information is of
high importance to utilize the Cloud resources, e.g., a resource
already built and updated by one user can be used by others
with minimum or no change of the installed applications and
components. Furthermore, mining provenance data can be used
to forecast a future request, e.g., Eddy Caron [8] used string
matching algorithm on recent history data to forecast a next
request. Similarly, networks in general and Clouds in particular
are prone to errors, and the history data can be utilized in
Clouds to resolve the errors with minimum effort [9].

Cloud infrastructure (IaaS) is composed of various services
and components that cannot be modify and therefore, existing
techniques are not suitable for Cloud environment and to
address Cloud specific challenges. A possible approach is to
follow an independent and modular provenance scheme as
described in [10]. Such a scheme is possible by extending the
middleware of Cloud infrastructure where various components
and services are deployed (extension of third party tools
and libraries). This scheme is loosely coupled (domain and
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application independent) and hence works independently of
Cloud infrastructure, client tools and is of high importance to
support future e-science. There is a strong need to propose a
provenance scheme for this dynamic, abstract and distributed
environment. In addition to challenges for distributed com-
puting, the abstraction and highly flexible usage pose new
demands, i.e., a provenance framework for Clouds has to
support these issues.

In this paper, we provide a discussion of provenance with
a particular focus on open or research Clouds infrastructure.
We present underlying architecture of open Cloud, discuss
the possible schemes to incorporate provenance, and propose
a framework for provenance data collection in the Cloud.
Hereby, we address the most important properties of the
proposed framework, that is, independence of the Cloud archi-
tecture, low storage and computational overhead of provenance
data, and usability. Following are the major contribution of this
article:
• giving reasons of the importance of provenance data and

highlighting the challenges for provenance collection in
Clouds;

• a brief overview of research Clouds IaaS and a detailed
discussion of possible schemes to incorporate prove-
nance into Cloud environment.

• a framework that can be deployed to the Cloud envi-
ronment while addressing different vendors and archi-
tectures;

• a use case of provenance usage and example metadata
from IaaS Cloud.

• the detailed architecture of our provenance framework
for Cloud IaaS and the evaluation of collecting and
storing provenance data.

The rest of the paper is organized as follows. Section II
provides the related work in field of distributed computing
and gives an overview of the Cloud architecture. Section III
highlights the importance and the implication of a provenance
enabled Cloud. Section IV discusses the possible schemes to
incorporate provenance in Cloud, an overview of the related
provenance data while addressing the challenges offered by
Cloud infrastructure. Section V gives the details of the prove-
nance framework by extending the underlying architecture
(middleware) used by the research Clouds in a seamless
and modular fashion. Section VI presents the results for the
collection and storage of provenance data in Eucalyptus Cloud.
Section VII gives a brief overview to use the provenance data
and utilize Cloud resources, where Section VIII concludes our
work and presents the directions for the future work.

II. RELATED WORK AND BACKGROUND

Provenance has been addressed in distributed and workflow
computing, e.g., Rajendra Bose et al. [11] present a detailed
survey of computational models and provenance systems in
these environments. However, none of the approaches sup-
port provenance in the Cloud environment. These existing
schemes rely on the support of native services from distributed
or workflow computing, e.g., process schedulers. Generally,

provenance systems in grid, workflow, and distributed com-
puting are either strongly part of the enactment engine or
they use Application Programming Interfaces (APIs), which
are enactment engine specific [12].

Numerous techniques and projects have been proposed dur-
ing the last few years for provenance in computational sciences
for validation, reproduction, trust, audit trials and fault toler-
ance. These techniques range from tightly coupled provenance
system to loosely coupled systems [13]–[16]. Provenance
Aware Service Oriented Architecture (PASOA) [17], [18] uses
Service Oriented Architecture (SOA) [19] for provenance
collection and its usage in distributed computing for workflow
management systems. myGrid [20] and Kepler [21] are exam-
ples of projects for executing in-silico experiments developed
as workflows and they use Taverna [22] and Chimera [23]
schemes respectively for provenance data management in these
computational systems. However, none of these approaches
were designed specifically for Cloud computing architecture.

Recently, Muniswamy-Reddy et al. [24] discussed the im-
portance of provenance for Cloud computing services offered
by AMAZON EC2 [25] using Provenance-Aware Storage
Systems (PASS) [26]. PASS collects the provenance data
on file system level and records the various calls made to
different objects. These calls are recorded on kernel level
and therefore, virtual images with only PASS installed will
collect and produce provenance data. A similar approach to
PASS is proposed in [27] which gathers data provenance by
recording system calls but without modifying the kernel. This
scheme [27] uses a plug-in interface called dtrace for file
system and browser, etc., and requires the knowledge of all
valid entry points where provenance should be recorded in
the corresponding application or domain. Since Clouds are
categorized into different categories, e.g., application, infras-
tructure, platforms and storage, etc. Therefore, mostly research
work is focus on one or more particular component. For
example, there are research works that consider provenance at
the layers like a web browser [28] and virtual machine [29].
Similarly, a short survey about various techniques from grid
and distributed computing is provided that discuss the tracking
of data in Cloud by following the layered architecture of Cloud
and the provenance data for various layers [30]. In the e-
science domain, experiments are performed in dry labs (in-
silico), which requires hiring various resources from Cloud
infrastructure and updating them accordingly. In this case,
a provenance system has to address the data collection and
availability in the Cloud environment and, therefore, our focus
in this paper is to collect the provenance data for Cloud
infrastructure.

A. Cloud Architecture
Cloud computing is the ability to increase capacity or add

capability such as storage, computation and/or networking on
the fly. It relies on sharing computational and storage resources
over the network. Cloud computing is not a single entity and
the architecture is divided into various components. These
components depends on the deployment model of services,
the deployment model of infrastructure and the characteristics
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provided by a Cloud environment [31]. Clouds are generally
categorized as business Cloud, research or private Cloud and
hybrid Cloud. Infrastructure as a Service (IaaS), Platform as a
Service (PaaS) and Software as a Service (SaaS) are the terms
heavily used in a Cloud computing paradigm and is mostly
broken into these three segments.
• IaaS: a service provided for the infrastructure (hardware

and software) over the internet. Such an architecture
provides servers, virtualized operating systems and data
storage units. Elastic Cloud is a commonly used term
for IaaS and users pay for required resources as they
go. Amazon Elastic Compute Cloud (Amazon EC2),
Nimbus1, OpenNebula2 and Eucalyptus3 are the leading
examples of IaaS.

• PaaS: a platform which is build on top of IaaS. PaaS
provides an interface for software developers to build
new or extend existing applications, e.g., Google App
Engine and Microsoft Azure.

• SaaS: is an application service provided to the end
user by a vendor, e.g., google mail. This application
is executed on the Cloud infrastructure and the data is
stored in Cloud database but, this is not visible to the
end user.

Private Cloud IaaS schemes are mostly used in a research
environment and small businesses by using open source tech-
nologies. They are rapidly growing in the size and magnitude
and expanding in different domains. With the new technologies
and advancements, a private Cloud can be part of other public
or private Clouds thus, providing the functionality of a hybrid
Cloud.

B. Eucalyptus
Eucalyptus is an open source implementation of Cloud

computing IaaS scheme using JAVA and C/C++ for various
components. Users can control an entire Virtual Machine (VM)
instance deployed on a physical or virtual resource [32]. It
supports modularized approach and is compatible with industry
standard in Cloud, i.e., Amazon EC2 and its storage service
S3. It is one of the most used platforms to create scientific and
hybrid Clouds. Eucalyptus gives researchers the opportunity to
modify and instrument the software which is been lacking in
the business offerings, e.g., Amazon EC2. Figure 1 presents
the extended architecture of Eucalyptus Cloud. The main
components of IaaS Cloud are summarized below:
• Application tools: Application Programming Interface

(API) available to communicate with Cloud services,
e.g., resource hiring, starting, stopping, saving and/or
describing the state of a particular resource. This works
as a client side application to communicate with Cloud
infrastructure.

• Cloud, Cluster and Node Controller (CLC, CC and NC):
CLC (middleware), CC and NC communicates with
each other and outside applications using Mule [33]

1http://www.nimbusproject.org/
2http://opennebula.org/
3http://open.eucalyptus.com/
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Fig. 1: Extended architecture of Eucalyptus Cloud.

and Apache Axis2/C framework. CLC is the entry point
to the Cloud when requests are made by users via
application tools. CLC interacts and routes the incoming
request to a particular CC. CC is the part of Cloud used
to manage clusters in the network. CC interacts and
controls different NCs by associating and differentiating
them using unique addresses and also balancing load
in the cluster. NC assign a VM for the job execution
submitted by a user.

• Storage: Cloud offers a distributed storage unit (object
based storage) to save user data and raw disk images.
These raw images (virtual machines) are later run as re-
sources. Communication with a storage unit is controlled
by a service, e.g., Walrus in Eucalyptus. Walrus can be
used directly by users with REST protocol to stream
data in/out of Cloud, e.g., files. Walrus can also be used
indirectly by using SOAP protocol while communicating
with CLC services to upload, modify and delete virtual
images.

All the communications between different components of
Eucalyptus Cloud are achieved by using SOAP, XML, WSDL,
and HTTP communication protocols via Axis2/C and Mule
framework.

III. PROVENANCE IN CLOUD: Why

There are various alternative terms of Cloud computing,
e.g., utility computing, autonomic computing and virtualization
along with various definitions [34] because it is used as per
the understanding, knowledge and requirements by different
organizations, research communities and users. Indeed, there
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are some differences from previous computing paradigms,
for instance virtualization, on-demand computing and storage,
pay-as-you-go model, extremely flexible and more abstract
architecture. Ian Foster et al. [35] present an overview of the
major differences between Cloud and grid and mentions the
most important feature of Cloud technology is the total depen-
dence on services (SOA architecture). There is underlying ar-
chitecture for networking of software and hardware but, to the
end user it is completely abstract and hidden. The abstraction
allows the end user to send data to Cloud and get data back,
without bothering about the underlying details. This behavior
is fine for a normal user but, in research environment, scientists
are more interested in the overall process of execution and a
step by step information to keep a log of sub-data and sub-
processes to make their experiments believable, trust able, re-
producible and to get inside knowledge. With improvements of
in-silico experiments, most of the computation and processing
is done by using computing resources and not in a real lab.

The execution and deployment of application on Cloud
requires various resources from the Cloud infrastructure and
updating them accordingly as per application requirements.
This process involves the communication between the client
and Cloud infrastructure. Cloud infrastructure is divided into
various components as described in previous section that han-
dles the incoming request and routes them accordingly. Each
component in the process contributes some specific metadata
(provenance) from Cloud, Cluster, Node, Storage, Provider and
User perspective. This provenance data is not only important
for the verification of the application execution but it plays an
important role in the behavior analysis of Cloud. This behavior
is further utilized for the efficient allocation of the resources
and predicting future request.

Users of Cloud environment may not be interested in the
physical resources, e.g., brand of computer but, surely they are
interested in the invoked service, input and output parameters,
time stamps of invocation and completion, overall time used
by a process, methods invoked inside a service and the overall
process from start to finish. For the Cloud infrastructure this
also includes the details about the provider, users, provided
resources and the details of each particular resource hired
by a user. This metadata that provides the user an ability to
see a process from start to finish or simply track back to
find the origin of a final result and the details information
about the processes and resources taking part in the final
output is called provenance. Generally, provenance is used in
different domains by scientists and researchers to trust, track
back, verify individual input and output parameters to services,
sub process information, reproducibility, compare results and
change preferences (parameters) for another simulation run.
Provenance is still missing in Cloud environment and needs to
be explored in detail as mentioned in [24], [36].

A. Implication of a Provenance Enabled Cloud
Introducing the provenance data into Cloud infrastructure

would result in following advantages:
• Patterns: The use of provenance data to find patterns in

the Cloud resources usage. These patterns can be further
utilized to forecast a future request.

• Trust, reliability, and data quality: The final data output
can be verified based on the source data and transfor-
mation applied.

• Resources utilization: In Cloud, provenance data can
be used to utilize the existing running resources by
allocating a copy of a running resource. This will be
achieved by comparing a new request to the already
running resources and this information is available in
provenance data.

• Reduced cost and energy consumption: Provenance data
results in a cost and energy efficiency by using patterns
to forecast a future request and by utilizing existing
running resources.

• Fault detection: Provenance data can pinpoint the exact
time, service, method and related data in case of a fault.

IV. PROVENANCE SCHEME AND DISCUSSION

In this section, we focus on the challenges offered by Cloud
technology for the collection of provenance data. Thereby, we
present the important provenance data and how the Cloud
architecture can be extended to incorporate provenance col-
lection.

A. Provenance Challenges in Cloud
Usual provenance challenges include: collecting provenance

data in a seamless way with a modularized design and
approach, with minimal overhead to object identification,
provenance confidentiality and reliability, storing provenance
data in a way so it can be used more efficiently (energy
consumption) and presenting such information to the end user
(query, visualization). Cloud brings more challenging to these
existing challenges because we have to address the scalable,
abstract and on-demand model and architecture of a Cloud. A
provenance framework in Cloud should address the following
challenges:
• Domain, Platform, and Application independence: How

the provenance system works with different domain (sci-
entific, business, database), platforms (windows, linux)
and applications.

• Computation overhead: How much extra computation
overhead is required for a provenance system in a
particular domain.

• Storage overhead: How and where is the provenance data
stored. It depends on the type, i.e., copy of original data
or a link reference to original data, granularity (coarse-
grained or fine-grained) and storage unit (SQLServer,
MySQL, file system) of provenance data.

• Usability: It determines the ease of use of a provenance
framework from a user and Cloud resources provider
perspective. How to activate, deactivate and embed a
provenance framework into existing Cloud infrastructure
and services, e.g., is it completely independent or mod-
ification is required on Cloud services layer.

• Object identification: Identify an object in the Cloud and
link the provenance data to source by keeping a reference
or by making a copy of the source object.
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• Automaticity: With the huge amount of data and pro-
cess computation within Cloud, collecting and storing
provenance data should be automatic and consistent.

• Cloud architecture: Addressing the on-demand, abstract
and scalable structure of Cloud environment with avail-
ability and extensibility of different components.

• Interaction with Cloud services: Cloud services cannot
be modified or extended. Business Clouds are propriety
of organizations and open source Clouds needs under-
standing of every service if change is required. The
better approach is to provide an independent provenance
scheme, which requires no change in the existing ser-
vices architecture.

B. Provenance Data
A provenance framework should address two different per-

spectives in collecting metadata for Cloud architecture. Appli-
cations running on Cloud as SaaS or PaaS and provenance of
Cloud infrastructure (IaaS). Users of Cloud are more interested
in their application provenance where, providers are interested
in IaaS services provenance to observe resource usage and find
patterns in applications submitted by users to provide with a
more sophisticated model for resources usage. Following is the
list of mandatory metadata in a Cloud environment:

1) Cloud process data: Cloud code execution and control
flow between different processes (web services), e.g., in
EUCALYPTUS are CLC, CC, Walrus and NC services.
Web service and method name in particular.

2) Cloud data provenance: Data flow, input and output
datasets which are consumed and produced and param-
eters passing between different services.

3) System provenance: System information or physical re-
sources details, e.g., compiler version, operating system
and the location of virtualized resources.

4) Timestamps: Invocation and completion time of Cloud
services and methods.

5) Provider and user: Details about Cloud users and ser-
vices provider, e.g., location of clusters and nodes.
Different providers have different trust level and there
could be laws against usage of resources for a particular
geographical area.

6) Instance data: Instance is a running resource and the
provenance data includes information about disk size,
memory, resource type, number of instances for a
particular operation, and number of cores (CPU), etc.

7) Cloud user data: This data is part of the Cloud in-
frastructure. When users hires various resources, they
populate them according to the application requirement
before the resource is in running state. This usually
includes the initial script and the basic architecture
required to deploy the application such as Java Devel-
opment Kit (JDK), Java Runtime Environment (JRE),
database system and web services engine for example.

C. Provenance as a Part of Cloud Services
In this scheme, the Cloud provider needs to provide a service

which will communicate with other Cloud services including
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Fig. 2: Provenance service as part of Cloud services.

cluster, node and storage to collect provenance data. This
scheme proposes the application of provenance as a part of
overall Cloud Infrastructure as presented in Figure 2. The
following list the advantages of provenance inside the Cloud
IaaS.
• Easy to use as provenance is already a part of Cloud

infrastructure and a user can decide to turn it on/off just
like other Cloud services.

• Users will prefer this scheme as they do not need to
understand the structure of provenance framework and
is the responsibility of the Cloud provider to embed such
a framework.

The following list the disadvantages of such a provenance
scheme.
• Cloud providers cannot charge users for such a scheme

unless it has some benefits of resource utilization and
initialization for users.

• In case of Cloud services failure, provenance system will
also fail and there is no way to trace the reason for the
failure.

• There will be extra burden on the Cloud provider be-
cause the usage of Cloud resources must increase due
to incorporating the provenance framework as a part of
Cloud infrastructure.

• Such a scheme can only work with a particular version
of Cloud IaaS. Any change in Cloud model or services
signature needs an appropriate change in the provenance
framework.

In distributed, grid and workflow computing, there are many
examples of provenance data management and schemes [12]–
[15]. Each of these schemes is designed for a particular
environment and they rely on the underlying services model.
Therefore, these existing techniques cannot be applied to Cloud
environment as Cloud services are not extensible to third party
applications.

D. Provenance is Independent of Cloud Services
A provenance scheme that adopts a modular and an agent

like approach to address cross platform, applications and
different Cloud providers is independent of Cloud infrastruc-
ture. Such a scheme must address on-demand, pay-as-you-go
and extremely flexible Cloud architecture. Advantages of an
independent provenance scheme are:
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• Independent of Cloud services and various applications
domain.

• Failure of Cloud will not affect provenance scheme as
it is not a part of a Cloud.

• The users and Cloud providers will be able to track
faults and errors if some Cloud services failed to work
properly.

• Usability and simplicity of such a scheme is very high
because a user has a complete control of the provenance
system.

Disadvantages of such a scheme are as follows:
• Complete understanding of Cloud services is required

to make any changes and communicate with the Cloud
infrastructure.

• Trust is required on behalf of the Cloud provider because
of request, permission and response from the Cloud
services to the provenance module.

• Any change in Cloud services, their signature, or com-
munication mechanism will need an appropriate change
in provenance scheme.

In workflow computing, Karma [37] is using a notification
broker where all the activities are published to and stored in
a provenance store. The technique proposed by the Karma
service is not part of a workflow enactment engine and it works
as a bridge between the provenance store and the enactment
engine. Figure 3 gives a brief overview of an independent
provenance scheme in Cloud.

E. Discussion
Both of these approaches have their pros and cons. While

considering provenance for Cloud IaaS, the major challenge is
to address the Cloud extensibility. Clouds are not extensible
by nature and in case of open Clouds, a developer needs a
deep understanding of the source code in order to make any
changes. Keeping this point in view, we propose a provenance
framework that is independent of Cloud IaaS and requires
minimal or no changes in the Cloud architecture and services
model.

V. PROVENANCE FRAMEWORK: How
A Cloud infrastructure is deployed and it relies on the open

source third party tools, libraries and applications. Eucalyptus

Cloud in particular depends on the Apache Axis, Axis2/C,
and Mule framework. These third party libraries are used for
the communication mechanism between various components
of Cloud infrastructure. Cloud infrastructure is the orchestra-
tion of different services and the third party libraries works
as a middleware to connect these services. The purpose of
Cloud computing is to bring more abstraction than previous
technologies like grid and workflow computing and therefore,
Cloud services cannot be modified.

One method to implement provenance into the Cloud infras-
tructure is by changing the source code. This could be very
cumbersome as deep understanding of the code is required.
This will also restrict the change to the particular version of the
Cloud. This method is not feasible to address the provenance
challenge for various Cloud providers, domains and applica-
tions. The second method is to capture the provenance data
on the middleware of a Cloud. This is possible by extending
the third party libraries used by a Cloud infrastructure and add
custom methods to collect provenance data at various different
levels. Such a scheme will lead to the minimum efforts and can
be deployed across any Cloud scheme. Further, there will be no
change required in Cloud services architecture or signature. To
understand this techniques and hence the proposed provenance
framework, we give a brief overview of the most important
Mule and Axis2/C architecture.

A. Mule Enterprise Service Bus

Mule is a lightweight Enterprise Service Bus (ESB) written
in JAVA and is based on Service Oriented Architecture (SOA).
Mule enables the integration of different application regardless
of the communication protocol used by those applications.
Eucalyptus CLC services are deployed using Mule framework.
CLC services are divided into different components including
core, cloud, cluster manager, msgs, etc. These different com-
ponents are built and deployed as .jar files and they use Mule
framework messaging protocols (HTTP, SOAP, XML, etc.)
to communicate with each other and with other Eucalyptus
services (NC and CC).

Extending Mule: Mule framework is based on layered ar-
chitecture and modular design. Mule offers different kind of in-
terceptors (EnvelopeInterceptor, TimeInterceptor and Intercep-
tor) to intercept and edit the message flow. Since, provenance
is metadata information flowing between different components
(services) and we do not need to edit the message structure;
therefore, we use EnvelopeInterceptor. Envelop interceptors
carry the message and are executed before and after a service
is invoked.

Configuring Mule Interceptor: There are two steps in-
volved for configuring a Mule interceptors to Cloud services.
First step is to built a provenance package (JAVA class files)
and copying to the Cloud services directory. Second step
requires editing Mule configuration files used by different
CLC components. Interceptors can be configured globally to
a particular service or locally to a particular method of a
service. Listing 1 is a sample “eucalyptus-userdata.xml” Mule
configuration file used to verify user credentials and groups.



118

International Journal on Advances in Intelligent Systems, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/intelligent_systems/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Listing 1: Configuration of provenance into Mule.
<?xml v e r s i o n = ” 1 . 0 ” e n c o d i n g =”UTF−8”?>
<mule xmlns =” h t t p : / / www. m u l e s o u r c e . o rg

/ . . . ” >
< i n t e r c e p t o r −s t a c k name=” CLCProvenance”>

<custom− i n t e r c e p t o r c l a s s =” e u c a l y p t u s .
CLCprovenance ”/>

! . . i n d i c a t i n g p a t h o f t h e package and
c l a s s name f o r CLC s e r v i c e s p r o v e n a n c e

d a t a
</ i n t e r c e p t o r −s t a c k>
<model name=” e u c a l y p t u s−u s e r d a t a ”>

<s e r v i c e name=” KeyPai r”>
<inbound>

<inbound−e n d p o i n t r e f =” KeyPairWS
”/>

</ inbound>
<component>

< i n t e r c e p t o r −s t a c k r e f =”
CLCProvenance ”/>

! . . c o n f i g u r i n g ” k e y p a i r s e r v i c e ” t o
p r o v e n a n c e module

<c l a s s =”com . e u c a l y p t u s . keys .
KeyPairManager ”/>

</ component>
<outbound>

<outbound−pass−t h rough−r o u t e r >
<outbound−e n d p o i n t r e f =”

ReplyQueueEndpoin t ”/>
</ outbound−pass−t h rough−r o u t e r >

</ outbound>
</ s e r v i c e >

</model>
</mule>

B. Axis2/C Architecture
Eucalyptus NC and CC services are exposed to other

components by using Apache Axis2/C framework. Axis2/C
is extensible by using handlers and modules [38]. Handlers
are the smallest execution unit in Apache engine and are used
for different purposes, e.g., web services addressing [39] and
security [40]. A message flow between different components
of CC and NC go through Axis2/C engine and we deploy
custom handlers for provenance data collection inside Axis2/C.
Similar concept is used in [41] for workflow services deployed
in a tomcat container. This framework is not extensible to
Cloud services and architecture. We differ from that work in
many factors including interceptors for Mule, Apache Axis
and Apache Axis2/C. There is no tomcat container available
for Cloud services to deploy the provenance framework and
Cloud services use HTTP, XML, SOAP and REST based
protocols. Further, the proposed framework is developed for
Cloud services provenance data collection and therefore, pars-
ing, storing, and accessing provenance data is different than
their architecture.

Configuration: Axis2/C modules and handlers can be con-
figured globally to all services by editing axis2.xml file, or to a

particular service and method by modifying services.xml file.
Listing 2 describes the configuration of provenance module to
Eucalyptus NC service.

Listing 2: Configuration of provenance into Axis2/C.
<?xml v e r s i o n = ” 1 . 0 ” e n c o d i n g =”UTF−8”?>
<s e r v i c e name = ” EucalyptusNC”>

<module r e f =” NCprovenance ”/>
! . . t h i s w i l l c o n f i g u r e p r o v e n a n c e t o a l l

methods i n NC
<O p e r a t i o n name=” n c R u n I n s t a n c e ”>

<P a r a m e t e r name = ” wsmapping”>
Euca lyp tu sNCncRunIns t ance

</ Pa rame te r>
</ O p e r a t i o n>
<O p e r a t i o n name=” ncAttachVolume”>

<module r e f =” NCprovenance ”/>
! . . t h i s w i l l c o n f i g u r e p r o v e n a n c e t o t h i s

p a r t i c u l a r method
<P a r a m e t e r name = ” wsmapping”>

EucalyptusNCncAttachVolume
</ Pa rame te r>

</ O p e r a t i o n>
</ S e r v i c e>

C. Framework Components
Proposed framework is divided into the following compo-

nents to address the modularity and layered architecture of
Cloud:

1) Provenance Collection: When a message enters Apache
engine, it goes through InFlow and invokes all the handlers
inside. InFaultFlow is similar and handles a faulty incoming
request, e.g., sending wrong arguments to the web service
method or any other unexpected condition that prevents the
request to succeed. OutFlow is invoked when a message is
moving out of Apache engine (invoking all handlers in Out-
Flow) and the OutFaultFlow is invoked when something goes
wrong in the out path, e.g., a host is shut down unexpectedly.
Various Flows within Apache engine and the execution of a
service with input and output messages is described in Figure
4. The left side of Figure 4 details the different flows and the
right side gives an overview of one single flow with phases
and handlers concepts (both built in and user defined). Custom
handlers, using C/C++ for provenance collection are deployed
in four different Flows of the Apache execution chain. When a
component inside Cloud IaaS is invoked, provenance collection
module intercepts the flow, collects and parses the message for
provenance data in the corresponding execution flow.

2) Provenance Parsing and Storing into XML File: SOAP
message inside Apache engine is intercepted by the collector
module which passes this message to the parser. The parser
reads the SOAP message, parse it accordingly and store the
data in a well defined XML file. We used XML schema
for the collected provenance data because it is widely used
model for data representation. The XML can be used to
maximize the advantages of custom algorithms and third party
applications. To query the provenance data, it is better to
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Fig. 4: Apache Axis2/C architecture.

provide a standard schema and hence the usage according to
individual preferences.

Table I presents a sample of collected, parsed and stored
provenance data by our provenance framework. This data
represents a user activity for methods of Eucalyptus cluster
service and detail the timestamps, resource type and instance
specific information. <UserData> is the list of applications
specified by user to populate the resource and <TimeStamp>
are corresponding start and finish time of a web service
method.

3) Provenance Query: Custom applications can query
provenance data based on the user requirements. We find
the activity pattern in Cloud IaaS based on a resource type,
instance type, time used or user ID in our example query.
This information can be used to monitor Cloud IaaS and the
frequently used resources can be moved to a faster CPU/disk
unit for better performance. Algorithm 1 is used to find activity
patterns based on the the resource-ID.

Algorithm 1 Solve Query Q: Q = Return Resource Types
(emi-IDs) in XML Store.
Require: XMLStore, ClusterName
Ensure: XMLStore is not Empty

Begin
Array ResouceType[] T
OpenXMLFile(XMLStoreLocation)
FindCluster(ClusterName)
while ParentNode<MethodName> == RunInstance) do
T ← ChildNode(<ImageID>)

end while
End

4) Provenance Visualization: The visualization component
takes the query as input parameter. This query is further
analyzed to find the various components and their relationship.
For example, a sample query:
Visualize the instances types for user1 from last 48 hours.
This query is analyzed to find the relationship between the

SOAP

Provenance

framework

collection

visualization

storage

query

T
ra
n
s
p
o
rt

lis
te
n
e
r

T
ra
n
s
p
o
rt

s
e
n
d
e
r

In
flo
w
/In
fa
u
ltflo

w

M
o
d
u
le

P
ro
v
e
n
a
n
c
e

M
o
d
u
le

O
u
tflo
w
/O
u
tfa
u
ltflo

w

M
o
d
u
le

P
ro
v
e
n
a
n
c
e

M
o
d
u
le

Message

receiver

Axis2/C

engine

CC and NC

services

Eucalyptus

Cloud

CLC

services

Service

Component

Inbound router

Outbound

router

M
u
le

M
e
s
s
a
g
e

M
u
le

M
e
s
s
a
g
e

Provenance Interceptor

surrounding service

component

Mule

framework

HTTP, SOAP, XML etc.
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user1, various instances requested by user1 over the last 48
hours. The result is visualized in chart form that can be
changed on run time with different types of chart, e.g., line,
graphs and pie, etc.

Figure 5 presents the framework components and the inter-
action between Cloud services using various communication
protocols.

VI. EVALUATION

Different approaches are proposed in literature for collecting
and storing provenance data to reduce the computation and
storage overhead [42]. Mainly, there are two methods. The
first method proposes to collect provenance data and store a
copy of the parent object. The disadvantage of this method is a
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<EucalyptusServiceName> ClusterController</EucalyptusServiceName>

<MethodName>StartNetwork</MethodName>
<TimeStamp> Start and End Time of Method</TimeStamp>
<ClusterAddress> 131.130.32.12</ClusterAddress>
<UserID>admin</UserID>

<MethodName>RunInstance</MethodName>

<ImageID>emi-392B15F8</ImageID> Instance Type
<KernelID>eki-AE1D17D7</KernelID> <Name>m1.small</Name>
<RamdiskID>eri-16981920</RamdiskID> <Memory>512</Memory>
<ImageURL>emi-URL</ImageURL> <Cores>1</Cores>
<RamDiskURL>eri-URL</RamDiskURL> <Disk>6</Disk>
<KernelURL>eki-URL</KernelURL> <UserData>DataFile</UserData>

<MethodName>StopNetwork</MethodName> <TimeStamp> Start and End Time of Method</TimeStamp>
<UserID>admin</UserID>

TABLE I: Sample metadata of Cloud IaaS.

huge storage overheard. This method is not feasible for Cloud
infrastructure because the size of objects (virtual machines and
raw resources) is in gigabytes. Similarly, persistent data stored
in Walrus can vary in size but storing a copy of this huge
amount of data is not practical. The second method proposes
to store links of the parent object. This method is faster and
storage overhead is very low. The disadvantage of this method
is to handle the consistency problem in case a parent object is
deleted or moved.

To store provenance data we followed the second approach
and the proposed framework stores only the link informa-
tion about the activity of users and Cloud components. The
provenance data consists of information like: Cloud images,
snapshots, volumes, instance types, provider and user data, etc.
Real data is already stored in the Cloud storage unit and we
do not make a copy of this data. Since links are lightweight,
therefore computation and storage overhead for the provenance
data is very low. To get the evidence, we performed two kind
of test cases.

A. Independent Testing of Middleware

First, we evaluate the Mule and Axis2/C framework inde-
pendently. In this case, we calculated the increase in time
for provenance collection, parsing and logging to text file.
Echo service that takes an input parameter (string) and log the
message to the output container was invoked 100 times in row.
Five multiple runs are performed for the calculation of best
time, worst time and average time of execution. The process
is executed by considering overall (Inflow and Outflow), only
Inflow and only Outflow provenance. The underlying architec-
ture and system details for this test case are following:

Operating system: Ubuntu 10.04, Processor: Intel Core 2 (2
GHz), RAM: 2 GB, Axis2/C version: 1.6.0, Web service: Echo

Figure 6 presents the performance of these different ex-
ecution runs on Axis2/C engine. Left side of the Figure 6
details multiple runs of Echo service without provenance,
with provenance (Inflow and Outflow), only Inflow and only
Outflow provenance. Y-axis represents the time required for
execution. Right side of the Figure 6 shows the increase in time
by comparison to without provenance. This increase in time
is calculated for overall provenance, only Inflow provenance
and only outflow provenance. The comparison is done for

average values by using formula 1, where T2 is time including
provenance and T1 is time excluding provenance.

Time increase = T2 − T1 (1)

The average increase in time for 100 simulation runs of
Echo service for collecting and logging overall provenance
data is only 0.017 ms when compared to the execution without
provenance. The average increase in time for only Inflow
provenance is 0.009 ms and for only Outflow provenance
is 0.013 ms when compared to without provenance. The
individual Inflow and Outflow provenance were collected for
experimental purposes to observe the respective overhead.
In a real lab experiment, the overall provenance of process
is essential. The increase in time for provenance collection
and logging is too less and negligible when considering the
advantages like fault tracking, resource utilization, patterns
finding and energy consumption of a provenance enabled
Cloud. Furthermore, the successful deployment of provenance
collection to Axis2/C and Mule frameworks support our theory
of a generalized and independent provenance framework.

B. Testing of Cloud Services

In this test case, we evaluated the cluster and node controller
services of the Eucalyptus Cloud. The results were surprising
for collection and storage module of the provenance frame-
work. To get physical evidence, timestamps were calculated
at the beginning of provenance module invocation and later
on when the data is parsed and saved into XML file. Time
overhead including the provenance module for Inflow and
Outflow phases of Apache were very low (milliseconds). To
find the storage overhead we calculated file size of provenance
data for individual methods. We chose a worst case scenario
where all the incoming and outgoing data was stored. This
process was performed for every method in Eucalyptus cluster
and node service and, the average file size of stored provenance
data is about 5 KB for each method. Evaluation was performed
by using the underlying architecture detailed in Table II.
Physical machine details for running IaaS Cloud are following:
Number of PCs: 2 (PC1 with Cloud, Cluster and Storage
Service, PC2 with Node service), Processor: Intel Core (TM)
2: CPU 2.13 GHz, Memory: 2GB, Disk Space: 250 GB.
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Fig. 6: Test results of Echo service.

TABLE II: Underlying architectural components.

Cloud provider Operating system Cloud services engine Languages Storage unit Virtualization Service tested
Eucalyptus 1.6.2 Linux Ubuntu 10.04 Server Axis2/C 1.6.0 C,C++ File system (XML) KVM/XEN Cluster and Node controller

Table III presents the performance overhead of provenance
for CC and NC components. The maximum times are the
exceptional cases and, therefore, we calculated the average
time from multiple runs (50). The average time presents the
overhead for collection, parsing and storing of the provenance
data into properly defined XML files. Formula 2 is used to
calculate the overall overhead by summation of individual
overhead of Cloud, Cluster, Storage and Node components for
the Cloud infrastructure.

Total Overhead =
n∑

i=0

(CLC)i+

n∑
i=0

(SC)i+
n∑

i=0

(NC)i+
n∑

i=0

(CC)i (2)

It is essential to note that the low computation and storage
overhead of the provenance frameworks is because of two
reasons. First, we used an approach where the extension of the
middleware is achieved by built in features. This approach does
not add any extra burden except the collection of provenance
data. Second, we collect and store the provenance data by using
a link based approach. This approach saves the space and time
required to make a copy of the original object. Furthermore,
these objects already exists in Cloud database and therefore we
do not need to make a copy of the existing items and objects.

C. Framework Experience
The extension of middleware (Apache, Axis2/C, Mule)

by exploiting the handler and module features facilitated in
the provenance collection that is independent of any Cloud

TABLE III: Calculation overhead (in time) for provenance.

Cloud Component Max time(ms) Min time(ms) Avg time(ms)

Infrastructure (NC) 15 2 4
Infrastructure (CC) 20 7 12
Combined 16 ms

provider and various IaaS schemes. We followed a modular
approach and divided our framework into different compo-
nents. We believe that the future of provenance in Cloud lies in
a lightweight and independent provenance scheme to address
cross platform, different Clouds IaaS and application domains.
The proposed framework can be deployed without making any
changes to the Cloud services or architecture. Following are
the advantages of such a scheme:
• It is independent of Cloud services and platform and it

works with any Cloud IaaS which use the Apache, Mule
or similar frameworks.

• The proposed framework follows a soft deployment
approach and therefore, no installation is required.

• Some of the challenges offered by Cloud infrastructure
are virtualization, “on-demand” computing, “pay-as-
you-go” model, encapsulation and abstraction, extremely
flexible and the inability to modify Cloud services and
architecture by nature. The proposed framework address
these challenges in automatic fashion as being part of
the Cloud middleware.

Major disadvantage of the proposed framework is to rely
completely on the extension of the middleware and cannot
work on any other Cloud IaaS where middleware is not
extensible.
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Fig. 7: Resource initialization by using provenance.

VII. APPLICATION SCENARIO

Description: Resource utilization is critically important
both from the resource provider and Cloud performance per-
spective. In the Cloud resource allocation process, a user may
request a resource with the input file of required applications
that is the same as a previously initialized resource. If the
information regarding the previously populated resources is not
available, that would require to build the new resource from
scratch. The utilization of Cloud resources can be maximized
if one is able to provide automatic discovery of already
running instances, saved volumes and snapshots. The volume
and snapshot contains information of the user activity such
as installing a particular software. The automatic discovery
will not only help in resource utilization but will also provide
means to reduce the time and energy consumed. Our pro-
posed framework collects the metadata information regarding
time, user, cluster and location of newly created volumes or
snapshots and stores it in a provenance database. To make
the process of resource allocation efficient and automatic, the
broker (which takes input from user) compares the user input
file with existing provenance data. If the comparison of input
file results in an exact match then instead of starting a new
resource from scratch, the existing resource, volume, and/or
snapshot is deployed.
Actors: End-user and Cloud provider. A user benefits from
this scheme by saving his time and effort to build a resource
from scratch. On the other hand, the Cloud provider utilizes
existing deployed resources and saves energy.
Advantages:
• the faster initialization of a resource in case a match is

found
• the utilization of existing deployed resource (volumes,

snapshots) to save energy, cost and time
• the increase in performance for the overall Cloud archi-

tecture
Figure 7 describes the process of using provenance data and

making Clouds more efficient and proactive.

VIII. CONCLUSION

In this paper, we explored the Cloud architecture (IaaS),
its dependencies and reasoned about the importance of prove-
nance for this evolving paradigm. With the technology shift
and changes, open Clouds such as Eucalyptus, Nimbus and
OpenNebula are becoming the target domain for large scale
computation and storage, e.g., deploying complex applications.
We proposed a framework which collects and stores the impor-
tant provenance data for these environments. This framework
can be deployed with minimum knowledge of the underlying
architecture and without modifying the basic architecture or
source code of the services. Further, we present the major
challenges for the collection of provenance data in a Cloud
and the proposed framework address those challenges in a
structured way. While addressing the challenges, proposed
framework has the properties, e.g., independent of basic ar-
chitecture, simple to use, easy to deploy and works with open
Cloud providers. The framework is modular and divided into
different components which address various parts of Cloud
infrastructure. The calculated overhead for the collection and
storage of the provenance data is very low and hence does
not affect the performance of the Cloud architecture and its
services.
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Abstract—The work presented in this paper is focused on the
design and the implementation of an adaptive framework for
ambient assisted living applications. The challenge is to design an
approach to deal with a dynamic environment in order to provide
an adequate service to an elderly or a sick person at home. It is
necessary to take into account constraints such as, the degree of
urgency of the service and the degree of intrusion of the system.
The evolution of the degree of intrusion based on the degree
of urgency and the availability of the different communication
devices that constitute the ambient environment are particularly
targeted. Through an adaptive approach based on coalitions
of agents, our multi-agents system ensures answers to various
and/or unforeseen situations. Our coalitions protocol formation
has been implemented in a real scenario. A more sophisticated
version of our system has been designed allowing an intelligent
and a declarative method for modeling the coalitions formation
process. Indeed, the system includes a rule-based system so that
the reasoning implementing the coalitions formation process can
be tuned in a declarative way. This new version of our system is
characterized by a multi-dimensional adaptiveness because four
levels of adaptiveness are observed. The computational dimension
is observed during the coalition formation process. The functional
and methodological dimension concerns the service modeling.
The ethical level deals with the intrusion level of the system. At
last, the control level allows the behaviors triggering and criteria
management. Application objective: A mobile robot interacts and
cooperates with a set of communicating objects in order to
provide a set of services and teleservices to an elderly or a
sick person at home. Research objective: Providing a multi-a gent
system that could be used for evaluating the relevance of the rules
that are used during the coalitions formation process. Results:
The proposed solutions have been implemented on a real system
and evaluated in real situations. Several protocols for coalitions
formation are being compared.

Keywords—Adaptive control, adaptiveness, rule-based system,
multi-agent system, ambient assistance.

I. INTRODUCTION

ADAPTIVITY is widely studied as a capability that makes
a system able to exhibit a cooperative and intelligent

behavior. Moreover, software increasingly has to deal with
ubiquity, so that it can apply a certain degree of intelligence.
Ambient assistive robotics can be defined as an extension of
ambient intelligence which integrates a robot and its embed-
ded sensors. The interaction among the components in such
systems is fundamental. In a previous [1] work, we presented
Coalaa (Coalitions for ambient assistance), which concerns the

design and the implementation of an ambient assistive living
framework that takes advantage of an ambient environment: a
robot cooperating with a network of communicating objects
present in the person’s home. The aim was to provide a
service to an elderly or a sick person. A multi-agent system
(MAS) reifies the sensors and the mobile and autonomous
robot, allowing the cooperation among the agents by means of
adaptation features. The agents form coalitions by adapting the
cardinality of the coalitions according to the availability of data
sensors so that the whole system can answer to a user request
(obtain a particular effect). In the present work, adaptiveness of
Coalaa has been improved by integrating a rule-based system
able to determine, in a dynamic way, a priority for the criteria
to consider during the coalition formation process. On the
other hand, new experimental results show the validity of
the approach implemented in Coalaa. Multiple dimensions of
the adaptiveness have been identified allowing Coalaa being
extendable with a meta model of the adaptiveness.

The next section details the context application and de-
scribes a particular usage scenario. Section III includes a
brief overview of existing ambient assistive living systems and
argues for a new one based on adaptive coalition-based MAS.
The designed system Coalaa is described in details in Section
IV. The Section V describes the rule-based module and the
adaptation behaviors of the agents. Evaluations and analysis
of Coalaa in the context of robotic localization are presented
in Section VI. Finally, Section VII draws some conclusions
and introduce future works.

II. THE PROBLEM DESCRIPTION

Ambient Assisted Living (AAL) constitutes a fundamental
research domain. It refers to intelligent systems of assistance
for a better, healthier and safer life in the preferred living
environment and covers concepts, products and services that
interlink and improve new technologies and the social environ-
ment, with a focus on older people. A panorama of European
projects can be found in [2]. Our specific context is to assist
a person in loss of autonomy at home. It concerns either the
elderly or people with specific disabilities. Maintaining such
people at home is not only beneficial to their psychological
conditions, but helps reduce the costs of hospitalizations.
House is equipped with a network of communicating objects
(CO) such as sensors or actuators for home automation. A
complete telecare application for remote monitoring of patients
at home, including a wireless monitoring portable device held
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by the patient, is added for detecting alarming situations. A
mobile robot with embedded CO is also present in the house.
The context application is essential in this work. So, a usage
scenario is described in details so as to illustrate the different
application challenges and the scientific issues addressed in
this paper, which is implementing multidimensional adaptive-
ness.

A. A scenario description
The scenario consists of a variety of situations where an

alarm has occurred. The scenario and robot configuration have
been determined in cooperation with the remote monitoring
center SAMU-92, which is attached to Public Paris Hospital
[3]. An alarm can be triggered by a device worn by the person
or the sensor network of the ambient environment. Thanks to
its capability to move, the robot helps to confirm and evaluate
the severity of the alarm by cooperating with the CO. The
robot begins by searching the person and then provides an
audiovisual contact with a distant caregiver. That way, the
distant caregiver is able to remove the doubt of a false alarm, to
make clear the diagnosis and to choose the best answer to the
alarming situation. It is important to note that the embedded
device monitors the physiological parameters and the activity
of the person. The originality of the proposed approach is that
the robot tries to take advantage of ubiquity. The autonomy of
the robot is obtained by a close interaction between the robot
and the ambient environment (AE). So, the services the robot
can bring to the user are directly related to the effectiveness
of the robot mobility in the environment. Even if the AE is
installed in a static way for a period of time, the robot takes
advantage of ubiquity and it does not perceive always the same
data according to the degree of intrusion that is allowed. For
example, off camera inhibits the robot to use images. So, the
robot has to adapt its perception in order to locate itself and
try to help the person. Indeed, before providing a service to the
person, the robot has to locate itself by interacting with the AE.
In such scenarios, an ethical dimension, named level intrusion
of the system, has been introduced to preserve the privacy of
the person. The level of intrusion of the system is defined
according to the degree of freedom of the CO regarding to the
actions. For instance: maximal distance allowed between the
robot and the person, activating a camera, switching on a light
and so on. The level of intrusion of the system is supposed to
be minimal except in a case of emergency.

B. Robot localization task
Using a robotic assistant for the task rather than a simple

set of fix cameras in all rooms is an advantage in two cases:
i) the assistance is only needed for a limited period such as
convalescence period or ii) the residence has many rooms,
e.g., nursing homes. Moreover, the general quality of video
and audio sensors increases. The goal of the robot is reaching
the person and setting up an audiovisual communication with
the distant surveillance center.

Figure 1 shows a robot in the person’s home; the patient has
fallen. To move towards her/him and to guide its camera to

the remote caregiver, the robot has to be located first. A visual
contact will help the remote caregiver to perform a correct
diagnosis of the situation.

If the robot is located at P1 position, then its mobile camera
can identify the visual marker Y. With further information
from a fixed camera environment, the robot manages to locate
itself by a mean of an adequate localization algorithm. The
direction taken by its mobile camera that detected a visual
marker also allows the robot to know its orientation relative
to a fixed reference in the environment. This information can
also be inferred from previous values using odometry on the
one hand and its linear and angular speeds on the other hand.
It is thus easy and straightforward to identify and understand
that the more information you have the better the accuracy of
the location of the robot is. If the robot is in P2 position, it has
no marker on its visual field and has no element enabling it to
locate itself. It then uses two different strategies to find a visual
marker. Either its moves randomly or turns its pan-tilt camera.
In two cases, it is necessary that the intrusion level of the
system permits it. It can also query the detectors of presence
to learn about the place in which it has been seen lately. In the
case of several conflicting reports, it will be decided according
to the data freshness criteria, or according to the consistency
with the data criteria already available thanks to the sensors of
the robot. This simple scenario shows that robot localization
is a complex task and there is no evidence for an approach
that could be able to choose the relevant interactions between
the robot and the AE. The difficulty lies in choosing the most
relevant criterion to be considered first: is it the closest CO, the
most accurate and or the least intrusive? The problem analysis
suggests that depending on the context, the criterion to consider
is different. As the context itself is dynamic and difficult to
predict, a centralized algorithmic solution is to be excluded.
What is required is an approach that can adapt the selection
and the use of criteria based on the context and the choice of
a level of intrusion aligned with the level of urgency.

III. STATE OF THE ART

Adaptive systems [4] are known to meet the requirements
of the addressed scenario in our work. More precisely, adap-
tation features are inherent to MAS. So, the designed and
implemented approach exploits the MAS adaptiveness [5]
potential to design a distributed system to deal, in a dynamic
way, with scenarios such as the one described above. The
adaptiveness is also needed to deal with dynamic addition
and suppression of sensors. Furthermore, MAS are relevant to
our applications domain because they allow easy deployment
in new and temporary environments. While the purpose of
the paper is not to describe the localization algorithm but a
selection mechanism of the agents participating to this task,
it is not necessary to explain the robot localization. Before
addressing a state of the art in the MAS domain, a brief
overview of existing ambient assistive living approaches is
given.

A. Ambient assistive living existing approaches
In the context of ambient intelligence, the communicating

objects of the AE play a ”facilitator” role in helping the
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Fig. 1. A person falls scenario

robot in the Ambient assistive living. Conversely, sensors
and robots can be seen as communicating objects which are
used by services to the person in loss of autonomy. Several
projects have been interested in combining home automation,
pervasive sensors and robotics, for the safety of the patient at
home. The IDorm project [6] is designed to assess an ambient
environment composed of three categories of communicating
objects: static objects associated with the building, a robot
and mobile devices. IDorm architecture consists of a MAS
that manages the operations of all the environment sensors
and the robot. The sensors are controlled by an agent and the
robot by another one. The sensor agent receives the different
measures from sensors and controls actuators which are linked
to sensors like a pan-tilt camera. The robot agent acts as a
data server and coordinates exchanges of information between
the user and the robot. It controls the navigation of the
robot by combining different functions such as the obstacle
avoidance or the search for targets. The CARE ([4]) project
is a Research and Development activity running under the
Ambient Assisted Living Joint Program, which is co-funded by
several European countries. Its main objective is fall detection
and person monitoring at home by Smart camera. As part of
this project, algorithms essentially based on a biologically-
inspired neuromorphic vision sensor for fall detection have

been developed. The system aims to define a level of reliable
supervision by avoiding as much as possible interactions with
the person in her/his own home. ProAssist4Life ([5]) is a
German project of situation of helplessness detection System
for elderly. This project consists in developing an unobtrusive
system that provides permanent companionship to elderly
people living in single households or in retirement facilities.
Multisensory nodes mounted on the ceiling of a room register
an individual’s movements. One multisensory node contains
six motion sensors, one brightness sensor, and one oxygen
sensor. According to data provided by various physiological
sensors, the system is based on a predictive approach based on
finite state automata modeling the previous activities of the pa-
tient. Another project developed at the University of Camerino
is named ACTIVAge [7]. In order to keep people at home also,
this project aims to provide services and teleservices based
on the context. The system consists of an adaptive planning
solver based on webservices orchestration and choreography
with decision making algorithms. A knowledge base is used
to model persistent data of the ambient environment. In each
of these projects, the authors seek to design a system to avoid
interfering with the patient at home. Ethical dimension is still
much debated in the field of ambient assisted living, this
constraint is managed by the projects mentioned above by
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discrete sensor systems. Although the last described project
pretends dealing with adaptiveness, this concept remains a
major challenge in ambient assistive applications. The work
presented in this paper is focused on implementing adaptive-
ness while designing several application aspects. The evolution
of the inconvenience (intrusion level of the system) based
on the degree of urgency and the availability of different
communication devices that constitute the environment are
particularly targeted. The coalition-based MAS presented in
this paper reflects this constraint. The purpose of the paper is
to describe a selection mechanism of the agents participating to
the localization task, so localization algorithm is not presented
in details.

B. Coalition-based protocols
Multi-agent systems involve agents interacting, with each

other on one side and with their environment on the other side.
The agents work to achieve individual and/or group goals. The
achievement of group goals requires that agents work together
within teams. As it is argued in [8], there exist several ways for
the modeling the team behaviour. The principle of coalitions
aims at temporarily putting together several agents for reaching
a common goal. Several works have illustrated the relevance
of coalition-based approaches for adaptiveness [9], [10], [11],
[12]. The methods are various: either incremental or random
or centralized. But, all of them proceed in two stages: (1)
the formation of agent coalitions according to their ability
to be involved in achieving a goal and (2) the negotiation
stage between the coalitions in order to choose the one that
provides the closest solution to the goal. The interests of
the coalition-based formation protocols are the flexibility with
which coalitions are formed and straightforwardness of the
coalition formation process itself. The coalitions can get rid of
dynamically reorganize with local and simple rules defined in
the agents.

IV. COALITIONS FOR AMBIENT ASSISTED LIVING
APPLICATIONS

Coalaa (Coalitions for Ambient Assisted living applications)
is a MAS [13], [14], [15] based on coalitions formation
protocol.

The particularity of our system reside in the fact that each
agent encapsulates one CO. The CO include not only those
which are installed in the home nor the ones which are
embedded on the person or on the robot. So, the agents
associated to the embedded CO act in the same way as the
others (that are embedded). They participate to the coalition
formation. Note that the robot is not agentified. The robot has a
particular role; it is able to move, it should need some services
(i.e. locate itself). Because the agents encapsulate CO, they are
called ambient agents. Each ambient agent decides in a local
and proactive way how to contribute to the required service to
the person. In fact, we have introduced a more general notion
than a service, which we have called an effect. An effect can
be a particular lighting at a precise place of the residence or the
localization of a robot. The MAS configures itself for providing
a solution according to the availability of the CO and the

respect of criteria. The adaptation to the context is inherent
to the multi-agent modeling, strengthened by coalitions and
negotiation mechanisms. Note that the goal is not to find the
optimal solution but a solution close enough to the required
effect. In our coalition formation protocol, the obligation to
respect the result and an intrusion level depending on the
urgency of the situation, are the most important considered
criteria. These criteria are also used during the reorganization
of the agents while trying to achieve a desired effect. The
obligation result criteria is used in priority, while the level of
intrusion is modified only if needed, i.e., to acquire new data
and thus to activate the sensors (ex. tilt-camera) likely to cause
discomfort to the person.

As shown in the Figure 2, several kinds of components are
necessary to deal with the complexity of our ambient assistive
application. These components are described hereafter.

A. Knowledge modeling
An effect is modeled in the form of a triple σ = <t, c, f>

where t ∈ T, c ∈ C and f ∈ F and:
• T is a set of tasks labels: localize a robot or a person,

enlighten, cognitive stimulation.
• C is a set of criteria: accuracy, efficiency, time constraint,

neighborhood.
• F is a list of influencing factors: intrusion level, urgency

degree.
The criteria are assigned by the designer (programer) of the
system in a static way, while the influencing factors are
dynamically fine-tuned by the end-user. Since the criteria
concern the capabilities of the CO, they are stored in the
ontology in a static way for each CO. But the addition of CO
allows new capabilities to be dynamical stored in the system.
The influencing factors are directly related to the degree of
freedom that the end-user (person at home or the caregiver)
want to give to the system.

B. Agents environment
The ambient agents operate in an ambient environment

consisting of habitat model within which the patient and
the robot are together. They argue according to the different
measures and relevant information that smart objects provide.

1) Ontology: Information handled by the system is classified
into two types. This so-called persistent information, related to
the application domain, puts together data about the structure
of the residence and the features of the CO. The second type
concerns volatile data mainly the measures provided by the
sensors and the orders sent to actuators. The information types
are handled differently. The volatile data are distributed in each
agent, while persistent data are instances of an ontology named
AA (Ambient Assistance) [16], [17]. The AA ontology con-
tains four categories of information related to the application
domain: The Home category for defining the structure of the
environment, the CO category for knowing their characteristics
and their operating mode, the User category for defining the
user profile and the Task category that puts together the
tasks and services that the system is able to achieve (see
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Fig. 2. Integral architecture of Coalaa

Figure 3). These categories define the four concepts of the
ontology that are implemented for the studied usage scenario.
But the ontology can easily be extended with new concepts
if new CO were installed in the environment allowing new
services to be offered. Our system needs to set up links
between members of the same concept such as a topological
relationship between two parts of the residence. Links are also
needed between members of different concepts. For example,
to process a measure provided by a sensor, the system has
to locate the sensor in the residence. These links are referred
to as ontological properties. We have defined three types of
properties: relationship, use, and attribute. The ontological
property relationship defines a logical relationship, generally of
ownership, which links concept members between each other.
The ontological property use defines the function of an object.
The ontological property attribute refers to the features of a
concept or a concept of an individual member of the ontology.
It specifies the operating mode of the object, for example, a
camera can be used to perform the localization task.

Ontology

Task
Communicating

object
HomeUser

Fig. 3. Ambient Assistance Ontology

In this ontology, a property named topological distance
is defined as the number of hops between two instances.

The hops are relations as defined above in the ontology.
If the structure of the ontology is defined by a graph, the
topological distance is the number of nodes which separate
two individuals minus one. This topological distance is used
by agents of the MAS to determine their neighborhood during
the coalition formation. This knowledge base is complemented
by the dynamic information from the ambient environment
through the gateway.

2) Gateway: The gateway is a module for the standardiza-
tion of information exchanged between the ambient environ-
ment the MAS. Its role is to make the agents manipulating a
common information format. This standardization is necessary
because of the heterogeneity of the protocols from different
manufacturers. Thus, the MAS receives and acts on the ambi-
ent environment through the gateway without worrying about
the format of the collected data.

C. Agent internal architecture
Figure 4 represents the internal architecture of an ambient

agent. The decision making module takes in charge the agent
adaption and reactivity by using three main parameters that
are neighborhood, history, and ability. The neighborhood sets
the list of agents that are close to this agent at a given
time, according to the topological distance. The history stores
previous perceived information which comes from the sensors.
This is a simple succession of perceived data which helps
to consider the timescale during the process of coalitions
formation. At last, the ability identifies the skills of the agent
which are directly related to the encapsulated CO.

D. Agent behaviors
In the process of the coalition formation, an agent may

be either initiator or candidate. Any agent whose ability can
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Fig. 4. Agent internal architecture

partially meet the desired effect can be a coalition initiator.
The initiator exchanges messages with other agents, potential
members of the coalition, called candidate agents. The Protocol
is based on exchanges of messages between the initiator agent
and candidate agents. As soon as the overall ability of the
coalition is close to the desired effect, the initiator agent is
pending the negotiation phase. The measure of closeness to the
desired effect is performed according to an interval that is, in
the case of a localization task, the precision of the task. At the
end of the coalition formations, each initiator agent that is the
referent of a coalition is negotiating with other initiators agents
to choose the winning coalition. The coalition whose ability is
the closest to the desired effect is the winning coalition.

The concept of ability is generic. In the localization
application example, it is instantiated by the measures
precision. The principle is simple. Each initiator agent sends
a message that contains the ability obtained by its coalition.
On receipt of this message, each initiator agent compares
the ability of the coalition it received to its own one. If
its ability is lower than that received, the coalition will be
no more considered, otherwise, it is a winning coalition up
to receiving a new message. Apart from the desired effect,
the formation of coalitions uses other criteria such as the
topological neighborhood to reduce the response time or the
obsolescence of a measure when the desired effect depends
on sensor data. Thus, the first step is the identification of
candidate neighbors according to its own location in the
environment (defined by the topological distance) and the
desired effect. The aim of this strategy is to respond in the
shortest time to the desired effect by forming coalitions.
For that purpose, the first selection criteria considered is the
topological distance. Once all candidate agents are known,
each initiating agent continues the selection of candidates
based on the recent measures criteria. When no coalition is
able to meet the desired effect, a new search for a successful
coalition is restarted after having relaxed the constraints on
certain criteria. Indeed, it is possible to increase the level of
intrusion of the system despite of the tranquility of the person

at home. This authorization increases the level of intrusion
allowing, for example, to operate a pan-tilt camera of the
robot to acquire new measures. Then, the system is restarted
hoping that the chances of finding a winning coalition is
increased.

The MAS protocol is defined as a set of rules that ambient
agents follow to find out a solution. The protocol of coalition
formation is composed of two distinct steps. The first step
consists in forming coalitions of agents according to their
ability. The second step is a negotiation and refining phase
so that the best coalition, in satisfying the desired effect,
is chosen. In summary, after initialization, these exchanges
follow three main actions:

1) Formation of all possible coalitions for each referent.
2) Selection of the best coalition according to the coalition

precision.
3) Deployment of the winning coalition.

To make decisions and follow the protocol, each agent
executes the appropriate behavior and starts in a state cor-
responding to the behavior adopted.

Fig. 5. Behaviors of an agent

Figure 5 shows the state transition diagram of the behaviors
of an ambient agent. Each ambient agent includes six parallel
and cyclic behaviors. The Baseline behavior represents the
minimum treatment of an agent. Upon receipt of a frame
from the environment (by the mean of the gateway), the
agent must recover the sensor ID associated with it, therefore
it can access the ontology and updates the ability attribute.
InitCoal Behavior, AcceptCoal Behavior, ACKCoal Behavior
and InitNegociation Behavior include the process of coalition
formation and negotiation. For the formation of coalitions, the
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first behavior to be executed is sending InitCoal following
receipt of a InitEffect. Running an InitCoal behavior consists
in sending a message, containing the ability of the agent, to
the neighborhood agent. All agents that receive this message
accept or refuse to be part of the coalition. Agents that
accept must then execute the AcceptCoal Behavior and then
send an acceptance message or refusal message. Initiators that
receive an acceptance reply with a confirmation. Finally, the
EndNegociation Behavior runs when a winning coalition has
emerged. This is a behavior that allows the deployment of the
coalition.

E. Interaction between agents

The interaction between the agents is performed by sending
messages. For the formation of the coalitions, two types
of messages are defined: Request message and Response
messages. For the messages exchanging, we have defined a
semantic that is based on speech act theory, introduced by
John Searle [18]. Such a semantic allows the agents to define
message subtype as outlined below.

Initialization: Initialization messages subtype is used in
two situations: by the Interface Agent (AI) to send an effect
to achieve (InitEffect) to the agents of the system and, the
initiator agents after all coalitions have been formed so that it
is possible to initiate the negotiation (InitNegociation).

Coalition: A Coalition message type is sent in response to
the reception of a desired effect.

Acknowledgement: A confirmation message (ACKCoal)
or a refuse message (RefuseCoal) is an Acknowledgement
message subtype.

Reaction: This subtype includes two main messages that are
AcceptCoal and ArgNeg. AcceptCoal is a message Reaction
subtype that is sent by an agent when accepting an InitCoal
proposal. The second message Reaction subtype is ArgNeg that
is sent by an agent to respond to a request for negotiation. Each
message type contains the ability of the sending agent while
forming the coalitions, and the ability of the coalition during
the negotiation step.

F. Agent genesis

The initialization step of the MAS is performed by a partic-
ular initialization module. It is to trigger a behavior that scans
the environment of each agent and creates the agents. Each
created agent is initialized by loading locally, a data set from
the ontology and information from the physical environment
(the gate).

G. Robot localization scenario

In this scenario, three sensors of the environment are used: a
robot pan-tilt camera, a fixed camera and a presence detection
sensor. These three communicating objects are encapsulated
by three respective ambient agents: a Presence Detector Agent
(APD), a Fixed Camera Agent (AFC) and a Pan-Tilt Camera
Agent (APTC). Visual markers like Datamatrix are associated
with each camera. Figure 4 shows a sequence diagram of

the different agents that are involved in the scenario already
described in Section II.A.

Following the fall of the patient, a request for a localization
effect is generated in the form of a triple σ = <t, c, f> (cf.
Section IV.A). t is the localization task which matches with
the localization effect, c matches with a singleton containing
the precision criterion needed for the localization task and
f matches with a set containing two influencing factors that
are: the intrusion level and level of urgency. In the considered
scenario, we have considered a precision equal to 0.1, a
level of urgency equals to 3 (three levels of urgency are
considered: low=1, medium=2, high=3) and an intrusion level
initialized to 0 (the lowest intrusion level). So, the triple
becomes: <Locate; f0:1g; f3; 0g>. The Interface agent (AI)
has received the desired effect and then broadcasts the request
InitCoal (<Locate; f0:1g; f3; 0g>) to all the agents of the
MAS. Each agent which received the desired effect checks
its ability. As all sensors in the environment have a precision
that is not better than the desired effect, each agent initiates
a coalition with immediate neighborhood. In this figure,
only interactions with APD agent are shown. Assuming
that all agents are topologically close, APD broadcast a
coalition formation request by sending an InitCoal message.
Each agent receiving the initialization message checks if its
ability is adequate with the request of coalition formation.
If yes, it sends an acceptance message labelled AcceptCoal
to be a candidate. Such a message contains the precision
of the agent. APD adds progressively answer acceptance,
and accumulates the abilities which are the precision in the
considered localization task. By this way, it calculates the
overall ability of the coalition until it reaches that of the
desired effect. Then, it sends ACKCoal acceptance to confirm
the membership of the candidate to the formed coalition.

The next step is to activate the coalition. The robot moves
to the place designated by the coalition and guides its
pan-tilt-camera to the remote caregiver. First of all, the distant
user has to verify that the person is in his field of vision, so
he can perform a correct diagnosis of the situation and adopt
an adequate action.

Conversely, if the person is not well located the system
restarts searching for a new result, after having increased
the intrusion level. This allows the cameras to be moved
randomly so that the chances of getting a visual marker are
increased. The consequence will be improving the precision
of result (coalition).

This simple scenario shows that the management of the
criteria is critical. Indeed, the result (a successful coalition)
depends on the order in which the criteria are considered. In the
above scenario, if the level of intrusion was considered before
the precision, the first result would have been the correct one.
Then, the question could be the following: why can one not
have a management criteria step integrated in the coalitions
formation process?
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AI APD AFC APTC

initEffect(<Loc, 0.1, 3, 0>)

initEffect(<Loc, 0.1, 3, 0>)

initCoal(<Loc, 0.1, 3, 0>)

initEffect(<Loc, 0.1, 3, 0>)

initCoal(<Loc, 0.1, 3, 0>)

initCoal(<Loc, 0.1, 3, 0>)

initCoal(<Loc, 0.1, 3, 0>)

initCoal(<Loc, 0.1, 3, 0>)

initCoal(<Loc, 0.1, 3, 0>)

AcceptCoal

AcceptCoal

ACKCoal

ACKCoal

Fig. 6. Usage scenario example

V. AGENT RULE-BASED MODULE

In order to introduce some degree of intelligence in the
coalitions formation process, the agent architecture has been
provided with a rule-based system able to reason to fixe a
priority for the criterion. On the other hand, such a rule-based
system is used to interleave the execution of the behaviors
of the agents in a dynamic way. A rule-based system is
composed of a set of rules named knowledge rules, a set of
facts named knowledge facts and an inference engine. The
rules are given in the form of implications. The knowledge
facts describe the state of the world and the inference engine
is a special interpreter that controls when the rules are invoked
according to the knowledge facts. The syntax of a rule is:

IF <antecedent> THEN <consequent>

The <antecedent> is the condition that must be satisfied
to trigger the rule. The <consequent> is the action that
is performed when the rule is triggered. The antecedent is
satisfied if the condition matches the knowledge facts. Some
examples are given below.

A. Dynamic behaviors triggering

Instead of having a procedural control (such as described
in section IV D), each behavior is modeled in a production
rule whose activation condition is precisely the context of the
execution of the behavior. The behaviors of the agents are as-
sociated with trigger conditions. These conditions represent the
context that makes behaviors possible to be executed. Explicit
chaining between the behaviors is no more needed since the
rules are performed by the inference engine embedded in the
agents. For example, the AcceptCoal behavior is chained with
the InitCoal behavior. So the InitCoal behavior is executed
once the AcceptCoal behavior is terminated. Expressing this
assertion in a production rule will give the rule below:

IF (Message InitCoal Locate) and (Ability Locate) THEN
execute the core of the behavior AcceptCoal

This rule expresses the fact that if the agent has in its
working memory (knowledge facts) a message with certain
attributes and if the agent has the ability of locating an object
or a person, so the rule can be triggered. In this case, the core
of the behavior associated with the rule is executed.

Note that all behaviors are not controllable. Some of them,
such as the message reception behaviors are supposed to be
generic and are automatically executed to threat the reception
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Fig. 7. Extended Agent Architecture

of the messages.

B. Flexible criteria management

In the first version of Coalaa, the priority of the criterion and
the criterion themselves were fixed. Two main criteria were
considered during the coalition formation process; the most
prior is the topological distance and the second is the precision.
When the result is not correct, a new search for a successful
coalition is restarted after having relaxed the constraints on
certain criteria. In the last case, the intrusion level is increased
so that this increases the likelihood of finding a new satisfying
coalition. In the version presented in this paper, the architecture
of the agents has been modified with an embedded RBR (rule-
based reasoning) module responsible of a declarative reasoning
process.

In the new agent architecture, as it is is shown in the
Figure 7, the inference engine replaces the procedural algo-
rithm which implemented the decision module. The knowledge
base facts (KBF) represents the knowledge extracted from
the ontology, the perceived data and the exchanged messages
between the agents.

For that purpose, a set of rules is defined to determine,
depending on the context, the most relevant criteria to consider
first at each step of the coalition formation process. On the
other hand, when the coalition proposed by the system is not
a correct one, the RBR is in charge of determining the most
relevant criteria to relax. The rules involved in this case are
some kinds of heuristics that guide the coalition process in
managing the criterion. For example, if a CO involved in the
coalition does not include a CO whose precision is sufficient
(such as a camera), it is advisable to relax the intrusion
level. This increases the degree of freedom of the system
regarding to its actions allowing, for example, the cameras
to be activated or lights to be switched on. Another use of the
RBR for the management criteria concerns the addition of new
criterion such as the time or more precisely data freshness. It
is sometimes more relevant to consider not sufficiently precise
data if they are very recent. For example, a presence detector
can only inform that the person is situated in a particular
room. Suppose that a particular presence detector says that
the person is in the room R1 and a camera says that the

person is in the right corner of the room R2. Of course, the
information given by the camera is more accurate, but if it
is too old it should be obsolete and will not help correctly
locating the person. What is suggested here is to consider the
date of perceived information while determining the priority
of the criteria. So the system is able to deal with conflicting
information. Providing such a reasoning to the system is done
by adding a new rule to the set of criteria management rules,
without any other change in the system.

VI. CONTRIBUTIONS AND RESULTS/OUTCOMES

The results are obtained in a real environment composed
of heterogeneous sensors and markers. The platform includes
several sensors obtained of the market and dedicated sensors
developed by the laboratory. The environment is composed of
a room equipped with a set of sensors and the robot with
its own sensors. The localization is based on goniometric
measurements provided by robot on-board sensors and envi-
ronment sensors. These can provide localization information
to obtain the localization of the robot in its environment
using real-time data either from the robot on-board sensors
or from the sensors in the environment. Coalaa has been
implemented using a multi-agents system platform: Jade ([16]).
Jade provides generic behaviors, which facilitates controlling
the execution of the agents. The RBR is implemented using a
Java Expert System Shell: Jess (see [19].

Thanks to the RBR, the adaptiveness of our system has been
broaden, so a fourth dimension is identified1:

1) Computational level: during the coalition formation
process,

2) Functional and methodological level: while service
modeling,

3) Ethical level: intrusion level of the system which is
integrated in the behavior of the system,

4) Control level: for behaviors triggering and criteria
management.

A. Computational adaptiveness
To validate the protocol used in Coalaa, a comparison to a

well known protocol which is the Contract Net Protocol (CNP)
has been performed. The CNP was the first approach used in
MAS to solve the problem of tasks allocation. Proposed by
Smith in 1980 [20], it is based on an organizational metaphor.
The agents coordinate their work based on building contracts.
There are two types of agents, a manager agent and contracting
agents. The contractor agent must complete a task proposed by
the manager. The manager breaks down each task into several
subtasks, and then announces each subtask to a network of
agents by sending a proposal. Agents contractors that have
adequate resources respond by sending their submission. The
manager agent analyses all received bids and based on the
result of this analysis assigns the task to the best contractors.
The contractors commit with the manager to perform the

1Indeed, in the previous version of this work, only three dimensions of the
adaptiveness had been considered
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Fig. 8. Formed Coalitions

assigned subtask. From the methodological point of view, there
are two main differences between Coalaa the CNP. First, in
Coalaa there are no commitments between the agents, they
just do heir ”best” to achieve the desired effect. Second, an
agent can leave the coalition during the coalition formation
process. Second, there is no fitness function that the coalition
must achieve.

The CNP and the Coalaa protocols have been tested with a
dozen scenario using in each scenario, different values for the
criteria. Each scenario has been executed with both protocols.
The showed results represent an average of the results of the
scenario. Evaluations have been performed on a MAS whose
cardinality varies. The results are broken down into three
categories:

1) The number of coalitions for an initiator with cardinal-
ity greater than or equal to 2,

2) Comparing the response time of each protocol,
3) The number of messages exchanged during the

formation of coalitions.

Figure 8 shows the number of formed coalitions depending
on the number of agents present in the MAS. The preferred
strategy in our approach is to obtain a maximum number
of coalitions that meet the selection criteria. The goal is to
maximize the number of solutions to meet the request to
increase the chances of securing a result. The number of
coalitions is always equal to the number of initiators. In terms
of the number of formed coalitions, the Contract Net protocol
is less efficient than Coalaa protocol.

The response times are compared (see Figure 9). This time
corresponds to the time spent in calculating the coalitions,
including the message exchanges.

The fact that the number of coalitions that the CNP can
form is lower than the number of initiators has a direct effect
on the response time. It also impacts the number of exchanged
messages represented by Figure 10. The curve representing the
number of exchanged messages follows the same rate for the
two protocols. However, Coalaa shows a higher number of
exchanged messages. Unlike the CNP, Coalaa avoids system
crashes, by a progressive coalition formation which in contrast

Fig. 9. Response time

Fig. 10. Exchanged messages

increases the number of exchanged messages. In terms of per-
formances (time response and number of exchanged messages)
measures, Coalaa and CNP are almost similar, CNP is slightly
better in terms of response time. But in terms of obtained
results Coalaa is better. Indeed, a failure can be catastrophic
and thus the few milliseconds delay in the response time may
be insignificant, if success to complete the task is assured. This
is explained by the fact that Coalaa continues to reorganize
itself until finding a solution (even with deteriorated criteria),
while with CNP, the system can fail and do not offer a solution.

B. Methodological and functional adaptiveness

The genesis of the MAS is done automatically. In spite of the
fact that this has not been detailed in this paper, this is a very
important feature of the system. In fact, modifying the ambient
environment, by adding or suppressing CO, automatically
updates the ontology Habitat and triggers automatic MAS
reconfiguration. In case of such modifications, the user does
not need to do any specification to make the system adapting
its architecture to AE dynamic updating. This ability of the
system is qualified by methodological adaptiveness. We refer
to functional adaptiveness when dealing with services that the
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system can offer to the user. The description of the ability of
the CO used by the agents to construct services according to
the ”effect description” is included in the ”ask” ontology part.
This allows the agents to perform an automatic detection of
their ability to perform an effect.

C. Ethical adaptiveness

An original specificity of our system is its dealing with an
ethical dimension, which is the level of intrusion of the system.
In fact, the system is able to adapt the intrusion of the robot,
the CO and the embedded software according to the urgency
of the situation and be allowed to cause discomfort for the
person or its entourage only if needed.

D. Control adaptiveness

The fact that an inference engine has been employed instead
of a procedural algorithm has a direct effect on the intelligence
of the system. The behaviors of the agents are involved only
when their associated rules are triggered, which are themselves
triggered when some declarative conditions are met. Since the
conditions of the rules can be modified without any procedural
modification, the control of the execution of the behaviors
is completely adaptive. The user can control and modify
the execution of the behaviors even during the execution of
the system itself. The system is also able to detect missing
information which can lead to the execution of a particular
behavior. So, if more generic rules are more the system
intelligence can be improved. If it is easy to convince that
adding new rules does not imply to modify the implementation
of the system, suppression of rules is not trivial. The process of
suppressing rules has to deal with consistency of the remaining
data because of the possible inference which are related to the
rule to be suppressed.

The convergence of the coalition formation process and the
MAS itself have not been adressed from the conceptual point
of view. A time out makes the system to stop if a coalition
has not been emerged. This well be held in a future version
of the system.

A last long term perspective concerns the construction of
our AA ontology. While the utility of the ontologies is now
well established, their construction, updating and using raise
several scientific challenges, especially in new domain such as
ambient intelligence.

VII. CONCLUSION AND PERSPECTIVES

An adaptive approach has been presented for an assistive
ambient alarm detection by implementing the Coalaa system.
Coalaa is a coalition-based multi-agent system in which the
adaptiveness is considered from multiple dimension. The com-
putational, the methodological, the ethical and control points
of view of adaptation have been considered.

The advantages of Coalaa in comparison with a simple
system in which: a patient with alarm key and mounted on
the ceiling movable video camera with a zoom lens that is
controlled by a care provider, are various. One can mention:

• Minimizing the number of zoom cameras that are more
expensive and more intrusive than simple ones.

• Temporar or reversible installation of ambient environ-
ments.

• The robot is intended to be able to offer different kinds
of services to the person.

The feasibility of this approach has been widely demon-
strated on a usage scenario to remove the doubt of a false
alarm. The first results illustrated with the robot localization
application are promising. The validation of the system with
a great data size has been performed by the generation of
statistical distributions of data that provide more meaningful
results. Moreover, comparing our protocol to the contract-net
protocol has shown that even more time is spent with Coalaa,
the number and the diversity of the solutions is greater.

In spite of conclusive results, several improvements of
Coalaa are under consideration. The efficiency of Coalaa can
be improved by making the initiator agents revising the way of
choosing their partners during the coalitions formation process.
This can be based on past obtained results. The agents can infer
the capabilities of their potential partners through repeated
interactions such as done in [21].

Another perspective is to implement more flexible way to
calculate the cardinality of the coalitions. This could be done
by the agents by evaluating their behavior and self-adapt for
improving the overall model of criteria evaluation [22].

At a short-term perspective, we plan to apply our approach
to other services such as cognitive stimulation and the detection
of the person activity. The rule-based reasoning implemented
in the second version of Coalaa can be used to infer infor-
mation about the activity of the person. This can be done by
making inferences based on the dating of information that are
available during the activity of the agents. For example, if at
ti the person is in her/his bathroom and at ti+ n she/he is at
the kitchen and now (at ti+ n+m) she/he is in the dining
room, one can infer that after having fixed herself, the person
has prepared the meal and now she/he is feasting the meal
she/he prepared. Indeed, a rule-based reasoning can be easily
detect the rules that are linked and construct reasoning paths
that lead to the description of the activity of the person.

At a long-term perspective, we will propose to wrap an
agent in each communicating object, so that no time is spent
to acquire information from the gate.

An original application of Coalaa could be to calculate an
optimal deployment of the sensors in the houses so that to
improve the services that the system can provide to the person.
On the other hand, we are thinking about further development
of our approach so that it can be extended for everyday life. An
interesting challenge is to cope with large number of needed
sensors if everyday applications are considered. Despite the
inherent modularity of MAS, it will be necessary to improve
the localization algorithm in such cases.

Another challenge would be comparing the solution not only
with CNP but also with other coalition formation approaches
(i.e., learning based ones). This can lead to a computational
environment for experimenting coalition formation algorithms.
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Abstract - The international business and traditional business 

intelligence face challenges in successfully adapting to cultural 

diversity. This paper introduces cultural intelligence as a new 

perspective and a new way to alleviate these challenges.  

Furthermore, based on soft computing technology, this 

research aims to invent a cultural intelligence computational 

model and to implement the model in an expert system. In the 

cultural intelligence domain, this paper presents how this 

model deals with linguistic variables, soft data and human 

decision making with hybrid neuro-fuzzy technology, which 

also possesses parallel computation and the learning abilities.  

Keywords - Cultural Intelligence, Decision Making, Fuzzy 

Logic, Artificial Neural Network, Soft-Computing. 

I.  INTRODUCTION 

Globalization has dramatically changed the way 
business is conducted. It has intensified worldwide social 
relations and connected workers in distant localities, making 
local concerns global and global concerns local. Individuals, 
companies and organizations have capitalized on this reality 
to establish centers in different countries in order to develop 
their international business activities. In this new reality, 
individuals, companies and organizations must form global 
strategic alliances to deal with worldwide competitors, 
suppliers and customers [1]. When confronted with cultural 
diversity, some are able to make appropriate decisions and 
adapt successfully to the new cultural business environment 
[2], while others are not. What is the decisive factor for 
these opposing responses? How can good decisions be made 
in culturally diverse business environments [3] ?  

In recent years, researchers have shown a vast interest in 
globalization and intercultural management. Ang and Earley 
introduced the concept of cultural intelligence (CQ) to the 
social sciences and management disciplines in 2003 [4]. CQ 
has, therefore, been presented as a new phenomenon 
capable of answering the above-mentioned questions [5]. 
Organizational psychology and human resource 
management have paid a great deal of attention to CQ since 
its introduction. These fields of study have yielded valuable 
results that apply to the real business world.  

However, since Earley and Ang put forward the concept 
of CQ in 2003, there has been no research on CQ with 
artificial intelligence (AI) technology with the purpose of 
assisting  individuals, companies and organizations in 
making good decisions in order to function effectively in 
this culturally diverse environment. Indeed, most current 

studies pertaining to CQ do not integrate any AI technology. 
The current state of CQ research in AI leaves an important 
gap in our understanding of what individuals, companies 
and organizations need to function effectively in this global 
work environment. In addition, traditional business 
intelligence (BI) has encountered two challenges: the first 
involves determining the means of adapting to cultural 
diversity; the second pertains to treating cultural soft data 
for decision making [6]. Our claim is that when CQ is 
applied to individuals, companies and organizations in the 
fields of business, it should be computerized. 

This research attempts to offer effective solutions to the 
aforementioned problems. It is the first attempt to invent a 
computational model of CQ implemented in an intelligent 
system to resolve cross-cultural business challenges. The 
main reason for inventing such a system is that, in the real 
business world, there are not enough qualified cultural 
experts to help users make better business decisions, and 
these experts may lose some of their effectiveness after long 
consecutive hours of work. Moreover, the sphere of 
application has been confined to cultural experts and 
researchers. From a user’s point of view, this research offers 
an intelligent system that behaves like an efficient team of 
top cultural experts that works continuously with users. 
Furthermore, this system has the potential to achieve better 
performance results than human experts.  

There are three goals behind such a system that aims to 
help individuals, companies and organizations cooperate 
more effectively with people from different cultural 
backgrounds: (1) to assist them in their business decision-
making processes involving cultural affairs; (2) to assist 
them in improving their CQ capacity, which would be 
particularly well suited to overseas assignments [4]; and (3) 
to facilitate the work of researchers and to equip them with 
more effective tools in their studies on CQ.  

This paper consists of eight sections, which is highly 
focused on the conceptual-theoretical background of CQ 
computational model and the general architecture of our 
system. In Section I, we state the research question and 
research objectives. In Section II, we briefly discuss the 
concepts that are applied to this research, in particular the 
concept of CQ and its dimensions. In this section, the 
relationship between business and CQ will be present. Also 
included is our CQ conceptual model; on the basis of this 
model, we create our CQ computational model. In Section 
III, we provide a detailed explanation of our AI technology 
choices applied to our computational model. Furthermore, 
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we introduce the theory of fuzzy and fuzzy rules that are 
applied to our system. In Section IV, we discuss the 
fundamental CQ computational model. In Section V, we 
demonstrate how our computational model is implemented 
into an expert system. We present the structure of our 
system and identify the main modules in the structure, and 
we explain how these modules work. In addition, we explain 
how we collect and analyze data and knowledge in the CQ 
domain for our system in order to make its design more 
explicit. In Section VI, we present an overview of the 
system’s cognitive architecture and its cognitive processes. 
In Section VII, we explain the details of the evaluation of 
our computational model and the system. Finally, in Section 
VIII, we state the contributions of this research. 

II. LITERATURE REVIEW AND RELATED WORK 

This research draws from many different fields, each 
with its own richness, peculiarities and complexities. We 
attempt to bring the many concepts, points of views and 
propositions to work together. As such, the discovery of a 
global theory is an appropriate first step for our research and 
providing a clear view of what is generally understood is a 
necessity in this first step.  

CQ is based on two basic concepts: one is culture, and 
the other is intelligence. In this section, we first define the 
concept of culture. We then explain the concept of 
intelligence. We present definitions of CQ and its 
dimensions from the different points of view of various 
researchers and explain the links between CQ and business.  

A. Culture 

According to a dictionary definition, culture is: “the 
totality of socially transmitted behavior patterns, arts, 
beliefs, institutions, and all other products of human work 
and thought’’ (The American Heritage Dictionary of the 
English language, Fourth Edition, 2000). Dictionary 
definitions of culture can incorporate multiple elements such 
as history, common traits, geographical location, language, 
religion, race, hunting practices, music, agriculture, art, etc.  

Culture is not something that has an existence outside of 
the actions and experiences of the individuals who reproduce 
it. Culture is a context; it informs and shapes individual 
behavior only as it is simultaneously reproduced and 
reinforced by that very behavior. Cohen et al. propose a 
definition of culture [7]: “Culture is an information pool that 
emerges when members of a community attempt to make 
sense of the world and each other as they struggle and 
collaborate with each other to get what they want and need 
(e.g., food, sex, power, acceptance, etc.). Because individuals 
construct their conceptions of the world from their own 
experiences and for their own motivations, their 
understandings vary from one another depending on the 
characteristics of the individuals, the nature of the domain 
learned, and the social situations in which learning takes 
place’’.  

Hofstede [8] defines culture as subjective and considers 
national culture to be a part of a greater global culture. 
Hofstede [9] states that culture is a structure of collectively 
held values and collective mental programming, which 

separate or distinguish various groups of people from others. 
He believes that although there may be various subcultures, 
all nations share a national culture. Hofstede identifies the 
three levels in his model of collective mental programming 
as human nature, culture, and personality (see Fig. 1). All 
three levels of mental programming have an impact on how 
individuals react to their environment. Human nature plays a 
role in the development of culture over time, as well as in the 
development of people. An individual’s culture, although it 
can be the same among a group of people, differs slightly 
with each individual, as an individual may act and behave 
slightly differently than others in his/her culture group due to 
the influence of human nature and personality. An 
individual’s personality indirectly influences culture as it 
plays a role in how an individual accepts or rejects various 
parts of his/her culture. 

 

Figure 1.  Three Levels of Mental Programming (Hofstede, 1980) 

B. Intelligence 

Early research in academic settings tended to view 
intelligence narrowly as the ability to grasp concepts and 
reason correctly with abstractions and solve problems [10]. 
Sternberg et al. [11] identified a new type of intelligence 
known as real-world intelligence. They declared that 
intelligence may be displayed in places other than the 
classroom and focuses on specific content domains. In our 
review of the literature, we found about twenty definitions 
of academic and ‘real-world’ intelligence. Although an 
extraordinary diversity is found within these definitions, 
there are striking commonalities as well. To better 
understand the conceptions of intelligence, we classify and 
summarize the domains referred to by Sternberg et al. [11] 
in Table 1, which covers the majority of definitions of 
intelligence. The framework does not capture the detail of 
any single definition; it shows, however, the degree to 
which there exists a consensus among theorists regarding 
the broad outlines of a definition of intelligence. 
Furthermore, it shows how quite diverse conceptions of 
intelligence all have a certain basic premise in common. 

As we can see in the Table 1, theorists identify three 
main loci of intelligence: (1) intelligence within the 
individual; (2) intelligence within the environment; and (3) 
intelligence within the interaction between the individual and 
the environment. Within these three main loci, there are a 
number of more specific definitions of intelligence. 
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1) Intelligence within the Individual 

Theorists identifying intelligence as existing within the 
individual define three main levels:  

TABLE 1.        OVERVIEW OF DEFINITIONS OF INTELLIGENCE (STERNBERG 

ET AL., 1986) 

 

 

a) Biological level, which can be established either 

across or within organisms. Intelligence can be viewed 

within the context of the evolution of a single species and 

the genetics of that species, or within the interaction 

between the evolution of an interspecies and the genetics of 

that interspecies. Within organisms, intelligence can be 

viewed in terms of the structure of the organism, or in terms 

of process. Furthermore, it is possible to look at the 

interaction between structure and process. 

b) Molar level emphasizes three principal aspects of 

mental functioning: 

 Cognitive Aspect: This deals with three main kinds 
of cognition: (1) Metacognition; (2) Cognition; and 
(3) the interaction between Metacognition and 
Cognition. Metacognition refers to knowledge 
about and control of one’s cognition. Cognition 
refers to what is known and controlled by 
metacognition. Cognitive theorists place a great 
deal of importance on the interaction between 
metacognition and cognition for individuals to 
function intelligently; metacognition must be 
modified to accommodate cognition and vice versa. 
Both aspects of functioning seem to be a necessity 
for cognitive theorists, regardless of what they are 
called or how they are classified. 

 Motivational Aspect: Motivational theorists argue 
that there is more to intelligence than cognition and 
that motivation must also be taken into 
consideration. Three principal properties of 
motivation need to be considered: (1) the level of 
the motivation; (2) the direction of the motivation; 

and (3) the interaction between the level and 
direction of motivation. An individual may have the 
motivation to learn, but this motivation may not be 
equally directed to all kinds of learning; therefore, 
it is necessary to take direction into account. 
Intelligence is affected not only by the amount of 
learning, but also by the kinds of learning, and both 
the amount and kind of learning are affected by 
motivation. 

 Behavioral level: This is an analysis of what one 
does rather than what one thinks about. Behavioral 
theorists argue that intelligence resides in one’s 
behavior rather than in the mental functioning that 
gives rise to the behavior.  

2) Intelligence within the Environment 
Some theorists view intelligence as residing within the 

environment, either as a function of one’s culture and 
society, or as a function of one’s niche within the culture and 
society, or both. In essence, culture determines the very 
nature of intelligence. The culture, society or niche within 
the culture and society is generally a function of the demands 
of the environment in which people live, the values held by 
the people within that environment and the interaction 
between these demands and values. 

3) Intelligence within the Interaction between the 
Individual and the Environment 

Many theorists define intelligence as the interaction 
between the individual and the environment. Understanding 
intelligence may be facilitated by considering the interaction 
of people with one or more environments and by recognizing 
the possibility that people may be differentially intelligent in 
different environments, depending on the demands of these 
various environments. 

C. Cultural Intelligence and its Dimensions  

In the literature, researchers have different opinions 
regarding the concept of CQ. Earley and Ang [12] present 
CQ as a reflection of people’s ability to collect and process 
information, to form judgments, and to implement effective 
measures in order to adapt to a new cultural context. They 
also indicate that CQ should predict performance and 
adjustment outcomes in multicultural situations when an 
individual is faced with diversity. Earley and Mosakowski 
[13] redefine CQ as the ability of managers to deal 
effectively with different cultures. They suggest that CQ is a 
complementary form of intelligence, which may explain the 
capacity to adapt to cultural diversity, as well as to operate 
in a new cultural setting. Peterson [14] interprets CQ in 
terms of its operation. He believes that the concept of CQ is 
compatible with the cultural values of Hofstede and their 
five main dimensions [15], i.e., individualism versus 
collectivism, masculinity versus femininity, power distance, 
uncertainty avoidance, and short- and long-term orientation. 
Brisling et al. [16] define CQ as the level of success people 
obtain when adapting to another culture. Thomas [17] [18] 
explains CQ as the ability to interact efficiently with people 
who are culturally diverse. Ng and Earley [19] present CQ 
as the ability to be effective in all cultures. Johnson et al. 
[20] define CQ as the ability of an individual to integrate a 
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set of knowledge, skills and personal qualities so as to work 
successfully with people from different cultures and 
countries, both at home and abroad.  

Researchers in this field also use different dimensional 
structures to measure CQ. All of this research is associated 
with conceptual models. These structures seek first to 
explain the attributes that enable people to develop their 
abilities in various cultural contexts, and then to determine 
how people can improve these capabilities. Earley and Ang 
[21] present the first structure of CQ, which integrates the 
following three dimensions: Cognition, Motivation and 
Behavior. While Thomas [22] agrees with this tridimensional 
CQ, he does not share their point of view regarding what 
these three dimensions should be. Therefore, he advocates 
another tridimensional structure. His belief is founded on the 
theory of Ting-Toomey [23], which states that the structure 
of CQ should be based on the skills required for intercultural 
communication, that is to say, knowledge, vigilance and 
behavior. Vigilance acts as a bridge connecting knowledge 
and behavior, which is the key to CQ. Tan [2] believes that 
CQ has three main components: (1) strategic thinking about 
culture; (2) dynamics and persistence; and (3) specific 
behaviors. Tan stresses the importance of behavior as being 
essential to CQ. If the first two parts are not converted into 
action, CQ is meaningless. Ang et al. [6] subsequently 
suggest a multifactor construct based on Sternberg and 
Detterman’s framework of general intelligence [11]. CQ 
similarly focuses on a specific domain-intercultural setting of 
intelligence, and is motivated by the practical reality of 
globalization in the business workplace [12]. They divide 
CQ into metacognitive CQ, cognitive CQ, motivational CQ 
and behavioral CQ. This structure has been widely used in 
the following cultural research and studies. Here, we give 
more details of the role of each of the four CQ dimensions 
from their work: 

1) Metacognitive CQ is the critical dimension that  
enables users to move beyond cultural stereotypes and to 
know when and how to apply their cultural knowledge. 
Individuals with a high metacognitive CQ are aware of 
unique individual characteristics, such as diversity within 
cultures and the influence that context has on behavior. 
They know when to suspend judgment and when to look for 
additional cues. Consequently, they engage in more 
appropriate behaviors in different intercultural situations. 

2) Cognitive CQ emphasizes the knowledge of 
cultural values and orientations, as well as the knowledge of 
cultural universals such as the legal, political, economic and 
social systems of different cultures. This knowledge 
provides a useful starting point for users in their interactions 
with others. Users with a high cognitive CQ understand key 
issues and differences in behaviors. This helps them to adapt 
their own behaviors appropriately according to the situation, 
and consequently, to interact more effectively with people 
from a culturally different society. 

3) Motivational CQ provides the important drive for 
users to persist in intercultural interactions. Users with a 
high motivational CQ are likely to direct more energy 
toward learning and understanding cultural differences. 

They are likely to persist and practice new behaviors even 
when faced with challenges.  

4) Behavioral CQ enables users to enact appropriate 
behaviors. Effective intercultural interactions require users 
to possess a high behavioral CQ and to enact the desired 
behaviors. Effective intercultural interactions require 
competences in both verbal language and nonverbal 
behaviors such as gestures and displays of emotion. 
Individuals with a high behavioral CQ are able to adapt to 
their situation and display the appropriate behaviors.  

D. Cultural Intelligence and Business 

Business is becoming increasingly globalized, and 
partnerships are a means to gain a competitive advantage. 
We believe that cultural differences have a greater impact 
on cross-cultural business efficiency than previously 
thought. Cultural backgrounds influence how people think, 
act and interpret information during business activities. 
Thus, the potential for success or failure depends on the 
ability of organizations and leaders to make appropriate 
decisions within a framework of cultural diversity. 
Businesses and leaders must understand and become 
proficient in intercultural communication. In this regard, CQ 
offers strategies to improve cultural perception and to make 
it possible to understand the culturally motivated behavior 
of individuals, companies and organizations. Many articles 
[24] [25] [26] address the importance of CQ and culture in 
the context of international business [27] [28] [29]. Huber 
[30] indicates that the performance of an international 
business, in terms of efficiency and effectiveness, is 
determined by the quality of its organizational intelligence. 
Ang and Andrew [31] specify that organizational 
intelligence is the CQ of businesses. CQ in business is based 
on the research on psychology concerning the CQ of 
individuals, as well as on the views of the organizations. CQ 
permits businesses to collect a set of resources and to 
develop their capabilities. Ang and Andrew suggest that, 
when organizations venture into foreign territories, CQ is a 
necessary predictor of organizational performance. The 
involvement in international trade offers significant 
advantages and challenges to the business development of a 
company. A business may be successful at home because of 
its cultural sensitivity. However, this does not guarantee that 
it will be able to attract international suppliers, partners and 
customers. If the business does not learn to adapt to cultural 
differences, it risks losing and missing business 
opportunities. A business approach that is culturally 
inappropriate may be detrimental when doing business 
abroad. Knowledge and sensitivity toward other cultures 
result in increased business success. Consequently, CQ is of 
the utmost importance when engaging in international 
business practices. 

In sum, research on CQ has provided a new perspective 
and presented a new way to alleviate cross-cultural 
businesses challenges. This research aims to invent a CQ 
computational model in order to process cultural knowledge 
and to support international business decision-making 
processes. 
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E. Development of our Conceptual Model 

Making a good cross-cultural business decision depends 
on many factors. In the past, cultural scholars used CQ only 
to evaluate an individual's ability to adapt to cultural 
diversity. In this study, we consider the cultural factor, 
which is the effect of CQ on business decision-making 
processes. Thus, the concept of CQ is for the first time 
extended in order to assess cross-cultural business decision 
making. Business decisions with a high CQ are expected to 
have a more effective performance in and adjustment to 
multicultural situations.  

Sternberg et al. [11] state that general intelligence has 
four dimensions, i.e., Metacognition, Cognition, Motivation 
and Behavior. They consider the correlation between the 
four dimensions as an entity and take full account of their 
integrity because of their interdependence. Therefore, we 
assume CQ should also include and consider its four 
dimensions and their correlation. We agree that the four 
dimensions of CQ are critical factors that can help 
individuals, companies and organizations to overcome 
cross-cultural challenges. Thus, the result of the main 
theories we developed from this study is that the diverse 
structures of CQ should be considered collectively in order 
to integrate the elements required to respond to the cultural 
knowledge acquired and to respect the decision-making 
process in cross-cultural business activities. Therefore, we 
created a CQ conceptual model in order to complete the 
theories of CQ and the decision-making process required.  

We present our model as a whole aggregate 
multidimensional construct by considering the following 
conditions: (1) the entire construct considers that the four 
CQ dimensions occupy the same important level in 
conceptualization; and (2) the four CQ dimensions form the 
construct. In sum, in our research we put forward the 
cognitive theory that the metacognitive CQ, cognitive CQ, 
motivational CQ and behavioral CQ are four interrelated 
components built into the CQ, and we integrate our theory 
into the model (see Fig. 2). 

 

 

Figure  2.  Cultural intelligence conceptual model 

This conceptual model proposes a cyclical process of 
CQ decision making in four stages, while respecting the 
correlation and interdependence between the four 
dimensions: (1) It observes the behaviors, promotes active 
thinking and drives individuals to adapt and revise their 
strategies in different cultural settings; (2) It acquires and 
understands the knowledge that can influence individuals’ 
thoughts and behaviors; (3) It considers the implications and 

emotions associated with cultural settings, and it drives 
efforts and energy toward effective functioning in a new 
culture; and (4) It transfers knowledge through verbal and 
nonverbal behaviors to the culturally diverse situations. This 
process enables us to identify the elements of the global CQ 
so we may apply it as a whole, regardless of whether these 
dimensions are decision variables or other measurable 
parameters. In this process, we adopt a holistic approach 
that does not aim to reduce the model to its individual 
components. 

III. CHOICES OF AI TECHNOLOGIES 

Individuals, companies and organizations need research 
combining CQ and AI to support them in decision making 
in international business. We have not yet found any 
research that attempts to combine AI and CQ in the context 
of using CQ knowledge to develop a business intelligent 
system. This is a gap in the present research. Below, we 
present how our work meets the challenge of filling the gap 
between AI and CQ studies for business decision-making 
support.  

A. AI Technologies 

We make use of technology solutions to invent a 
computational model based on our conceptual CQ model 
with many complex behaviors without degrading the 
conceptual model’s overall quality of human-like thinking 
in business activities. Business intelligence generally 
involves two types of data:  the first type consists of 
traditional crisp values, or numbers; the second type is 
uncertain, incomplete and imprecise. This information is 
presented in a manner that reflects human thinking and is 
called "soft data." When we introduce the cultural concept 
to cross-cultural business activities, we usually use soft 
information represented by words rather than traditional 
crisp numbers. The traditional computational technique, 
known as "hard" computing, is based on Boolean logic and 
cannot treat cross-cultural business soft data. In order to 
enable computers to emulate a way of thinking that 
resembles that of humans, and in order to improve CQ soft 
data interpretation, we first used fuzzy logic to design the 
computational model. This technology is capable of 
operating with uncertain, imprecise and incomplete 
information. It attempts to model a human-like 
understanding of words in decision-making processes. 
Fuzzy logic technology is used for three reasons: (1) The 
CQ concepts are described in natural language containing 
ambiguous and imprecise linguistic variables, such as "this 
person has low motivation" and "that project is highly risky 
because of this religion." (2) Fuzzy logic is well suited to 
modeling human decision-making processes when dealing 
with "soft criteria." These processes are based on common 
sense and may contain vague and ambiguous terms [32]. (3) 
Fuzzy logic provides a wide range of business cultural 
expressions that can be understood by computers.  

Although fuzzy logic technology has the ability and 
means to understand natural language, it offers no 
mechanism for automatic rule acquisition and adjustment. 
To remedy this defect, the second technology that we 
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choose is the Artificial Neural Network (ANN). ANN 
presents a viable solution for processing incomplete and 
imprecise business cultural information. ANN can learn 
from historical business cultural cases and manage new data 
input and CQ generalization rules of acquired knowledge 
automatically. ANN technology is used for two reasons: 
first of all, it can be used to extract hidden CQ knowledge in 
large quantities of cultural data; second, ANN can also be 
used to correct CQ fuzzy rules. In other words, where 
acquired CQ knowledge is incomplete, ANN can refine the 
knowledge, and where CQ knowledge is inconsistent with 
some given cultural data, neural networks can revise the CQ 
rules. In our computational model, ANN technology avoids 
the tedious and expensive processes of CQ knowledge 
acquisition, validation, and revision. 

Fuzzy logic and ANN are complementary paradigms in 
our computational model. This hybrid neuro-fuzzy 
technology makes use of the advantages and power of fuzzy 
logic and of ANN. The soft-computing technology infers the 
characteristics of the CQ in an environment of cultural 
diversity and invents an updated computational model 
taking into account the CQ knowledge. This soft-computing 
technology is able to reason and learn in an uncertain and 
imprecise cultural environment. Soft-computing technology 
represents the essence of our computational model. 

Furthermore, because this hybrid technology is applied 
to our computational model, the model represents both a 
symbolic approach and a connectionist approach. CQ 
symbol representations are the product of human cultural 
work, which means that there is direct access to semantic 
CQ knowledge. CQ knowledge about the external cultural 
world is abstracted via perception and represented using a 
symbolic framework. We use CQ symbol manipulation 
processes to equip the model and logical rule-based 
approaches to apply to the model. The CQ symbols are 
interpreted and reasoned about by using fuzzy logic 
technology. This technology for CQ symbolic 
representation mechanisms allows the model to reason about 
the external cultural world. This method easily and 
efficiently adapts and interacts with the external world, 
predicts the future and uses reasoning capabilities.  

The connectionist approach that we use in the model is 
ANN; it is the construction of skills through a self-
organizational (behavioral) process in which the model 
interacts in real time with its environment. In the 
connectionist approach, the model depends on the parallel 
processing of non-symbolic distributed activation patterns. 
Contrary to the rule-based fuzzy logic that we used in the 
symbolic approach, statistical methods are applied in order 
to process information in this part. 

B. Linguistic Variables and Fuzzy Rules 

The concept of fuzzy logic is not only a technology but 
also a new philosophical concept in the cultural domain. At 
the heart of fuzzy logic lies the concept of a linguistic 
variable. The idea of linguistic variables is one basis of the 
fuzzy set theory. A linguistic variable is a fuzzy variable. 
The cultural values of linguistic variables are words rather 
than numbers. For example, when we say "Cultural 

Intelligence is high," it means that the linguistic variable of 
CQ takes the linguistic value high. We use IF-THEN fuzzy 
rules to incorporate the knowledge of human cultural 
experts. Thus, our linguistic variables are used in fuzzy 
rules. For example:  

Rule 1: 

IF   metacognition is high AND cognition is 

high AND motivation is high AND 

behavior is high 

THEN    CQ is high 

The fuzzy set operations used in our system are 
Intersection and Union. For example, the fuzzy operation 
used to create the Intersection of two fuzzy sets A and B is 
as follows:  

     ( )     [  ( )   ( )]    ( )    ( )            

The operation to form the Union of two fuzzy sets A and B 
is as follows: 

    ( )     [  ( )   ( )]    ( )    ( )           

The fuzzy sets are shown in Fig. 3. Each universe of 
discourse consists of three fuzzy sets: Low, Medium and 
High. As we can see in Fig. 3, a person who has a score of 
6.8 in fuzzy logic has a membership in the ‘High’ set with a 
degree of 0.2. At the same time, he/she has also a 
membership in the ‘Medium’ set with a degree of 0.15 This 
means that a person with a score of 6.8 adheres partially to 
several sets. 

 

Figure 3.  Three fuzzy sets: Low, Medium, and High fuzzy sets 

As we explained above, our hybrid neuro-fuzzy 
computational model uses AI technologies and combines the 
advantages of fuzzy logic and ANN. It can be trained to 
develop IF-THEN fuzzy rules. CQ expert knowledge is 
easily incorporated into the structure of the neuro-fuzzy 
model. At the same time, the connectionist structure 
prevents fuzzy inference, which would entail a substantial 
computational burden. 

CQ decision making is often based on the intuition, 
common sense and experience of experts. A large number of 

(2) 

(1) 

(1) 



142

International Journal on Advances in Intelligent Systems, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/intelligent_systems/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

fuzzy rules provide us with a means of modeling how  
experts make decisions in cross-cultural activities. Based on 
these rules, users’ decisions can be evaluated and 
appropriate suggestions can be offered by the system. 

IV. DESIGNING THE CULTURAL INTELLIGENCE 

COMPUTATIONAL MODEL 

In this section, we explain how to extract cultural 
information from a business decision-making process and 
how to assess decisions through our CQ computational 
model. The purpose of creating our computational model is 
to help users make decisions in cross-cultural activities. 

A. Computational Model 

On the basis of our whole aggregate multidimensional 
CQ conceptual model (see Fig. 2), we computerize this CQ 
conceptual model into a CQ computational model.  

The model is a multilayer neural network that is 
functionally equivalent to a fuzzy inference model. It uses a 
technique called the fuzzy inference method by Mamdani 
[33]. Fig. 4 illustrates an example of the application of this 
technique in the model through the use of triangular sets.  

 

Figure 4.    Example of Mamdani-Style fuzzy inference using triangular 
sets 

We define the fuzzy inference model as having four crisp 

inputs: Metacognitive CQ, Cognitive CQ, Motivational CQ 

and Behavioral CQ, and as having one output: CQ. For 

example, input metacognition is represented by 

metacognitive fuzzy sets 1, 2, 3, 4, 5, and 6; output CQ is 

represented by fuzzy sets CQ 1, 2, 3, 4, 5, and 6. Each row 

represents a rule; each column represents a crisp input 

which determines the degree to which these inputs belong to 

each of the appropriate fuzzy sets. 
Fig. 5 shows the neuro-fuzzy model that corresponds to 

this fuzzy inference model. It is represented with a neural 
network composed of five layers in the model. Each layer of 
the network is associated with a particular step in the fuzzy 
inference process by Mamdani [33]. We also have four 
inputs in our computational model:  Metacognitive CQ, 
Cognitive CQ, Motivational CQ and Behavioral CQ, and 
one output: CQ. 

 
 

We explain the network inference process of the 
computational model as follows: 
 

 

Figure 5.     Computational model of cultural intelligence for decision 
making 

Layer 1 - Inputs: No calculation is made at this layer. Each 
neuron corresponds to an input cultural variable. These 
input values are transmitted directly to the next layer.  
Layer 2 - Fuzzification: Each neuron corresponds to a 
business CQ linguistic label (e.g., High, Medium and Low) 
associated with one of the input CQ variables in Layer 1. In 
other words, the connection of the output, which represents 
the membership value, specifies the degree to which the 
input CQ values belong to the neuron’s fuzzy set. The 
connection is computed at this layer.  
Layer 3 - Fuzzy Rules: The output of a neuron at this layer 
is the cultural fuzzy rules. Each neuron corresponds to one 
CQ fuzzy rule. The CQ fuzzy rule neurons receive inputs 
from Layer 2, which represent CQ fuzzy sets. For example, 
neuron R1 represents CQ rule 1 (Rule 1: IF metacognition is 
high AND cognition is high AND motivation is high AND 
behavior is high THEN CQ is high). Neuron R1 receives 
input from the neurons CQ-MC1 High, CQ-C1 High, CQ-
M1 High and CQ-BEH1 High. 
Layer 4 - Rules Union (or consequence): At this layer, 
neurons have two main tasks: (1) to combine the precedent 
of CQ rules; and (2) to determine the output level (CQ1-
High, CQ2-Medium and CQ3-Low).  
Layer 5 - Combination and Defuzzification: This layer 
combines all the consequential rules and computes the crisp 
output after defuzzification. The composition method "sum-
product" [34] is used. It computes the outputs of the 
membership functions defined by the weighted average of 
their centroids. We apply, in this case, the triangle 
calculation in our computational model, which is the 
simplest calculation of the fuzzy set as shown in Fig. 6.  
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Figure  6.  Calculation of cultural intelligence fuzzy sets 

 

The calculation formula (see Equation (3)) of the weighted 
average of the centroids of the clipped fuzzy sets CQ3 
(Low), CQ2 (Medium) and CQ1 (High) is calculated. 

  (                     )  
 

 
  
           (   

 

 
  )    

              


where a2 and a3  are the respectively center of the medium 
and high triangles; b1, b2 and b3 are the widths of fuzzy sets, 
which correspond to CQ 3, 2 and 1. 

In Fig. 7, we present the first input (MC) of Fig. 5 in 
order to explain the process of obtaining the value of the 
Metacognitive CQ dimension. The other three dimensions, 
i.e., Cognitive CQ, Motivational CQ, and Behavior CQ, 
follow the same process. 

 

Figure 7.  Example of inference to obtain the Metacognition value in the 

computational model 

Fig. 7 shows the neuro-fuzzy model that also respects 
the fuzzy inference model, which has four inputs MC-Q1, 
MC-Q2, MC-Q3 and MC-Q4. The model is composed of 
five layers. Each layer of the neural network is associated 
with the same steps in the fuzzy inference process by 
Mamdani [33]. 

In detail, a business decision in the metacognitive 
dimension can be devised using four aspects. The four 

aspects are expressed in natural language as follows: 1) This 
decision is conscious of the cultural adaptation it uses when 
interacting with people with different cultural backgrounds; 
2) This decision adjusts its cultural adaptation as it interacts 
with people from a culture that is unfamiliar to it; 3) This 
decision is conscious of the cultural adaptation it applies to 
cross-cultural interactions; 4) This decision checks the 
accuracy of its cultural adaptation as it interacts with people 
from different cultures. Thus, we have four inputs to the 
model, which represent these four aspects in the 
metacognitive dimension, and one output: Metacognition 
(MC). 
Layer 1 - Input: Four inputs represent the answers of four 
aspects of users in metacognitive dimension. For example, 
MC-Q1 is the aspect 1 of Metacognitive CQ. These four 
input variables correspond to four neurons (MC-Q1, MC-
Q2, MC-Q3 and MC-Q4), and are transmitted directly to the 
next layer, which is expressed as:  

  ( )    ( )                            

where,   ( )  are the four inputs;   ( )  is the output of the 
four input neurons.  
Layer 2 - Fuzzification: For simplicity, each user answer is 
divided into three fuzzy sets. For example, for aspect 1, the 
input MC-Q1 is represented by three fuzzy sets MC-Q1 
High, Medium and Low. Three other inputs also respect this 
principle, which is represented by the same three fuzzy sets 
High, Medium and Low. We have 12 neurons in this layer. 
Each neuron receives a crisp input and determines the 
membership degree to which this input belongs to the 
neuron’s triangular fuzzy set. A triangular membership 
function by two parameters {a, b} is specified as follows: 
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where a and b are parameters that control the center and the 

width of the triangle,   ( )  is the input, and   ( )  is the 
output.  
Layer 3 - Fuzzy Rule: Every single neuron in this layer 
represents a metacognitive fuzzy rule. For example, R1 
corresponds to Rule 1. The value of yR1 is the output of 
fuzzy rule 1; it also represents the strength of R1. The rule is 
calculated by the fuzzy operation Intersection; therefore, the 
output of neuron yR1 is obtained as: 

   ( )                                      

where                                 are the inputs 
and    ( ) is the output of metacognitive fuzzy rule neuron 
R1. 

(3) 

(4) 

(5) 

(6) 
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Layer 4 - Rules Union: The neurons in this layer receive 
inputs from the corresponding metacognitive fuzzy rule 
neurons from Layer 3 and combine them. The output of the 
MC is also expressed by fuzzy sets MC High, Medium and 
Low. The fuzzy operation we use is Union. For example, the 
Medium of Metacognition (MCM) is expressed as: 

    ( )     (       )       

where          are the inputs and      ( ) is the output in 
Layer 4. 
Layer 5 - Combination and Defuzzification: Each neuron 
represents a single output of the network. We need to 
combine them into a single fuzzy set. The combined output 
fuzzy set must be defuzzified. Here, we use the same 
calculation and principle as for the CQ to calculate 
Metacognition; the formula is given as follows: 
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where MCH represents the metacognitive High, MCM 
represents the metacognitive Medium, and MCL represents 
the metacognitive Low.  

The section above describes our basic concept 
computational model. Applying fuzzy set theory, many 
similar fuzzy inference styles have been built, such as 
Mamdani-style and Sugeno-style. However, in this real 
practical research, many computational bottlenecks are 
needed to break through when implementing fuzzy 
inference process in a neural network.  

B. Supervised Learning 

One of the main properties of the model is supervised 
learning, which has the ability to learn from CQ expert 
experiences and to improve performance by modifying the 
CQ rules through learning. Supervised learning involves 
cultural inputs and cultural outputs that are available to our 
multilayer neuro-fuzzy network. The task of the network is 
to predict or adjust inputs to the desired outputs. 

This multilayer neuro-fuzzy network can apply standard 
learning algorithms, such as back-propagation, to train it. 
The network offers a mechanism for automatic IF-THEN 
rule acquisition and adjustment. This mechanism is very 
useful, especially in situations where cultural experts are 
unable to verbalize the knowledge or problem-solving 
strategy they use. 

The principle of the back-propagation algorithm in 
supervised learning in our model is that we provide the 
model with the final external CQ data that supervised 
learning requires; these data represent the results of a user’s 
decision. Each case contains the original input cultural data 
and the output data offered by CQ human experts to be 
produced by the model. The model compares actual output 
with the CQ experts’ data during the training process. If the 
actual output differs from the data given by experts in the 
training case, the model weights are modified.  

 
Figure 8.  Back-propagation in CQ Neuro-Fuzzy network learning 

Figs. 5 and 7 explain neuro-fuzzy inference structure.  
Fig. 8 shows how to train this neuro-fuzzy network. It is 
from one part of our Fig. 7 with three layers (Input layer, 
Hidden layer and Output layer), as an example to illustrate 
how the neuro-fuzzy network learns by applying the back-
propagation algorithm. MC-Q1 and MC-Q4 refer to neurons 
in the input layer; MC-Q1High, MC-Q2 Medium and MC-
Q1Low refer to neurons in the hidden layer; and R1, R2 and 
Rn refer to neurons in the output layer. We explain our 
model’s learning process theory in three steps as follows: 
Step 1 - Input Signals: We input signals from MC-Q1 to 
MC-Qn into the model; these signals are propagated through 
the neuro-fuzzy network from left to right, while the  
difference signals (or error signals) are propagated from 
right to left.  
Step 2 - Weights Training: To propagate difference 
signals, we start at the output layer and work backward to 
the hidden layer. The difference signal at the output of 
neuron R1 at sequence s is calculated as follows: 

   ( )       ( )      ( )  

where      ( ) is the cultural experts’ desired output data of 

neuron R1 at iteration s.    ( ) is the difference between the 
output     ( )  and the experts’ desired output data at 
iteration . For example, we use a forward procedure method 

to update the CQ rules’ weight           . Rule R1 for 

updating weight at the output layer at iteration s is defined 
as: 

 
         (   )           ( )            ( ) 

 
where           ( ) represents the weight correction of 

the MC-QHR1 at iteration s. 
Step 3 – Iteration: We increase iteration s by one and 
repeat the process until the preset difference criterion is 
satisfied.  

(7) 

(8) 

(10) 

(9) 
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Following the above three-step learning procedure, we 
give a concrete example to show how the model obtains the 
desired value after learning. Suppose we have collected five 
people's input data, and get five corresponding CQ results 
from the output of the model as: y = [5, 6, 7, 3, 2]. On the 
other hand, the cultural experts give five desired CQ output 
values as: yd = [7, 7, 6.5, 4.5, 7]. We now use these five 
pairs of input data and desired values to train the model.  

We use this example with two different training 
algorithms to compare how the computational model learns. 
This approach facilitates the comparison of the results of 
two different algorithms that we used in our training 
process. The first algorithm considers the balance of the 
five-layer network and the generalization of the model. As 
shown in Fig. 9, after the training with 10 epochs (an epoch 
is the presentation of an entire training set to the model 
during training.) The vertical axis (Training-Blue) 
represents the difference (or error) between the system 
outputs and the targets.  
 

 
 

 

Figure   9.   Learning algorithm 1 in computational model 

However, the model learns very slowly. The 
computational model stops learning after 10 epochs, and the 
model reproduces five final results that still differ from the 
desired CQ output values. For example, the first desired data 

requires 7; after training, the model shows the training result 
7.062, with a difference of -0.0620. Thus, as the message 
shows, our performance goal has not quite reached the 
desired value. 

We use the second algorithm to train the model. This 
training method does not consider the balance of the neuro-
fuzzy network and the generalization of the model. After 9 
epochs training processes, we get the new output from the 
model as: y = [7, 7, 6.5, 4.5, 7], shown in Fig. 10.  
 

 

 
Figure  10.  Learning algorithm 2 in computational model 

The output of the model quite accurately resembles the 
desired CQ values yd = [7, 7, 6.5, 4.5, 7] from the cultural 
experts, and we believe our computational model has 
reached the training goal, that is to say, the model has the 
ability to learn new CQ knowledge. 

In this model, we only change the weights following the 
fuzzy rules layer. In order to prevent an overfitting problem, 
we prefer the algorithm 1. However, a detailed description 
of learning algorithms is beyond the scope of this paper. The 
algorithm criterion is that it not only guarantees training 
speed but also considers balance and generalization in our 
neuro-fuzzy computation model. Fig. 11 shows another 
graphic in three dimensions that demonstrates how the 
neuro-fuzzy network converts bad rules weights into the 
desired CQ rules weights. 
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a) Bad rules         b)      Desired rules 

Figure  11.     Example of the result after supervised learning 

V. IMPLEMENTING THE MODEL IN AN EXPERT 

SYSTEM 

This section presents the general conceptual structure of 
our system, which includes three parts. First, we explain 
why we implemented our computational model in an expert 
system. Second, we describe the structure of the system. 
Third, we provide details of the CQ domain by collecting 
and analyzing both data and knowledge thus making key 
concepts of the system design more explicit. 

A. Why an Expert System 

In the preceding sections, we presented the two basic 
premises of our computational model through the 
application of soft computing: (1) to study the thought 
processes of human cultural experts; (2) to represent these 
thought processes for computer use; and (3) to be capable of 
acquiring, extracting and analyzing the new knowledge of 
cultural experts. In this section, we want the system should 
be able to express knowledge in a form that is easily 
understood by users and deal with simple requests in natural 
language rather than a programming language. Second, the 
system should act as would an efficient team of cultural 
experts capable of making decisions and providing 
explanations in the decision-making process in culturally 
diverse settings. Hence, we integrated the computational 
model into an expert system, which is designed to mimic the 
decision making of human experts [35] [36].  

B.  Cultural Intelligence Decision Support System 

 The system is called the Cultural Intelligence Decision 
Support System (CIDSS). The CIDSS represents CQ 
knowledge through the heuristic manipulation of a CQ 
database center. The CIDSS has three application domains: 
Business Activities, Expatriate Assignments and Business 
Project Evaluation. Fig. 12 illustrates the general structure 

of the CIDSS. The structure includes four main modules: 
1) The CQ Computional Model contains CQ 

knowledge that is useful for solving business cultural 

problems. The Cultural Intelligence Model in this structure is 

represented by the trained neural-fuzzy network. This 

module supports all the cultural decision-making steps in the 

system. It connects with three different units: New Data, 

Training Data and the Cultural Intelligence Database 

Center. New data include users’ requests for solving a given 

problem that involves cultural business affairs. Training 

Data are a set of training examples that are used for training 

the network during the learning phase. The Cultural 

Intelligence Database Center predominantly contributes to 

the knowledge gathered from the data about different cultural 

aspects, which have been collected from different countries. 
  

 

Figure  12.  General deployment structure of CIDSS 

2) The Cultural Intelligence IF-THEN Rules examine 

the CQ knowledge base, which is represented by the 

computational model, and produce rules which are 

implicitly “buried” in the neuro-fuzzy network.  

3) The Inference Engine is the core of the CIDSS. It 

controls the flow of business cultural information in the 

system and initiates inference reasoning from the CQ 

knowledge base. It also concludes when the system has 

reached a decision.  

4) The Explanation clarifies to the user why and how 

the CIDSS has achieved the specific business cultural 

decsions. These explanations include analyses, advice, 

conclusions and other facts required for deep reasoning.  
As a hybrid intelligent system, it provides 

comprehensive and global solutions and forms a system of 
rules capable of adapting to a multicultural environment. 
This is the context in which the CIDSS was born. We 
combined two intelligent technologies: hybrid neural-fuzzy 
and expert system. The hybrid neural-fuzzy technology 
ensures that  the CIDSS is capable of reasoning and learning 
in an uncertain and imprecise business cultural environment. 
The expert system, meanwhile, uses the knowledge of 
cultural experts and inference procedures in order to solve 
difficult problems normally requiring human expertise in the 
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CQ domain. This synergy improves adaptability, fault-
tolerance robustness and speed of system.  

The CIDSS possesses generic CQ and is not specific to a 
particular culture, such as that of the United States or China. 
The system shows big capabilities of cultural adaptation by 
modeling the human decision-making process in situations 
characterized by cultural diversity. Furthermore, due to its 
intricate cultural schemas and analytical abilities, the system 
can help users identify and understand key issues in cultural 
judgment and decision making. It also gives them the 
corresponding explanations. In this research, C/C++ is 
chosen as the programming language. 

C. Data and Knowledge Acquisition 

When more CQ knowledge has been collected, the 
system becomes stronger. CQ Data for the CIDSS are often 
collected from different sources, there are four different 
types of data in the CIDSS: (1) incompatible data, which is 
often the data we want to store in code and numbers in 
packed decimal format; (2) inconsistent data, which is often 
the same facts represented differently in CQ databases; (3) 
missing data, considered as actual cultural data records that 
often contain blank fields. We usually infer useful 
information from them and fill in the blank fields with 
average values; and (4) examples of previous CQ data that 
we use to train the neuro-fuzzy network. For example, we 
use a self-assessment questionnaire developed by Ang et al. 
[4] as the input data to CIDSS. This questionnaire has 20 
items that measure CQ and was used to collect data for 
studies on the test subjects regarding their capacity for 
cultural adaptation.   

In the process of knowledge acquisition in the CQ 
domain, we collect CQ knowledge by reading books and 
reviewing documents, manuals, papers, etc. We also collect 
additional information by interviewing cultural experts. 
During a number of interviews, cultural experts are asked to 
identify some typical cases, describe how they solve each 
case and explain the reasoning behind each solution. 
However, extracting knowledge from a human expert is a 
difficult process. Usually, cultural experts are unaware of 
the knowledge they have and the problem-solving strategy 
they use and they are often unable to verbalize these. 
Experts may also provide us with incomplete, inconsistent 
or irrelevant information. We then analyze the acquired 
knowledge and repeat the entire process. The example of 
CQ knowledge acquisition is given in Section III.  

VI. CIDSS COGNITIVE ARCHITECTURE 

As we mentioned in Section III, the CIDSS uses both the 
symbolic and the connectionist approaches of AI. The 
CIDSS respects the cognitive concepts regarding global CQ 
theories and details how the human mind works in decision-
making processes. Noubel [37] considers that a decision-
making process follows four major steps and describes how 
the path from idea to the action is organized in decision 
making. The sequence is used of the basis of the analysis in 
our cognitive cycle architecture: 

1) The reflection level: Intelligence mobilizes and 

cross-fertilizes available knowledge via a refined 

synchronous or asynchronous dialogue, either through face-

to-face contact or remotely. Dialogues draw on new 

horizons, allow the anticipation of conflicts, and prepare all 

decision makers for consensus.  

2) The options formulation level:  This level owes its 

quality to upstream thinking. This is a sensitive step that 

requires as much objectivizing of object-links (i.e., projects, 

threats, needs, etc.) as with elimination processes that 

require strong knowledge mobilization. It usually leads to a 

final option.  

3)  Selection of the final option: If steps 1 and 2 are 

managed with intelligence, then the selection of the final 

option is much easier. Candidate options are richer, more 

detailed, more flexible, and ultimately more representative. 

4) The action level: This level engages new 

intelligence processes, knowledge interaction and 

operational coordination between decision makers. The 

cycle from steps 1 to 4 is permanent and self-inclusive. It 

functions like an endless spiral.  
The CIDSS also relies on engineering concepts in its 

solutions for the design and implementation of software 
information. It offers better learning mechanisms, which 
emulate human intelligence. The CIDSS is a distributed and 
modular architecture. It relies on the functional “cultural 
consciousness” mechanism for much of its operations. Its 
modules communicate and offer information to each other. 

By using its cognitive cycle, the CIDSS recognizes 
business-related information in natural language from its 
complex environment. The CIDSS influences its 
environment by offering a decision or recommendation to 
users. Fig. 13 describes the cognitive architecture of CIDSS.  

 

Figure 13.  Cognitive architecture of CIDSS 

The three main parts of the architecture are: (1) The 
Input Process presents information or a phrase in natural 
language, which expresses a user’s demand via the input of 
the user interface. Through the Identify Unit to distinguish 
which domain the user wants to consult, the Filter and 
Classifier module takes the inputted information, classifies 
it, and filters what is not useful for analysis in the next 
steps; (2) The Decision Making Process is a neural network 
with fuzzy inference model capabilities. The system can be 
trained to develop IF-THEN CQ fuzzy rules and can 
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determine membership functions for input and output 
variables. This module has four sub-modules: 
Metacognition (MC), Cognition (C), Motivation (M) and 
Behavior (BEH); (3) The Recommendation explains the 
results of decision making to users in natural language and 
provides suggestions. 

The following describes these steps, which correspond 
to the numbers inside the rectangles in Fig. 13. 
Step 1: The business information is in natural language and 
expresses a problem, a question or a requirement of the user. 
It is input through the user interface. The information enters 
the Identify module, which identifies the information used to 
determine what the user requires. 
Step 2: The business information goes to the Filter and 
Classifier module. In this module, the information is 
classified.  Useful information is filtered from non-useful 
information. The useful information is culturally analyzed in 
the following steps.  
Step 3: To perform this classification, the module is 
associated with the Cultural Intelligence Database Center. 
This center has the necessary data required by the system, 
such as countries, religions, languages and laws.  
Step  4: The classified business cultural data are ready to be 
sent to the Temporary Memory module. This module keeps 
the data temporarily and, at the same time, interacts with the 
other modules.  
Step 5: Modules 5a-Metacognitive, 5b-Congnitive 5c-
Motiviational and 5d-Behavioral collect the business 
cultural data belonging to them in the Temporary Memory.  
Step  6: Each module depends on the consultation of its 
own Permanent Memory. These permanent memory 
modules are 6a for metacognition, 6b for cognition, 6c for 
motivation and 6d for behaviour. Each permanent memory 
represents a complete and specific cultural database that is 
used by its associated module to analyze the business 
cultural information stored in the Temporary Memory.  
Step 7: 7a, 7b, 7c and 7d analyze the business cultural 
information. If data are missing, Permanent Memory 
modules go to the Cultural Intelligence Database Center to 
assist in the cultural analysis of the respective modules. 
Step 8: After the analysis has been completed in each 
module, the four modules interact with each other to adjust 
their respective cultural decisions. This interaction enables 
each module to make a complete and effective decision 
before continuing to the next step. 
Step  9: Following the interaction among the modules of the 
different dimensions of cultural intelligence, the four 
modules in steps 9a, 9b, 9c and 9d send their final cultural 
decisions to the Cultural Intelligence Result module. In this 
module, the decisions of these four modules are generalized 
and offer significant information to the user.  
Step 10: The Explanation module justifies and explains in 
detail using natural language understandable to the user why 
these decisions were presented.  
Step 11: The explanations are sent to the User Interface.  

Figs. 14 and 15 present an example of two outputs of the 
Expatriate Assignment application domain that show how 
the CIDSS can help a user make decisions by taking into 
consideration his/her inputted request. The CIDSS prototype 

system follows the decision-making cycle process shown in 
Fig. 13. The input data are specific business questions in 
natural language provided by users. The system provides 
two outputs as answers to the question. Output 1 (Fig. 14) 
gives a general decision to answer the question put by the 
user.  



Figure 14.  Example of CIDSS prototype system (Output 1) 

Output 2 (Fig. 15) provides more detailed explanations, 
which clarify to the user why the system reached that 
decision. 

 

Figure 15.  Example of CIDSS prototype system (Output 2) 

VII. EVALUATION OF THE MODEL 

Three cultural experts have validated our computational 
CQ model and the CIDSS prototype system. This validation 
ultimately reflects the consistency between the real world 
and the artificial CIDSS system. The CIDSS prototype 
system was also tested with two hundred people by 
measuring their CQ value. The effectiveness and robustness 
of the system is evaluated by carrying out a regression 
analysis on these data. Fig. 16 shows the results of the 
analysis.  

 
 Figure 16.      The regression analysis of two hundred people CQ values  
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The correlation coefficient R between the system outputs 
and the corresponding experts’ desired values is calculated, 
R=0.883. After training the system with these data, the final 
R is close to 1. Based on the results of the validation, the 
cultural experts compared the CIDSS results with their own. 
These experts concluded that the cross-cultural business 
decisions recommended by CIDSS are similar to the ones 
suggested by a human expert.  

To date, in the CQ domain, no research on CQ has been 
empirically computerized. This computational model is first 
created with soft-computing technology.  

We also add CIDSS to self-awareness CQ training 
programs as an important means of improving the capacity 
of individuals and organizations to overcome these cross-
cultural challenges. It is critical that employees be able to 
interact effectively with their clients, users, vendors, and 
other professionals from different cultures in today’s global 
workforce. This new work environment requires employees 
to acquire new competencies and unique capabilities in 
order to work effectively beyond traditional cross-cultural 
training. Within this context, the CIDSS provides important 
insights about personal capabilities, as well as information 
on the user’s own CQ in culturally diverse situations. Users 
can get two evaluation (self- and observer evaluations) 
questionnaires available in the CIDSS in order to compare 
their results. Figs. 17 and 18 present two parts of a user’s 
results of the self-evaluation questionnaire in the CIDSS. 
For example, the self-evaluation questionnaire that evaluates 
the user's CQ is presented in the system as follows: 
Result 1: After inputting the answers of the questionnaire to 
a user’s response in the CIDSS, the system provides 
feedback. If a user’s evaluation achieves a high score (e.g., 
greater than 8), the system displays  the following message: 

 
Figure   17.     Result 1- High score: Greater than 8 

Result 2: When the evaluation results are lower than 6, the 
system accordingly gives useful suggestions for personal 
self-development as required. The CIDSS presents 
recommendations as follows: 

 

Figure  18.   Result 2- Low score: Lower than 6 

This process allows the system first to evaluate the users 
to identify their problems in the CQ domain. The system 
then offers several precise recommendations to users based 
on the results of the evaluation. Moreover, the system uses 
natural language to give users recommendations in order to 
provide the users with a stress-free and friendly evaluation 
environment.  

Organizations could also use the CIDSS (both self- and 
observer evaluations) to train employees for expatriate 
purposes. At this point, the CIDSS serves as an efficient 
team of top CQ experts who accompany individuals or 
organizations that want to have training or insights on how 
to increase their efficiency in culturally diverse settings. 

VIII. CONCLUSION 

To keep up with the pace of globalization, international 
business and traditional BI need to deal with two major 
issues: how to adapt to cultural diversity and how to deal 
with "soft data" or natural language in order to make 
human-like business decisions.  

In order to address these issues, this research attempts to 
build a "culturally aware" system, which helps users make 
decisions in cross-cultural business activities, and enables 
users to solve cultural problems that would otherwise have 
to be solved by cultural experts. Organizations can also use 
the system to evaluate and train employees by providing 
them with specific suggestions to improve their weaknesses 
and develop their cultural skills for expatriate assignments. 
This latter point is of particular importance in modern 
learning theories. 

The other noteworthy points in this research are the 
following: (1) this research treats four CQ dimensions as an 
integrated and interdependent body. As a result, the CQ 
theories are more complete, more efficient and more precise 
in their applications. (2) This research fills that gap between 
CQ and AI. We have made a contribution in the application 
of AI by computerizing CQ. Consequently, this inventive 
research provides the opportunity for delving into new 
research areas and expands the range of intelligence in the 
field of AI. (3) Furthermore, this research simplifies the 
work of researchers by freeing them from heavy, complex, 
repetitive tasks normally carried out manually in the process 
of CQ studies. 

There are some limitations in this research; one of them 
is that it is confined to CQ domain. In the future, there are 
still many aspects to improve such as developing a more 
user friendly interfaces in the commercial version of CIDSS, 
collecting more multicultural data, integrating CIDSS with 
other existing systems. Although the limitations, adapting to 
cultural diversity is a big challenge for the international 
business and traditional BI where this research has 
attempted to give an effective answer. 
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Abstract—The main subject of the current paper is the 
modelling of mechanical properties of carbon steels at a 
temperature which exceeds the typical hot rolling temperature 
range as well as a new methodology of such investigation was 
developed. The method requires high accuracy model of semi-
solid steel deformation. Hence, it requires a dedicated hybrid 
analytical-numerical model of deformation of steel with 
variable density. The newly developed methodology allows to 
compute curves depending on both temperature and strain 
rate. In aim to verify the new modified methodology, a number 
of experimental tests using Gleeble 3800 thermo-mechanical 
simulator were done. The comparison between numerical and 
experimental results are presented in the first part of the 
paper. The developed methodology allows reliable numerical 
simulation of deformation of semi-solid steel samples and 
calculation of realistic flow curve parameters. In the second 
part of the paper, the newest results of mechanical properties 
prediction of 11SMn30 grade steel as well as an example 
numerical and experimental results are presented.  

Keywords-strain-stress curve; semi-solid steel testing; extra-
high deformation temperature; numerical analysis; inverse 
method 

I.  INTRODUCTION 

Due to the global energy crisis in recent years, more and 
more new production technologies require energy 
preservation and environmental protection. The integrated 
casting and rolling technologies are newest efficient and 
very profitable ways of hot strip production. Only few 
companies all over the world are able to manage such 
processes. The technical staff of a plant located in Cremona, 
Italy is working on new methods of flat steel manufacturing 
for several years now. The ISP (Inline Strip Production) and 
AST (Arvedi Steel Technologies) technologies, which are 
developed in Cremona, are distinguished by very high 
rolling temperature. The main benefits of both methods are 
related to very low rolling forces and favourable field of 
temperature. However, certain problems particular to such 
metal treatment arise. The central parts of slabs are mushy 
and the solidification is not yet finished while the 
deformation is in progress. This results in changes in 
material density and occurrence of characteristic 

temperatures having great influence on the plastic behaviour 
of the material [1] [2] [3] [4] [5]. The nil strength 
temperature (NST), strength recovery temperature (SRT), 
nil ductility temperature (NDT) and ductility recovery 
temperature (DRT) have effect on steel plastic behaviour 
and limit plastic deformation [5]. The nil strength 
temperature (NST) is the temperature level at which 
material strength drops to zero, while the steel is being 
heated above the solidus temperature. Another temperature 
associated with NST is the strength recovery temperature 
(SRT). At this temperature the cooled material regains 
strength greater than 0.5 N/mm2. Nil ductility temperature 
(NDT) represents the temperature at which the heated steel 
loses its ductility. The ductility recovery temperature (DRT) 
is the temperature at which the ductility of the material 
(characterised by reduction of area) reaches 5% while it is 
being cooled. Over this temperature, the plastic deformation 
is not allowed at any stress tensor configuration. 

 The most important steel property having crucial 
influence on metal flow paths is the yield stress. In the 
literature of the past years, one can find papers regarding 
experimental results [6] and modelling [7] of non-ferrous 
metals. Both the mentioned contributions focus mainly on 
tixotrophy. Thixoforming process is one member of a 
family of semi-solid forming processes and it possesses 
characteristics of both casting and forging. The first results 
regarding steel deformation at extra high temperature were 
only presented in the past few years [8]. This stems from the 
fact that level of liquidus and solidus temperatures of steel is 
very high in comparison with non-ferrous metals. It causes 
serious experimental problems contrary to deformation tests 
for non-ferrous metals which are much easier. Rising 
abilities of thermo-mechanical simulators such as the 
Gleeble 3800 and development of new methods of 
identification of mechanical properties allow investigations 
leading to strain-stress relationships for semi-solid steels, as 
well. This problem became a subject of research done by 
authors of the presented paper for several years now. As a 
result a computer system supporting the investigation of 
mushy steel has been developed. The current paper presents 
the modified methodology, which allows the calculation of 
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the real stress-strain relationships for a wide range of 
temperatures and strain rate. In Section II, the modified 
methodology of stress-strain curves is described. Section III 
presents a mathematical model, while Section IV presents 
experimental verification of the developed methodology. In 
Section V, the newest results of strain-stress prediction for 
simulations of rolling process are presented. Finally, in the 
last section, the main conclusions and future work are 
shortly described. 

II. THE NEW METHODOLOGY 

The old version of steel examination methodology, de-
noted as variant no. 1, was based on both tension and 
compression tests [12] [13]. The temperature range was 
divided into two sub-ranges: lower – below NDT – and 
higher – above this temperature. The usual experimental 
procedure based on tensile tests, which is valid for cold and 
low-level hot deformation was applied for the lower 
temperature range. The resulting yield curves were 
described by modified Voce formula using approximation of 
experimental data [11].  

A special technique of testing was developed for 
temperatures higher than NDT due to several serious 
experimental problems. The deformation process has been 
divided into two main stages. The first one – a very small 
preliminary compression and the second one – the ultimate 
compression. The preliminary deformation was designed to 
eliminate clearances in the testing equipment. The 
coefficients of the Voce formula were calculated using 
inverse solutions. This was the only acceptable method due 
to strong strain inhomogeneity of semi-sold steel. This 
approach allowed to compute strain-stress curves depending 
on only one additional parameter – the temperature. The 
newly developed methodology (denoted as variant no. 2) 
allows the computation of curves depending on both 
temperature and strain rate.  The tension tests has been 
replaced by compression ones and the Voce formula was 
replaced by more adequate equation. Contrary to the old 
version of the method the newly developed one allows the 
computation of curves depending on both temperature and 
strain rate. Figure 1 schematically presents the modified 
methodology. More details concerning the experimental 
work were published in  [14]. The presented approach 
allows to compute realistic yield stress curves depending on 
strain, temperature and strain rate in temperature range from 
1200oC to NDT and above. The objective function of the 
inverse analysis was defined as a square root error of 
discrepancies between calculated (Fc) and measured (Fm) 
loads at several subsequent steps of the compression process. 
The experimental values of the deformation forces were 
collected by the Gleeble 3800 equipment while the 
theoretical ones (Fc) were calculated with the help of a 
sophisticated solver facilitating accurate computation of 
strain, stress and temperature fields for materials with 
variable density. 

 
 

Figure 1.  Flowchart of the integrated testing methodology of flow stress 
investigation of semi-solid steel. 

This solver is the least visible but the most powerful part 
of the computer aided testing system developed by the 
authors called Def_Semi_Solid. The heart of the solver is 
based on a hybrid analytical-numerical mushy steel 
deformation model described in the next section. The 
Def_Semi_Solid solver  was included into Extra-High 
Temperature Solutions Platform (EHTS Platform) in order to 
support modelling of plastic deformation of materials at very 
high temperature levels (Figure 2). The solutions platform 
consists of two independent tools: Def_Semi_Solid v.5.0 – 
complete 2D modelling toolset dedicated for Gleeble® 3800 
thermo-mechanical simulator with integrated 
Pre&Postprocessor and DEFFEM 3D – vertical application 
toolset including three modules: DEFFEM solver (still in 
development) full three dimensional multiscale thermo-
mechanical solver for new methodology purposes, DEFFEM 
inverse and DEFFEM pre&postprocessor. The last two 
modules were tested in real industrial tests during modelling 
of TIG welding process of Inconel super alloy and stamping 
processes. Those modules supported of boundary condition 
identification as well as strain-stress curves based on 
industrial results. More details concerning modelling of 
mentioned processes with DEFFEM inverse module support 
can be found in [9] [10] [15]. 

 

 
Figure 2.  Architecture of extra-high temperature solutions platform. 
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The newest version of Def_Semi_Solid system is 
equipped with full automatic installation unit (Fig
new graphical interface. It allows the computer aided testing 
of mechanical properties of steels at very high
using Gleeble 3800 physical simulators to avoid problems 
which arise by traditional testing procedures. The first 
module allows the establishment of new projects or working 
with previously existing ones (Figure  4
of each project are: input data for a specific 
compression/tension test as well as the results of 
measurements and optimization. In the current version of the 
program the module permits application of a number of 
database engines (among other standard MSAcces, dBA
IV and Paradox 7-8 for PC-based systems) and allows the 
implementation of material databases and procedures of 
automatic data verification. The next module (the solver) 
gives user the possibility of managing the working 
conditions of the simulation process. The inverse analysis 
can be turned off or on using this part of the system.

Figure 3.  The main window of the newest version of
system. 

  

Figure 4.  The Pre-processor of the newest version of
system.  

The newest version of Def_Semi_Solid system is 
equipped with full automatic installation unit (Figure 3) and 
new graphical interface. It allows the computer aided testing 
of mechanical properties of steels at very high temperature 
using Gleeble 3800 physical simulators to avoid problems 
which arise by traditional testing procedures. The first 
module allows the establishment of new projects or working 

4). The integral parts 
project are: input data for a specific 

compression/tension test as well as the results of 
measurements and optimization. In the current version of the 
program the module permits application of a number of 
database engines (among other standard MSAcces, dBASE 

based systems) and allows the 
implementation of material databases and procedures of 
automatic data verification. The next module (the solver) 
gives user the possibility of managing the working 

ess. The inverse analysis 
can be turned off or on using this part of the system. 

 

the newest version of Def_Semi_Solid 

 

the newest version of Def_Semi_Solid 

The last module (DSS/Post module) is d
visualisation of the numerical results and printing the final 
reports. In the current version the possibility of visualization 
was significant improved. The main are: shading options 
using OpenGL mode (2D and 3D) as shown in Fig
possibility make a full contour map (2D and 3D) as shown in 
Figure 6. 

 

Figure 5.   The Post-processor of the newest version of 
system   (shading option 2D and 3D).

Figure 6.  The Post-processor of the newest version of 
system   (contour 

III.  MATHEMATICAL 

A mathematical model of the compression process has 
been developed using the theory of plastic flow
principle of the upper assessment, calculus of variations, 
approximation theory, optimization and numerical methods 
for solving partial differential equations were used
following assumptions were established:

• Deformation and str
• Deformed material is isotropic but inhomogeneous;
• The material behaviour is rigid

relationship between the stress tensor and strain rate 
tensor is calculated according to the Levy
flow law [11], which is given as:
 

��� � 1
3������

 

The last module (DSS/Post module) is dedicated to the 
visualisation of the numerical results and printing the final 
reports. In the current version the possibility of visualization 
was significant improved. The main are: shading options 
using OpenGL mode (2D and 3D) as shown in Figure 5 and 

ssibility make a full contour map (2D and 3D) as shown in 

 

the newest version of Def_Semi_Solid 
(shading option 2D and 3D). 

 

the newest version of Def_Semi_Solid 
contour option). 

ATHEMATICAL MODEL 

A mathematical model of the compression process has 
been developed using the theory of plastic flow [11]. The 
principle of the upper assessment, calculus of variations, 
approximation theory, optimization and numerical methods 

partial differential equations were used [16]. The 
following assumptions were established: 

eformation and stress state are axial-symmetrical; 
is isotropic but inhomogeneous; 

he material behaviour is rigid-plastic – the 
ween the stress tensor and strain rate 

tensor is calculated according to the Levy-Mises 
, which is given as: 

�� � 	
2

3

��

���

���� (1) 



154

International Journal on Advances in Intelligent Systems, vol 6 no 1 & 2, year 2013, http://www.iariajournals.org/intelligent_systems/

2013, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

Rigid-plastic model was selected due to its very good 
accuracy at the strain field during the hot deformation and 
sufficient correctness of calculated deviatoric part of the 
stress field. Moreover, the elastic part of each stress tensor 
component is very low at temperatures close to solidus line 
and can in practice be neglected in calculations of strain 
distribution. The limits for plastic metal behaviour are 
defined according to Huber-Mises-Hencky yield criterion: 

 

������ = 	2	 ���√3�
�

 (2) 

  
In (1) and (2), ���  denotes the stress tensor components, ���  represents the mean stress, ���  is the Kronecker delta 

[11], ��  indicates the yield stress, ���  is the effective strain 
rate, and ����  denotes strain rate tensor components. The 
components are given by an equation: 

 

���� = 1

2
	∇�
� + ∇�
�� (3) 

 
In cylindrical coordinate system �
�� the solution is a 

vector velocity field defined by the distribution of three 
coordinates � = �
�,
�,
�� . The field is a result of 
optimization of a power functional, which can be written in 
general form as the sum of power necessary to run the main 
physical phenomena related to plastic deformation. Due to 
the axial-symmetry of the sample the circumferential 
component of the velocity field can be neglected and the 
functional is usually formulated as: 

 ���� = �� = ��	 +��
 +��� (4) 
 
Component ��	  occurring in (4) represents the plastic 

deformation power, ��
 is the power which is a penalty for 
the departure from mass conservation condition, ��� denotes 
the friction power and � = �
�,
��  describes the reduced 
velocity field distribution.  

Rigid-plastic formulation of metal deformation problem 
requires the condition of mass conservation in the 
deformation zone. In case of solids and liquids with a 
constant density, this condition can be simplified to the 
incompressibility condition. Such a condition is generally 
satisfied with sufficient accuracy during the optimization of 
functional (4). In most solutions a slight, but noticeable loss 
of volume is observed. The loss  occurs because the 
incompressibility condition imposed on the solution is not 
completely satisfied in numerical form. It is negligible in 
case of traditional computer simulation of deformation 
processes although in some embodiments more accurate 
methods are used to restore the volume of metal subjected to 
the deformation. In contrast, in the presented case the density 
of semi-solid materials varies during the deformation process 
and these changes result in a physically significant change in 
the volume of a body having constant mass. The size of the 
volume loss due to numerical errors is comparable with 
changes caused by fluctuation in the density of the material. 

A further problem specific to the variable density 
continuum is power ��
, which occurs in functional (4). It is 
used in most solutions and has a significant share of total 
power. Even when the iterative process approaches the end, 
this power component is still significant, especially if the 
convergence of the optimization procedures is insufficient. In 
case of discretization of the deformation area (e.g., using the 
finite element method) if one focuses solely on the �� 
  a 
number of possible locally optimal solutions appear. They 
are related to a number of possible directions of movement 
of discretization nodes providing the volume preservation of 
the deformation zone. Each of these solutions creates a local 
optimum for ��
 power and thus for the entire functional (4). 
This makes it difficult to optimize because of lack of uniform 
direction of fall of total power which leads to global 
optimum. The material density fluctuation causes further 
optimization difficulties, resulting from additional 
replacement of incompressibility condition with a full 
condition of mass conservation. 

The proposed solution requires high accuracy in ensuring 
the incompressibility condition for the solid material or mass 
conservation condition for the semi-solid areas. This stems 
from the fact that the errors resulting from the breach of 
these conditions can be treated as a volume change caused 
by the steel density variation in the semi-solid zone. High 
accuracy solution is required also due to large differences in 
yield stress for the individual subareas of the deformation 
zone. In the discussed temperature range they appear due to 
even slight fluctuations in temperature. In presented solution 
the second component of functional (4) is left out and mass 
conservation condition is given in analytical form 
constraining the radial (
�)	and longitudinal (
�)	velocity 
field components. The functional takes the following shape: 

 ���� = ��	 +�� � (5) 
 
In case of functional (5), the numerical optimisation 

procedure converges faster than the one for functional (4) 
due to the reduced number of velocity field parameters (only 
radial components are optimisation parameters) and the lack 
of numerical form of mass conservation condition. The 
accuracy of the proposed hybrid solution is higher also due 
to negligible volume loss caused by numerical errors, which 
is very important for materials with variable density. 

As mentioned before, the solution of the problem is a 
velocity field in cylindrical coordinate system in axial-
symmetrical state of deformation. Optimization of metal 
flow velocity field in the deformation zone of semi-
variational problem requires the formulation according to 
equation (5). The radial velocity distribution 
��
,�, �� and 
the longitudinal one 
��
,�, ��  are so complex that such 
wording in the global coordinate system poses considerable 
difficulties. These difficulties are the result of the mutual 
dependence of these velocities. Therefore, the basic 
formulation will be written for the local cylindrical 
coordinate system �
��  with a view to the future 
discretization of deformation area using one of the dedicated 
methods. In addition, one will find that the deformation of 
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cylindrical samples is characterized by axial symmetry. As 
demonstrated by experimental studies conducted using semi-
solid samples the symmetry may be disturbed only as a result 
of unexpected leakage of liquid phase [16]. 

Such experiments, however, are regarded as unsuccessful 
and not subject to numerical analysis. Establishment of the 
axial symmetry, with the exception of cases of physical 
instability can be considered valid also for the process of 
compression or tensile test of semi-solid samples, allows one 
to simplify the model because of the identical strain 
distribution at any axial sample cross-section. Therefore, 
considerations will be carried out in �
� coordinates for the 
sample cross-section using one of the planes containing the 
sample axis. Components of power functional given by (5) 
have been formulated in accordance with the general theory 
of plasticity by relevant equations. The plastic power for the 
deformation zone having volume of �  is given by the 
subsequent relation: 

 

��	 = ������



�� (6) 

 
where �� is the effective stress and  ��� denotes the effective 
strain. The plastic deformation starts when the rising 
effective stress reaches yield stress limit  ��  (�� = �� ) 
according to yield criterion given by equation (2). Effective 
strain occurring in (6) is calculated on the basis of the strain 
tensor components ����  according to following relationship: 
 

��� = �2

3
�������� (7) 

 
The components are given by (3). The second component of 
functional (5) is responding for friction. To compute friction 
power on the boundary � of area �  a model given by the 
subsequent equation was used: 
 

�� � = �� ��√3�

‖��‖�� (8) 

In (8), � is the so called friction factor, which is usually 
experimentally selected and �� is a relative velocity vector of 
metal and tool �� = �− �� . In case of tensile test, the 
samples are permanently fixed in jaws of a physical 
simulator and friction must not be taken into account. 
However, compression test requires sharing the friction 
power which is significant. 

For the solid zones the incompressibility condition can be 
described by universal operator equation independently of 
the mechanical state of the deformation process: 

 
∇� = 	0 (9) 

 
Because the semi-solid zone is characterized by density 

change due to still ongoing progress of steel solidification, 
the condition of incompressibility is inadequate to reflect 
changes and was replaced with the mass conservation 

condition, which describes the following modified 
operational equation: 

 

∇� −
1 ! !" = 	0 (10) 

 
The basis for the optimization of functional (5) is the 

velocity field determined by appropriate system of velocity 
functions in the concerned area. These functions are then the 
source of deformation field and other physical quantities 
affecting the power functional formulation. Obtaining an 
accurate real velocity field requires the use of velocity 
functions depending on a number of variational parameters. 
The functions should be flexible enough to map the field 
throughout the whole volume of the deformation zone. 
Analytical description of each component of the velocity 
field with a single function in the whole area of deformation 
is not preferred. This approach creates difficulties especially 
in areas not subjected to the deformation where the velocity 
function should remain constant. Therefore, the solution to 
the problem of semi-solid metal flow was based on a specific 
method. 

In the case of deformation of axial-symmetrical bodies, 
the incompressibility condition is given by following 
differential equation: 

 !
�!
 +

�
 +

!
�!� = 0 (11) 

For the semi-solid area, (11) is replaced by the mass 
conservation condition due to existing density changes. The 
longitudinal velocity has been calculated as an analytical 
function of radial velocity using this condition. In cylindrical 
coordinate system the condition has been described with an 
equation: 

 !
�!
 +

�
 +

!
�!� −
1 ! !# = 0 (12) 

 

 

Equation (11) is a special case of (12) and therefore the 
proposed solution will consider the dependence (12) as more 
general. In (12)   is the temporary material density and # is 
the time variable. The proposed variational formulation 
makes the longitudinal velocity dependent on the radial one. 
Condition (12) allows for the calculation of !
�/!� 
derivative as a function of !
�/!
  after analytical 
differentiation of radial velocity distribution function 
��
, ��. Hence, the longitudinal velocity is calculated as a 
result of analytical integration according to following 
equation: 

 


� = −��!
�!
 +

�
 −

1 ! !#��� (13) 
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In this case, the velocity field depends only on one function – 
the radial velocity distribution. 

Heat exchange between solid metal and environment, and 
its flow inside the metal is controlled by a number of factors. 
During phase transformation two additional phenomena have 
to be taken into account. Note that in the process of 
deformation of steel at temperature of liquid to solid phase 
transformation there are two sources of heat changes.  On the 
one hand, heat is generated due to the state transformation. 
On the other hand, it is secreted as a result of plastic 
deformation. In addition, steel density variations also cause 
changes of  body temperature. 

Thermal solution has a major impact on simulation 
results, since the temperature has strong effect on remaining 
variables. This is especially evident if the specimen 
temperature is close to solidus line when the body consist of 
both solid and semi-solid regions. In such case, the affected 
phenomena are: plastic flow of solid and mushy materials, 
stress evolution and density changes. The theoretical 
temperature field is a solution of Fourier-Kirchhoff equation 
with appropriate boundary conditions [16]. 

The most general form of the Fourier-Kirchhoff equation 
in any coordinate system can be written in operator form as 
follows: 

 

$��%	$&�+ ' = (� ���∇& +
!&!#� (14) 

 
where &  is the temperature distribution in the controlled 
volume and % denotes the symmetrical second order tensor 
called heat transformation tensor. In case of thermal 
inhomogeneity, the whole tensor has to be considered. 
 '  represents the rate of heat generation (or consumption) 
due to the phase transformation, due to plastic work done 
and due to electric current flow (resistance heating of the 
sample is usually applied). Finally, (� describes the specific 
heat,   the steel density, � the velocity vector of specimen 
particles and # the elapsed time. 

For axial-symmetrical case, (14) can be simplified. The 
following form of Fourier-Kirchhoff equations for isotropic, 
axially-symmetric heat flow was applied in the presented 
solution: 

) *∂�&
∂
� +

1
 ∂&∂
 +
∂�&
∂��++ ' =  (� ∂&

∂# (15) 

 
Equation (15) needs to be solved with appropriate initial and 
boundary conditions. Combined Hankel’s boundary 
conditions have been adopted for the presented model.  

One of the most important parameters of the solution is 
the density. Its changes have influence on the mechanical 
part of the presented model. The knowledge of effective 
density distribution is very important for modelling the 
deformation of porous materials. Density changes of liquid, 
solid-liquid and solid materials are ruled over three 
phenomena: solid phase formation, laminar liquid flow 
through porous material and thermal shrinkage. Total 

density changes can be calculated according to following 
equation: 

 ! !# = � �,� +  �,�� �!�!� − 1� !,�!� +  �,��-
	.
+ �/� �,� + /� �,�� !&!#  

(16) 

 
where X is the fraction and β the linear expansion 
coefficient. Indexes l and s denote the liquid and solid 
phases, respectively. 

IV. EXAMPLE RESULTS - NEW METHODOLOGY 

VALIDATION  

The experimental work was done in Institute for Ferrous 
Metallurgy in Gliwice, Poland using Gleeble 3800 thermo-
mechanical simulator (Figure 7). 
 

 
Figure 7.  The standard Gleeble 3800 equipment allowing deformation is 

semi-solid state (right before running process). 

The steel used for the experiments was the C45 grade 
steel having 0.45% of carbon content. In all cases, 
experiments were performed according to the following 
schedule: 

• initial stage: sample preparation divided into 
several sub stages (e.g., thermocouple assembly); 
die selection, etc, 

• stage 2: melting procedure, 
• stage 3: deformation process. 

It is good practice to test materials in isothermal conditions 
[11]. Unfortunately, this is not possible for semi-solid steel. 
Nevertheless, the condition should be as close to isothermal 
as possible due to the very high sensitivity of material 
rheology to even small variations of temperature. The basic 
reason for uneven temperature distribution inside the sample 
body on the Gleeble 3800 simulator is the contact with hot 
copper handles  presented in Figure 8. 
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Figure 8.  The  short contact zone handles  used in experiments 
(hot handle). 

The estimated liquidus and solidus temperature levels of 
the investigated steel are: 1495oC  and 1410
Thermal solution of the theoretical model has crucial 
influence on simulation results, since the temperature has 
strong effect on remaining parameters. The resistance 
sample heating and contact of the sample with cold cooper 
handles cause non-uniform distribution of temperature 
inside heated material, especially along the sample. The 
semi-solid conditions in central parts of the sample cause 
even greater temperature gradient due to latent heat of 
transformation. Such non-uniform temperature distribution 
is the source of significant differences in the microstructure 
and hence in material rheological properties. 

During the experiments, samples were
and after maintaining at constant temperature were cooled 
down to the required deformation temperature. In case of 
heating, the heat generated is usually not known because the 
Gleeble 3800 equipment uses an adaptive procedure for 
resistive heating controlled by temperature instead of 
current flow. Hence, the actual heat generated by current 
flow (in fact the rate of heat generation 
calculated using inverse procedure. In this case
objective function (F) was defined as a no
discrepancies between calculated (Tc) and measured (
temperatures at a checkpoint (steering thermocouple 
position: TC4 in Figure 9) according to the following 
equation: 

��Q	 
 � �
���, �, �, 
	 � 
���,
��

��

whereτ is the time variable, Q is the rate of heat generation. 

Figure 9.  Samples used for the experiments. TC2, TC3 and TC4 
thermocouples. 

 
The  short contact zone handles  used in experiments  

timated liquidus and solidus temperature levels of 
C  and 1410oC, respectively. 

Thermal solution of the theoretical model has crucial 
influence on simulation results, since the temperature has 

ameters. The resistance 
sample heating and contact of the sample with cold cooper 

uniform distribution of temperature 
inside heated material, especially along the sample. The 

solid conditions in central parts of the sample cause 
greater temperature gradient due to latent heat of 

uniform temperature distribution 
is the source of significant differences in the microstructure 
and hence in material rheological properties.  

samples were heated to 1430oC 
and after maintaining at constant temperature were cooled 
down to the required deformation temperature. In case of 

the heat generated is usually not known because the 
equipment uses an adaptive procedure for 

e heating controlled by temperature instead of 
current flow. Hence, the actual heat generated by current 
flow (in fact the rate of heat generation Q) has to be 
calculated using inverse procedure. In this case, the 

) was defined as a norm of 
) and measured (Tm) 

temperatures at a checkpoint (steering thermocouple 
according to the following 

� , �, 
	��� (17) 

is the rate of heat generation.  

 
Samples used for the experiments. TC2, TC3 and TC4 

In the final stage of physical test
between core of the sample (TC3 thermocouple position) 
and its surface (TC4 thermocouple position) can be 
significant. In all cases the core temperature was higher than 
surface temperature. Differences between these two reach 
around 30oC for cold handle (handle with long contact zone) 
and about 40oC for hot handle. The
simulation are in agreement with experiments. 
and Figure 11 the temperature distribution after 
seconds of heating process 
increasing gradient of temperature near the die
interface. 

Figure 10.  Temperature distribution after 

Figure 11.  Temperature distribution after 

Figure 12 presents the final 
cross section of sample tested at 1380
deformation (variant with ho
major temperature gradient between die
surface (physical contact sample with tool)
difference between experimental and theoretical core 
temperatures for hot handles was only 3
temperature was equal to 1417
equal to 1420oC). 

In the final stage of physical test, the temperature difference 
between core of the sample (TC3 thermocouple position) 

urface (TC4 thermocouple position) can be 
significant. In all cases the core temperature was higher than 
surface temperature. Differences between these two reach 

C for cold handle (handle with long contact zone) 
C for hot handle. The results of numerical 

reement with experiments. In Figure 10 
the temperature distribution after 3 and 6 

seconds of heating process are shown. One can observe 
gradient of temperature near the die-sample 

 
Temperature distribution after 3 seconds of heating. 

 
Temperature distribution after 6 seconds of heating. 

 temperature distributions in the 
cross section of sample tested at 1380oC right before 
deformation (variant with hot handle). One can observe 
major temperature gradient between die-sample contact 

(physical contact sample with tool). However, 
difference between experimental and theoretical core 
temperatures for hot handles was only 3oC (calculated core 

re was equal to 1417oC and measured one was 
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Figure 12.  Distribution of temperature in the cross section of  sample tested 
at temperature 1380oC right before deformation (variant with hot handle). 

The micro and macrostructure of the tested samples were 
investigated as well. Figure 13 shows microstructure right 
before deformation for both central and boundary regions of 
the heating zone. Microstructure of the cooled samples 
consists of pearlite (the darkest phase), bainite (grey phase 
mainly near the borders of grains) and the bright ferrite. 
This is a result of  phase composition, wide melting zone 
and almost two times lower rate of cooling of central parts 
of the sample (in the case of hot handles). 

 
Figure 13.  Microstructure of the central and boundary regions of sample 
right before deformation. Variant with cold handle. Magnification: 400x. 

Figure 14 shows macrostructure of the central part of cross-
sections of samples right before deformation. Liquid phase 
particles were observed. Experimental and numerical results 
can be compared taking into consideration the temperature 
gradient within the sample. This shows that the 
mathematical model of resistance heating is consistent with 
the experimental data.\ 

 
Figure 14.  Macrostructure of the sample central part right before 

deformation. Variant with cold handle. Magnification: 10x. 

Compression and tension tests were performed, 
according to the given methodology. During experiments 
die displacement, force and temperature changes in the 
deformation zone were recorded. The computer simulations 
were performed as well. All series of tests and computer 
simulations were done using long contact zone between 
samples and simulator jaws (cold handle). The deformation 
zone had the initial height of 62.5 mm. The sample diameter 
was 10 mm. The samples were melted at 1430oC and then 
cooled to deformation temperature. During the tests each 
sample was subjected to 10 mm reduction of height. Results 
of each test were used for inverse analysis to compute yield 
stress curve parameters. Figure 15 shows strain-stress 
curves at several strain rate levels for temperature 1300oC. 
The relationships were calculated using presented 
experimental methodology. 

 

 
Figure 15.  Stress-strain curves at several strain rate levels for temperature 

1300oC. 

Comparison between the calculated and measured loads 
are presented in Figure 16, showing quite good agreement. 

 

 
Figure 16.  Comparison between measured and predicted loads at 

temperature 1380oC (new methodology). 

Shape of a sample after experiment at 1300oC is presented 
in Figure 17.  
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Figure 17.  Example final shape of the sample after deformation at 1300oC. 

Comparison between the measured and calculated 
maximal diameters of samples allow rough verification of 
the developed computer aided experimental methodology. 
Results of such comparison are presented in Table 1. The 
table shows results for samples which have been subjected 
to deformation at several levels of temperature, i.e., 1300oC, 
1350oC and 1380oC. Good agreement between the real 
diameter and its calculated value is observed.  
The relative mean square error between both the values is 
equal to 2.76%. 

 

TABLE I.  COMPARISION OF THE MEASURED AND CALCULATED 
MAXIMAL DIAMETERS OF SAMPLES DEFORMED AT DIFFERENT 

TEMPERATURE 

Test Experiment Simulations 
1300°C 15.3 mm 15.6 mm 
1350°C 15.3 mm 15 mm 
1380°C 17.8 mm 18.2 mm 

Relative mean square error: 2.76% 

 
Figure 18 compares measured loads with those computed 
using the methodology previously used by the authors. One 
can see that the mean square error in this case is 
significantly greater than its equivalent for the newly 
developed method.  

 
 

Figure 18.  Comparison between measured and predicted loads at 
temperature 1380oC (old methodology). 

The main reason for that is the lack of strain rate 
dependency of yield stress in the old model. The results 
obtained taking into account the strain rate as a parameter of 
the flow curve are more accurate for temperatures exceeding 
the NDT level. 
 

V. EXAMPLE RESULTS OF INVESTIGATION OF 11SMN30 

GRADE STEEL 

In this section, the newest results of investigation of 
11SMn30 grade steel are presented. The investigation 
procedures were analogous to those applied in case of C45 
grade steel described in the previous chapter and based on 
new methodology. The long contact zone handles are used 
during all physical tests made using Gleeble 3800 thermo-
mechanical simulator.  The liquidus and solidus temperature 
of 11SMn30 grade steel are 1518°C and 1439°C, 
respectively. The average NST temperature for the selected 
steel was 1410±15°C. In order to determine the nil ductility 
temperature (NDT) a number of experiments were done.  
All the tests indicate a common temperature of 1425°C.  
The estimated ductility recovery temperature was 1400°C. 
At this temperature the sample’s reduction of area was 
around 5% and rose very fast with the temperature drop. 
The predictions of strain-stress relationships were based on 
compression tests. The sample were melted at 1430°C and 
then deformed after dynamic cooling to selected 
temperature levels between 1200oC and NDT. The 
temperature program used for all experimental tests are 
presented in Figure 19. 

  

 
Figure 19.  Temperature program used for all experimental tests. 

For dynamic cooling and deformation processes in some 
regions of the sample the remainder of liquid phase can be 
observed at temperatures lower than NDT. We must 
remember that for cold handles the core temperature is 
higher about 35oC than nominal test temperature. Due to 
significant strain inhomogeneity inverse analysis is the only 
method allowing appropriate calculation of coefficients of 
yield stress functions at any temperature higher than NDT. 
The objective function was defined as a norm of 
discrepancies between calculated (Fc) and measured (Fm) 
loads in a number of subsequent stages of the compression 
according to the following equation: 

 

0�1� = 2�3�� − 3����
�

���

 (18) 
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The theoretical forces Fc were calculated with the help of 
sophisticated FEM solver facilitating accurate computation 
of strain, stress and temperature fields for materials with 
variable density. As written before, experiments for 
temperatures higher than NDT are difficult. Several serious 
experimental problems arise. Apart from problems with 
keeping temperature constant and uniform during the whole 
experimental procedure there are also difficulties 
concerning interpretation of the measurement results. The 
inhomogeneity in strain distribution and distortion of the 
central part of the sample lead to poor accuracy of the stress 
fields calculated using traditional methods which are usually 
good for lower temperatures. Hence, the application of the 
developed FEM software is necessary in order to ensure 
appropriate interpretation of experimental data but 
experimental procedure has still to be carried out with great 
caution. More details concerning the applied inverse model 
can be found in [12].  

Figure 20 presents an example graph of stress versus 
strain curve at temperature of 1400°C for the several strain 
rates levels. The presented curves are plotted using the 
calculated coefficients for temperature levels observed in 
the samples’ cross-sections. The formula itself can be 
written in the following form: 

�� = 4��exp	(5�)���exp	(−6&) (19) 

where: A, n, b, C are calculated coefficients and �, ��, & are 
strain, strain rate and temperature, respectively. 
 

 
Figure 20.  Flow stress vs strain at temperature 1400°C and several strain 

rate levels. 

The comparison between the calculated and measured loads 
are presented in Figures 21-26, showing quite good 
agreement between both loads. 
 

 
Figure 21.  Comparison between measured and predicted loads at 

temperature 1350°C (medium-dynamic process). 

 

 
Figure 22.  Comparison between measured and predicted loads at 

temperature 1350°C (high-dynamic process). 

 

 
Figure 23.  Comparison between measured and predicted loads at 

temperature 1400°C (medium-dynamic process). 
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Figure 24.  Comparison between measured and predicted loads at 

temperature 1400°C (high-dynamic process). 

 
Figure 25.  Comparison between measured and predicted loads at 

temperature 1420°C (medium-dynamic process). 

 
Figure 26.  Comparison between measured and predicted loads at 

temperature 1420°C (high-dynamic process). 

 
The verification of the model was done by comparing  

numerical and experimental results. The developed yield 
stress curves were used for example simulations of 
compression of cylindrical samples with mushy central part. 
The length of the potential deformation zone of the sample 
was 30 mm (the rest was mounted in the testing equipment 

jaws), but only a part of it has been subjected to the 
deformation due to huge temperature gradient along the 
sample. Samples were melted at 1430°C and then subjected 
to the deformation at nominal test temperature with height 
reduction of 10 mm. In Figure 27, the final temperature 
distribution in the cross-section of the sample just before the 
deformation at 1425°C is presented. Taking into account the 
value of NDT temperature, solidus temperature as well as 
the temperature difference between the surface and central 
part of the sample one can assume existence of mushy zone 
in the sample volume.  

 

 
Figure 27.  Initial temperature distribution (right before the deformation at 

1425°C) in the ¼ part of sample cross-section. 

The non-uniform temperature distribution in the sample 
cross-section has a great influence on the strain field and 
deformation zone size and shape. The inhomogeneity of the 
strain field leads to inhomogeneous stress distribution. The 
analysis of the strain shows its maximum values in the 
central region of the sample. In the Figures 28-33, example 
strain distribution in the cross section of the deformed 
samples at several temperatures are presented. The one can 
observe that strain level is higher for high-dynamic process. 
On the other hand, the level of strain increases with 
increasing test temperature for both processes: medium and 
high-dynamic. 

 

Figure 28.  Strain distribution in the ¼ cross-section of the sample 
deformed at 1350°C for the medium-dynamic process. 
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Figure 29.  Strain distribution in the ¼ cross-section of the sample 
deformed at 1400°C for the medium-dynamic process. 

 

 

Figure 30.  Strain distribution in the ¼ cross-section of the sample 
deformed at 1420°C for the medium-dynamic process. 

 

 

Figure 31.  Strain distribution in the ¼ cross-section of the sample 
deformed at 1350°C for the high-dynamic process. 

 

Figure 32.  Strain distribution in the ¼ cross-section of the sample 
deformed at 1400°C for the high-dynamic process. 

 

 

Figure 33.  Strain distribution in the ¼ cross-section of the sample 
deformed at 1420°C for the high-dynamic process. 

Example shape of a sample after experiment at 1420oC is 
presented in Figure 34. Visible cracks formed during 
virtually all attempts carried out in the temperature ranges 
close NDT temperature. The proposed mathematical model 
of steel deformation in semi-solid state does not take into 
account this phenomena. The authors have run further 
investigations leading to development of crack propagation 
model, which will be implemented into developed FEM 
system. 

 

 
Figure 34.  Example final shape of  the sample after deformation at 1420oC 

with visible crack propagation (medium-dynamic process). 
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Finally, the verifications of the model were done. Two main 
comparative criteria were used for the verification: 
-comparison between the measured and calculated 
maximum sample radii, 
-comparison between the measured and calculated length of 
zone, which is not subjected to the deformation. 
Figures 35-36 and Figures 37-38  show example application 
of the 1st and 2nd criterion, respectively. The figures confirm 
quite good agreement between theoretical and experimental 
results. 
 

 
 

Figure 35.  The comparison of the measured and calculated maximum 
diameters of the sample – deformation in temperature range 1350°C to 

1420°C (medium-dynamic process). 

 
 

Figure 36.  The comparison of the measured and calculated maximum 
diameters of the sample – deformation in temperature range 1350°C to 

1420°C (high-dynamic process). 

 

Figure 37.  The comparison of the measured and calculated length of zone, 
which was not subjected to the deformation  – experiment in temperature 

range 1350°C to 1420°C (medium-dynamic process). 

 

Figure 38.  The comparison of the measured and calculated length of zone, 
which was not subjected to the deformation  – experiment in temperature 

range 1350°C to 1420°C (high-dynamic process). 

VI.  CONCLUSION AND FUTURE WORK 

The investigations reported in the current paper have 
shown that temperature distribution inside the controlled 
semi-solid volume is strongly heterogeneous and non-
uniform. Axial-symmetrical model does not take into 
account all the physical phenomena accompanying the 
deformation. Finally, the error of the predicted strain-stress 
curves can still be improved. The proposed solution of the 
presented problem is application of both fully three-
dimensional solution and more adequate solidification 
model taking into consideration evolution of  forming steel 
microstructure. Therefore, the study of multiscale modelling 
of mechanical properties is the main target of the future 
work. Contrary to the current model, the new approach 
should allow to better capture the physical principles of 
semi-solid steel deformation in micro-scale. Additionally, 
the methodology should allow to transfer the characteristics 
of the material behaviour between the micro- and  macro-
scale. As a consequence, the final results should be more 
precise and accurate. Modelling of deformation of steel 
samples at extra-high temperatures involves a number of 
issues. One of them is the difficulty of calculating of 
thermal and mechanical material properties. Another most 
important problem is the right interpretation of the results of 
compression tests that provide data for flow stress 
calculation. The presented testing methodology allows 
reliable numerical simulation of deformation of semi-solid 
steel samples and calculation of realistic flow curve 
parameters. The presented research was focused on 
mechanical properties of investigated semi-solid steel. 
Compression tests carried out for semi-solid materials could 
only be interpreted using inverse analysis. Temperature 
strain and strain rate as parameters of the flow curve provide 
accurate results of computer simulation of semi-solid steel 
behaviour. 

The authors have run further investigations leading to 
development of fully three-dimensional simulation system 
of integrated casting and rolling processes, as well as the 
soft reduction process, that are part of strip casting 
technology. Like the model presented in the hereby paper, 
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the spatial one focus on three main aspects: thermal, 
mechanical and density changes. All of them are dependent 
on each other 
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