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Optimal State Estimation under Observation Budget Constraints

Praveen Bommannavar
Management Science and Engineering
Stanford University
bommanna@stanford.edu

Abstract—In this paper, we consider the problem of monitor-
ing an intruder in a setting where the number of opportunities
to conduct surveillance is budgeted. Specifically, we study
a problem in which we model the state of an intruder in
our system with a Markov chain of finite state space. These
problems are considered in a setting in which we have a hard
limit on the number of times we may view the state. We
consider the Markov chain together with an associated metric
that measures the distance between any two states. We develop
a policy to optimally (with respect to the specified metric) keep
track of the state of the chain at each time step over a finite
horizon when we may only observe the chain a limited number
of times. The tradeoff captured is the budget for surveillance
versus having a more accurate estimate of the state; the decision
at each time step is whether or not to use an opportunity
to observe the process. We also examine a scenario in which
there is a budget constraint as described as well as a cost
on observation. Finally, theoretical properties of the solution
are presented. Hence, we present the problem of monitoring
the state of an intruder using a Markov chain approach and
present an optimal policy for estimating the intruder’s state.

Keywords-monitoring; surveillance; budget; resource alloca-
tion; dynamic programming; convexity; optimal estimation.

I. INTRODUCTION

The importance of monitoring technologies in today’s
world can hardly be overstated. Indeed, there are volumes
dedicated to this field [2] [3]. In recent years, the need for
effective security measures has become especially evident.
Indeed, at present, Microsoft announces almost one hundred
new vulnerabilities each week [4]. Perhaps more alarming
is the fact that government agencies routinely must manage
defenses for network security and are hardly equipped to do
so. This is evidenced by the fact that 10 agencies accounting
for 98% of the Federal budget have been attacked with as
high of a success rate as 64% [5].

This paper is concerned with a mathematical treatment
of these important problems, as initially proposed in [1].
Specifically, we consider a scenario in which we model
the activities of an intruder as a state in a Markov chain.
We develop the problem of monitoring the state in a finite-
horizon discrete-time setting where we are only able to make
observations a limited number of times. Such a budget arises
naturally in wireless settings, for example, where power is
at a premium. We present an algorithm for deciding when to
use opportunities to view the process in order to minimize

Nicholas Bambos
Electrical Engineering and
Management Science and Engineering
Stanford University
bambos@stanford.edu

the surveillance error. This error is accrued at each time
step according to a metric indicating how far from the true
state the estimate was. We also consider problems in which
additional cost is accrued for each observation that is made.
In this way a hard constraint as well as a soft constraint are
considered together.

Section II describes some state-of-the-art research in this
field as well as our contribution to it. In Section III, we begin
by introducing the monitoring problem mathematically. We
continue with a derivation of the optimal policy using
dynamic programming and then present the implementation
of the optimal policy. Section IV gives an adjusted policy
in an extended scenario where observations accrue cost
in addition to being budgeted. Section V contains a brief
note about dealing with large state spaces and in Section
VI, we demonstrate performance using numerical results
and examine theoretical properties of the solution structure.
Finally, in Section VII, we conclude the paper and offer
directions for future work in this vein.

II. STATE-OF-THE-ART

A growing literature addresses security from a mathe-
matical perspective, with a range of theoretical tools being
employed for managing threats. In [6], a network dynam-
ically allocates defenses to make the system secure in the
appropriate areas as time progresses. Parallels between the
security problem and queuing theory are drawn upon, where
vulnerabilities are treated as jobs in a backlog. The model
of [7] uses ideas from game theory for intrusion detection
where an attacker and the network administrator are playing
a non-cooperative game. A related problem is addressed in
[8] as well.

More generally, theoretical work in signal estimation
has also been greatly developed [9]. Related works have
considered aspects of decision making with limitations on
the available information. In [10], an estimation problem
is considered in which the received signal may or may
not contain information. Similar issues are studied in [11]
and [12] but in a control theoretic context in which the
actuator has a non-zero probability of dropping estimation
and control packets.

Approaches in the sensor network literature also attempt
to mitigate power usage while tracking an object, as in [13]
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where ‘smart sleeping policies’ are considered. Algorithms
for GPS as studied by the mobile device community also
draw on techniques to minimize estimation error in the
presence of noise and power limitations [14]. The approach
presented here focuses on a hard constraint on energy usage,
while [15] approaches a related problem with a constraint
on the expected energy usage.

The unique aspect of our formulation is the nature of
the power limitation. This non-standard constraint was in-
troduced in [16] and developed in other works such as [17].
All of these problems consider finite horizon frameworks in
which decisions are usage limited and hence the ability to
make actions is a resource to be appropriately allocated.

In this paper, we aim to describe a model for intrusion
detection with a notion of a power budget for observations,
and continue by seeking an optimal policy for this problem
formulation and proving some properties about the solution.

IIT. MONITORING

Let us now examine the monitoring/surveillance problem
in greater detail. In what follows, we shall consider the
states of a Markov chain as an abstraction for the position
of an intruder in our system. Such a model is able to
capture several scenarios. In one, we may wish to spatially
monitor the location of an adversary using equipment that
has usage constraints. Another situation is that we can
consider the state of the intruder to be a location in a
data network. Although many interpretations are possible,
our goal is to be able to track this state with as little
error as possible. We begin by presenting the model in a
mathematical state estimation framework, and then present
the solution structure.

A. Model

Consider a Markov chain M with finite state space S,
transition matrix P and associated measure d : S X S — R
as in Figure 1. The metric gives a sense of how close states
are so that we can measure the effectiveness of an estimate
of the true state. We assume that the process is known to start
at initial state x¢ and we are interested in having an accurate
estimate of the process over a finite horizon k = 1,..., N—1.
The decision space is simply u € {0, 1} where 0 corresponds
to no observation being made and 1 corresponds to an
observation being made. When an observation is made, the
state x; of M is perfectly known. Without an observation,
on the other hand, we must form an estimate Zj for the
state given all observed information thus far. The number of
times observations may be made is limited to M < N.

The cost of making estimate Zj, at time k& when the true
state is actually zy is d(zk,Zy). If d is a metric, we have
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the important properties

Ve,y €S

1
2.
3. d
4 Vr,y,z €S

length
=d(x,y)

Figure 1. Markov chain with transitions P(-,-) and measure d(-, -). Self
loops are captured by outgoing edge probabilities summing to less than
one.

At each time k, the state of our system can be represented
by {(r,s,t); xN—+—r; TN—+} Where r is the number of time
slots that have passed since the last observation, s is the
number of opportunities remaining to make an observation,
t is the number of time slots remaining in the problem,
TN_i—r 1S the last observed state of M and xn_; is the
current state. We seek a policy m = {y,}1 ;' such that the
actions ug = ug((r,s,t),xn—¢—r) € {0,1} are chosen to
minimize the cumulative estimation error. The policy 7 is
admissible if it abides by the additional constraint that the
number of times observations are made is no greater than
M . Denote the class of admissible policies by II.

We want to find a policy 7* € II to minimize

N-1
E Z d(Ik,JA?k)
k=1

It should be noted that the estimate %, depends on the
action uy because if up = 1 then Zp = x and there is
no estimation error, while if upy = 0 then we must make
the best guess of the state that is possible with the known
information.

Deciding on the distance metric is an issue of modeling
and may be specific to the application at hand. We consider
a few alternatives here:
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1) Probability of Error: To recover a cost structure that
results in the same penalty regardless of which state is
chosen in error (probability of error criterion), we simply
set the distance metric as

o) =

Such a choice maximizes the likelihood of estimating the
correct state.

2) Euclidean distance: We may suppose that states corre-
spond to physical locations - in this case, we may choose to
let the distance d(-,-) correspond to the Euclidean distance
between states so that best estimates minimize the error as
measured spatially.

Several other choices could also be made for a distance
metric, such as the well known Metropolis distance or
Chebyshev distance. In this paper, we are most interested
in keeping track of an intruder, so we shall concern our-
selves primarily with the probability of error and Euclidean
distances.

0 ife=y
1 otherwise

B. Dynamic Programming

We use a dynamic programming approach to obtain an
optimal policy [18]. Before presenting our algorithm for
determining 7*, however, we first develop some important
notation. In order to proceed, we must begin by determining
several quantities offline. Let d(w) be the vector of distances
of each state from w. Then we proceed by cataloging the
quantities

= i P r = - d 5
w] () = arg min yze; [z, = ylzo = 2]d(y, w)

= argmin { (P"d(w))(x)}
1 (@) = (P"d(w; (2))) ()

for r = 1,..., N. The values w}(z) and e}(x) correspond
to the optimal estimate and estimation error, respectively,
when we must determine the current state given that r time
steps ago we observed that the state was z. There may, in
some cases, be an efficient way to determine these quantities,
but in general we must do this by simply cataloging these
quantities offline through brute force. This may be done with
relative ease if the state space is of tractable size or if the
specific application displays certain sparsity (if our intruder
is moving at a bounded rate then we may narrow down his
location to a sparse set of states).

Now we proceed to construct the solution using back-
wards induction. We begin with ¢ = 1, which corresponds to
one unit of time remaining in the problem, and then continue
for t = 2,3, ... until we are able to determine a recursion.
As we build backwards in time (and forward in t), we let s
vary and keep track of the cost J,. 5 .(z) where z is a state
of the Markov chain. This is depicted graphically in Figure
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2, where the index r has been omitted. A given state (s, 1)
can transition to (s — 1, — 1) or (s,t — 1). The transition
represents whether an observation was made or not - if so,
then s is decremented, otherwise it remains the same. In
the special case of s = ¢, the only sensible policy is to
always use an observation, and in the case of s = 0, the
only admissible policy is not to make an observation. This
is also shown in Figure 2.

(3,3)<—(3.,4)

P g—

(2,2)=<—(2,3)=<—(2,4)

Vo

(1,1)<—(1,2)=<—(1,3)<—(1,4) =**

LK

<—(0,1)=—(0,2)=—(0,3)=—(0,4)

Figure 2.  Admissible transitions for backwards induction. The pair
(s,t) represents the number of observations and remaining time steps,
respectively.

For t = 1, we can either have s = 0 or s = 1. These
costs, respectively, are (in vector form)

Jir0,1) = €5
Jr1,) =0

since not having an observation means we need to make a
best estimate, and having an observation leads to zero cost.

Moving on to ¢ = 2, the values of s can range from s = 0,
s =1or s =2. For s =0 we have

* *
J0,2) = € F €4

since we would need to make an optimal estimate with no
further information for the next two time slots. If s = 1,
there are two choices: use an opportunity to make an
observation so that v = 1, or do not observe, in which
case u = 0. These choices can be denoted with superscripts
above the cost function for each stage:

0 * *
T o) (@) = e5(@) + Jirir1.1) (@) = e5()
I @) =0+ Play—s = ylan—a—r = alei(y)

yes

For ©w = 0, we accrue error for the current time slot and no
error afterwards. When an observation is made, no error is
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accrued for the current time slot N — 2, but there is error in
the next time slot, which depends on the current observation.
In vector form, we may write

J((S,)Lz) =e, + J(r+1,1,1) =e,
1) _ prox
J(T,1,2) = P'e]

We now introduce some new notation:
_ 100 (1)
A(nl,?) = J(r,1,2) - J(r,l,z)
=e; — Ple]
so that if A(M_’Q)(:c) < 0, then we should not make an
observation, whereas we should make an observation if
A(r1,2)(x) > 0. We proceed now by defining sets 7(, 1 o)
and T(CT 1,2) such that
x e T(CT,I,Z) - A(T,l,?) (I) < 0
T € T(T,I,Q) = A(T,l,?) (I) > O

and we also define an associated vector 1,1 2y € {0, 1}5

1(r,1,2) (30) = {

Moving on to s = 2, we have Ji,. 5 2) = 0, since there are
as many opportunities to observe the process as there are
remaining time slots. We continue with ¢ = 3:

1 ifzxe T(CT)LQ)
0 otherwise

* * *
J(T,O.,S) =e, + €ry1 + €ri2

since there are three time slots to make estimates for with
no new information arriving. For s = 1, we again have a
choice of u = 0 and u = 1. For u = 0, we accrue a cost for
the current stage, and then count the future cost depending
on the current state:

0 * 0
O @) = @) + 1i110@ I, 5 @)

1
+ (1 - 1(r+1.,1,2)(x))J((r.)g_lJ,g)(x)
and combining terms gives us

J{f}m)(x) =ei(z) + J§j>+171)2)(x)

+ 141,1,2) () Apg1,1,2) ()

which after substituting the value of J ((721 1_2)(:1:) and
putting things in vector form gives us: '

J((f,)l,@ =er+ P el + diag(1(r41,1,2) Aprr1,1,2)

Now we consider the © = 1 case:

J((Tl,)m) () =0+ Z Plan-—3 =ylen-—3-r = 2]J(1,0,2)(¥)
yeS
= Plan s =ylen -3 = 2](e](y) + €5(y))

yeS

which can be put in vector form:

1 T % *
J((r,)173) =P (el + 62)
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_

We now write the expression for A, 1 3) = JO (r1,3)"

(r,1,3)
Az =ep+ Prtler + diag(Lr41,1,2)) Ar41,1,2)
— P"(e] +¢€3)
Continuing with s = 2,
0 *
I, (@) = (@) +0
whereas for v =1,

TD 0,3 (2) = 0+ Z Pley_3 = ylrn_3-, = 7]
yes

(1(1,1,2)(9)J((R)172) (y)+ (1 - 11,12 (y))J((117)1)2)(y))

where we have accounted for the cost stage by stage: in
the current stage, no error is accrued since an observation
is made but future costs depend on the observation that is
made. That is, future costs depend on whether the current
state xy_3 is observed to be in the set 7(; 1 2). Averaging
over these, we obtain the expression above. Combining like
terms as above, we arrive at:

J((:,)z,s) (z) =0+ Z Plzn_3 =ylrN-3-r = ]
yes

(J((ll,)l,z) (¥) + 11,12 (¥)A@1.2) (y))

Substituting the expression for J((117)1)2)(y), we get

1
J((r,)2,3) (x) = ZP[:Z:N,g = ylon_3_p = 2]
yeSs

(Z Pliow-2 = #lox—s = 1l (2)

zES
+1(1,1,2)(Q)A(1,1,2)(y)>

We simplify the expression by bringing the first summa-
tion in the parentheses. Then we apply the Kolmogorov-
Chapman equation to get

J(l)(nzg)(l‘) = Z Plrn_p = zlxn_3—r = x]€](2)
zES

+ Z Play 3 =ylen -3 = 2]A¢1,2)(¥)

YET( 1,9)
Putting this into vector form, we have the expression:
J(l)(r,z.s) = PTH@T + Prdmg(l(l,l,z))A(l,Lz)
We use these expressions to get A(T)273).
Aoz =€ — PTH@T - Prdmg(l(l,l,z))A(l,Lz)
Finally, letting s = 3, we get
Jir33)(x) =0

This process can be continued for ¢ = 4,5, .... For each
stage (r, s,t), we may determine J((S)S + and J((Tl)S +- These
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costs then allow us to determine when we should make an
observation in the process and when we should not. The
implementation of this policy is detailed in the following
subsection.

C. Solution

We now present a method for constructing an optimal
policy. We do this by storing for each (r, s, t) a subset of .5,
denoted by T(Cr_rsyt), which is the set of last observed states
for which we do not use an opportunity to view the process
when we are at stage (r,s,t). That is, if the last observed
state x was seen r time slots ago, it is in the set T(Cns) 0>
there are s opportunities remaining to make observations
and there are ¢ time slots remaining in the horizon then we
should not make an observation at this time and simply make
an estimate wj (z). On the other hand, if z € 7(, ) then
we should make an observation at stage (r, s,t) and accrue
zero cost for that stage.

More precisely, an optimal policy 7* is given by

0 ifxe T(cr.,s,t)
1 otherwise

(@) = {

Let us introduce three vector valued functions:
F(r,s,t)aA(r,s,t) € R and 1(r,s,t) S {O,I}S. We fill
in values for these functions by using the following
recursions:

F(T’S’t) = F(T-H,S—l,t—l)
+ Prdiag(l(l,sfl,tfl))A(175,17t,1)
A(T,s,t) = G: + F(r+1,s,t71) - F(T,s,t)
+ diag(l(r+l,s,t—1))A(T+1)S7t_l)
0 ifA rs,) (L) > 0
1 s)(2) = { (r,5,0) (@)

1 otherwise
forl<s<t< Nand1l<r <N —t+ 1. We also have
the boundary conditions

t—1
Fain =0, Frin =Py €, Apuy=er
j=1
These recursions allow us to determine the sets T(Cm £
for s,t,r in the bounds specified, which in turn defines our
optimal policy. Specifically, we assign

xGT(C )<:>A(T)S7t)(a:)§0

r,8,t

We conclude by giving expressions for the cost-to-go from
any particular state when a particular action v € {0,1} is
taken. The superscripts denote whether or not an observation
will be made in the current stage.

J((:‘);)S,t) 26: + F(rJrl.,s,tfl) + diag(l(rJrl,s,tfl))A(rJrl,s,tfl)

JO

(r,s,t)

:F(r,s,t)

Observe that A, is the difference between these
two quantities. Hence, A, ;) functions as a method of
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determining whether or not to make an observation in the
current time step.

We note that although the curse of dimensionality can
make the operations required for the solution to be in-
tractable for large scale problems, the structure of specific
problems may allow us to generate good approximations
to the solution. For medium sized problems, we see that
with the given algorithms we do not need to conduct
any sort of value iteration to converge at the optimum,
but rather the dynamic programming has been reduced to
matrix multiplications. Hence, the algorithm provided here
outperforms conventional Dynamic Programming tools such
as Dynamic Programming via Linear Programming or value
iteration because this algorithm has been tailored to our
specific problem. In the following section we apply our
results to small example problems.

IV. EXTENSION: OBSERVATION COST

The results obtained thus far have imposed a hard con-
straint on the number of opportunities available for obser-
vations, however no explicit cost was accrued from making
an observation. This can indeed be the case in scenarios
where a sensor network is tracking an adversary with a
predetermined budget that can be exhausted. In other sit-
uations, however, one may also imagine that there would
be an explicit cost on the observation in addition to the
hard constraint. This explicit cost could come from resources
necessary to scan a network, for example. One may still like
to keep the number of disruptions below a certain number,
but also consider the cost of taking an action as well. In this
section, we extend the methods used in the previous section
to accommodate this modified model.

| ]

<—=(3,1)«4§(3,2)«—(3,3)<—(3,4)
o S

p—
<—=(2,11/ (2,2)=<—(2,3)=<—(2,4)

P o

<—(1,1)=<—(1,2)=<—(1,3)<—(1,4)

Y

«<—(0,1)=<—(0,2)=<—(0,3)=<—(0,4)

Figure 3.  New (previously inadmissible) states and transitions. The
pair (s,t) represents the number of observations and remaining time steps,
respectively.
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A. New Model

We proceed with the same formulation proposed in Sec-
tion IIT with an added feature to the model: the cost of
making an observation (taking an action u = 1) is c. We
may now ask what the interpretation of this is as related
to our original distance measure d(-,-). We suppose that a
linear cost is attached with the estimation error at each time
step. This cost is measured in the same units as the cost ¢ of
making an observation. Note that our problem statement in
this form now allows for a new degree of freedom that was
not seen in the previous section: in the backwards induction
process, it is now necessary to consider states for which
s > t (Figure 3), since it is possible to come to such a state
by not using an observation even when s = ¢. This would
happen if the cost of using an observation is prohibitively
high, a scenario left unconsidered earlier.

B. Dynamic Programming

Beginning with stage ¢ = 1, we can reuse our previous
calculation of

J(r,o,l) =e;

since an added observation cost does not change this quan-
tity. In the s = 1 case, however, we now must decide whether
it is worthwhile to use this observation opportunity. We can
write:

7© «

(r1y = & 1) T€

where we have abbreviated ¢ to be the vector where all
elements are c. This results in a function
Agay =€ —c

with associated set 7(,11). Larger values of s behave the
same way as s = 1. For t = 2, we again recycle the result

* *
Jro02) =€t e

and must consider s = 1 as follows:

J((S,)lz) (2) = ex + ¢+ Lq11.0) (@) Ag11.1.0) ()

1 T %
J((r,)1,2) (x) =c+ PTe}

Once again, A(,. 1 2) and 7,1 2) can be found by con-
struction.

For the s = 2 case we must again look at both © = 0 and
u = 1 cases.

J((B,)z,z) () = er +c+ Lrp1,21) (@) Agrgr,2,1) ()
1
J((r,)z,z) () =2c+ 1(41,1,0) (@) AGy11,1) ()

Larger values of s behave exactly the same as s = 2, and
A as well as 7 can be constructed in the usual way.

We can continue in the same manner as the previous
section, incrementing ¢ and s accordingly. We omit these
details and present the solution, whose structure closely
mirrors the no-cost case.
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C. Solution
An optimal policy is given by

u(r,s,t) (.CC) = {

We again have three vector valued functions:
Fiost): Apsy € RS and 1., € {0,1}5. We fill
in values for these functions by using the following
recursions:

0 ifze T(Cr,s,t)

1 otherwise

Flrsty = Frprs-10-1) T ¢
+ PTdiag(l(l,sfl,tfl))A(l_’sfl_’tfl)
A(r,s,t) = 6: + F(T-i-l,s,t—l) _ F(r,s,t)
+diag(Lir41,5,6—1) A(r1,5,6—1)
0 if A rst)(@) >0
Lo () = { (rs,t) (%)

1 otherwise
forl1<s,t<Nand1<r <N —t+ 1. We also have the
boundary conditions

t—1
Fuap=ct+ Py e, Apen=e—c
j=1
These recursions allow us to determine the sets T(CTS £
for s, t,r in the bounds specified, which in turn defines our
optimal policy. Specifically, we assign

T e 7—(cr,s,t) And A(T,s,t) (.I') <0

We conclude by giving expressions for the cost-to-go from
any particular state when a particular action v € {0,1} is
taken. The superscripts denote whether or not an observation
will be made in the current stage.

J((S,)s,t) =e,; + Flrg1,s0-1) + diflg(l(r+1,s,t71))A(r+1,s,t71)

n
J(’I",S,t) _F(’I",S,t)

The modification to our algorithm is surprisingly minimal
- we only need to add cost ¢ in the appropriate places to
consider this larger class of problems. Indeed, in this case
we are able to profit from the work that was required in
Section III.

D. Implementation Optimization

Note that in this modified solution structure, the number
of possible dynamic programming states has approximately
doubled. This is due to the fact that dynamic programming
states for which s > ¢ are now possible. However, once can
also see that for quantities indexed as (r, s,t) where s > t,
the values are exactly the same as for s = ¢. In fact, the only
thing changing is the indexing, since there is no utility to
observations that cannot be used. For reducing complexity
during deployment then, one could simply collapse s > ¢
states into the s = t state, but for the purposes of clarity
and accounting for observation usage, we have chosen to
represent them as different states.
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V. EXTENSION: LARGE STATE SPACES

We now include a short note about dealing with very large
state spaces. For the most part, when state spaces become
prohibitively large in this type of problem setting, one must
consider the specific structure of the problem at hand to
find a technique to either approximate or simply the true
problem. There are, however, a couple general methods to
cut down on the problem size.

A. Breadth First Search

In some cases, the size of state space is much larger than
the subset of states that are reachable for the process in
the time horizon under consideration. This is unlikely to
happen since the size of a set covered by breadth first search
exponentially increases, but for problems with a small time
horizon, it is a good first step and suffers no performance
loss. The downside is that this approach is applicable only
for shorter time horizon problems.

B. Agglomeration of States

Another way to reduce the complexity of the problem
at hand is to examine the distance measure and combine
states that are close to each other compared to the average
distance between states. A threshold can be set for how close
two states must be in order to warrant agglomeration. This
threshold can be used to bound the additional error accrued
due to this simplification. This method can be effective if
there is a high probability that the process will take many
of the longer transitions over the course of the problem, but
can be a poor approximation technique if the intruder spends
many time steps traversing the smaller arcs of the graph.

C. Truncation of States

Still another way to reduce the number of states under
consideration in the solution for this problem is to find
those states that are probabilistically unlikely to be reached.
These states on the Markov chain can be omitted. Indeed, in
the case of hypercubes and euclidean distance as the state
space and measure respectively, there are results bounding
the probability with which the process will drift outside a
given radius. Depending on the resources at hand, one can
perform the prescribed state space reduction in several ways.
One method can be to simulate many paths and eliminate
those that have not been reached often. Another technique
can be to simply find the transitions in the Markov chain
with lowest probability and remove them until many states
are no longer reachable. The downside of eliminating seldom
reached paths could also introduce the danger of missing
new intrusion patterns.

D. Combination

In reality, a combination of these approaches should be
attempted when attempting to simplify a problem. One can
combine the agglomeration and truncation approaches by
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Pdc

Pva

Figure 4. Markov chain Mayx2

combining only those states that satisfy a proximity metric
in addition to being unlikely to be reached.

VI. NUMERICAL RESULTS

Let us now examine the performance of our algorithm.
Everything that follows pertains to the no-cost observation
case, unless explicitly stated. We fix a horizon length and
plot the cost that the prescribed algorithm accrues versus
the number of opportunities to make observations. Let us
consider Markov chains of the type M, in Figure 4,
which is an n-by-n grid of states where the transition
probabilities are given in the figure. Such a construction
is simple enough for quick simulation but can capture the
inherent variations that our algorithm is able to leverage.

A. Surveillance

Suppose we would like to track the position of an intruder
in an environment modeled by the Markov chain M3y 3 over
a discrete-time horizon of 30 time slots. However, updating
the location of the intruder requires battery power of a
mobile device due to communications with a satellite and
hence we are not able to request the position of the intruder
at every time. Fixing the initial position of the device to be
(2,1), let us vary the number of opportunities to retrieve the
true location from 0 to 30. The distance metric we take is
the standard Euclidian norm, which may be represented in
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matrix form as:

[0 1 2 1 V2 V6 2 V5 V8]
1 0 1 V2 1 vV2 V5 2 5
2 1 0 V5 V2 1 V8 V5 2
1 V2 V5 0 1 2 1 2 5
D=]+v2 1 v2 1 0 1 V2 1 V2
VB V2 1 2 1 0 V5 V2 o1
2 V5 V8 1 V2 V5 0 1 2
VB 2 V5 V2 1 V2 1 0 1
V8 V6 2 V5 V2 1 2 1 0 |
and we choose the transition matrix to be
0 01 0 09 0 O 0 0 0 ]
0.1 0 09 O 0 0 0 0 0
0 01 08 O 0 0.1 0 0 0
0 0 0 0 0.2 0 08 O 0
P = 0 07 O 015 0 015 O 0 0
0 0 05 0 0 0 0 0 0.5
0 0 0 09 O 0 0 01 O
0 0 0 0 0.8 0 0 0 0.2
.| O 0 0 0 0 0.5 0 04 01 |
where we have ordered the states by the first
index and then the second (that is in order

(17 1)7 (17 2)7 (17 3)7 (27 1)7 (27 2)7 (27 3)7 (37 1)7 (37 2)7 (37 3))
We note that the topology of the state space with the
chosen distance metric is rather uniform, but the transition
probabilities widely vary from state to state.

We expect the estimation error to monotonically decrease
with the number of opportunities to learn the true state.
In Figure 5, we see that this indeed the case, and also
compare it to a benchmark strategy of randomly distributing
observations.

Optimal Error vs. Number of Observations
‘ ‘ ‘ ‘ == Optimal
=#=Random

25

20

Optimal Error

!
10 15 20 25 30
Number of Observations

Figure 5.
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Another expected property is that for fixed 7,¢, as s
increases, the number of states for which A, > 0
decreases. That is, we expect that having more opportunities
to make observations results in a more liberal optimal policy,
and vice versa. We see this in Figure 6.

Number of Observation States vs. Number of Observations

®
T

=

@

[4)]
°
°

=

Number of Observation States
W
[ ]
[ ]

n
T

—_

0 5 10 15 20 25 30
Number of Observations

Figure 6.

Finally, let us consider one more plot with the same
Markov chain states and distance metric, but a different
transition matrix. Specifically, let us choose transitions that
have uniform probabilities to each neighbor. The resulting
matrix is given by

0 0312 00000
$1 02010000
0 00041 000
£ 000 104+ 00
P={0 4+ 021 031010
00 3% 000O0TCO0 3
0003100030
00004+ 0+ 0 1%
00 0 0 0 3 0 % 0]

This removes most of the variability from the problem -
in fact, the only non-uniformity is due to the fact that the
state space is not large compared to the horizon of the
problem, and hence, the edges introduce some small amount
of variation. In Figure 7, it is apparent that the optimal policy
is practically a straight line. There is not much variability to
exploit, so we aren’t able to exploit situations with sparse
observations as we could in Figure 5.

B. Analysis of Performance

We now note several properties of our curve in Figures
5,6 and 7. In some cases, the justification for the property is
clear and we briefly explain it, where as in others we delve
into a more complete proof.
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Optimal Error vs. Number of Observations
30 T T T . .

201 7

Optimal Error

0 5 10 15 20 25 30
Number of Observations

Figure 7.

1) Endpoints: First, the endpoints in an estimation error
vs. number of observations plot are fixed no matter what
policy is used. This is because when there are zero oppor-
tunities to make observations or there are 30 chances to
view the process, there is no way to come up with policies
that result in different decisions. There is only one way to
allocate opportunities to observe the process. Moving now to
Figure 6, we note that the end points in this type of curve are
also fixed. Specifically, in any plot of number of states with
A¢r,s,1) = 0 vs. number of observations, we have the points
(0,0) and (¢,|S]). The point (0,0) is guaranteed because
without any observations, there is no chance that one can
be made at any state. The point (¢,|S|) is certain because
when the number of observations is equal to the number of
time steps remaining in the problem, the cost J(®) of not
observing can never be less than the cost J(!) of making an
observation.

2) Diminishing Returns: Next, in Figure 5 we note that
our algorithm outperforms a benchmark strategy of ran-
domly placing observations over the 30 time slots. We see
that the greatest “savings” occurs when we have a sparsity of
opportunities to make observations. This can be quantified
by how strong the convexity of this curve is. We will shortly
prove that these curves are always convex, but the salient
point here is that as opportunities to observe the process
are more readily available, there is a law of diminishing
returns and these opportunities become less valuable. The
degree of convexity depends greatly on the transition matrix
P of the Markov chain. For example, if the grid M,,«,
has transitions that are all equal, the optimal policy comes
out to be almost a straight line, as we verified in Figure 7.
This is because there is little variation in the Markov chain to
exploit. A highly variable Markov chain would allow a single
observation to reduce much variability in future predictions,
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hence reducing error drastically with a small budget.

3) Monotonicity: In the two types of plots we have given,
monotonicity is another property that is present in general.
First, let us consider plots of the type in Figure 5 and 7.
In error vs number of observations plots, we can prove
monotonicity by contradiction. Suppose that these curve are
not guaranteed to be monotonically decreasing and that there
exists some model and s such that J. ¢ < Jiu 1,0
The the policy for s + 1 could not possibly be optimal,
because we can simply apply the policy for s to the same
problem and achieve better performance. The plot in Figure
6 is monotonically increasing, a property that also matches
our expectation: as the number of opportunities to make
observations increases, the probability of making one (under
a uniform prior) increases, and therefore the number of states
that result in an observation being made should increase.

4) Convexity: Finally, we observe the convexity of the
optimal cost vs. number of observations curve. Indeed, it is
consistent with our intuition that having an extra opportunity
to make observations should be of greater utility when ob-
servations are sparse and less utility when they are abundant.
We can sketch a proof for this. First note that the inequality
we would like to prove is

(J(r,s—l,t) + J(r,s-l—,t))

N =

J(r,s,t) <
in the range 0 < s < t. We can rewrite this as
2J(r5,) < Jrs—1,0) T Jrs4.0)-

Let us change perspective at this point and consider this
a problem not in allocating observations, but rather in
allocating ‘holes’, or instances without observations. We
want to dynamically schedule holes in a way that the
estimation error accrued due to the presence of these holes is
minimal. Estimation error is only accrued for holes, not for
observations. Let us now consider two processes happening
in parallel of horizon ¢ and the same value . One process
has § holes to be allocated, and the other has § — 1 holes
to be allocated. Suppose we must now choose a process to
which another hole is to be added. That is, an additional
estimate must be formed on one of the two processes in
such a way to minimize the total estimation error of the two
processes. It is clear that we should choose the process with
fewer holes since this process has more information about
the state of the process and hence is likely to induce a lower
estimation error increase due to the additional hole. We can
see this more graphically in Figure 8.

Returning to our original problem, we can translate this to
conclude that it is preferable, in the event of two processes
with J(,. s_14) and J(;. 5 +), to add an observation to the one
with fewer observations. That is, 2.J(, ;4 is preferable to
Jrs—1,6) T J(r,s+1,1), Which is what we wanted to show.
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Figure 8. Allocation of holes to two processes.

VII. CONCLUSION AND FUTURE WORK

In this paper, we have described a problem in monitoring
over a finite horizon when there are a limited number of
opportunities to conduct surveillance. We mathematically
model this as a problem of state estimation. In the estimation
problem we hope to minimize the distortion from estimating
the state of a Markov chain when the number of time the
process may be viewed is limited to a few times over the
total horizon. The distortion is measured using a specified
metric d(z,y), which tells us how “far apart” states z and
y are.

In our optimal policy, a set of recursive equations with
boundary conditions give a practical method for determining
an optimal policy. Although the policy could have been
determined using standard methods in dynamic program-
ming, such as value iteration, the algorithm given here relies
only on the ability to store data and conduct matrix multi-
plications. Hence, larger problems can be handled before
intractability results due to state space complexity.

Extensions to this basic formulation are then covered,
such as a treatment of the same problem with a cost on
making observations. Techniques for handling problems with
very large state spaces are also discussed. Finally, several
structural properties of the solution are presented.

There are many further problems to consider in future
work. Rather than fixing the problem of interest to a
particular horizon length, we may consider problems with
a variable horizon. That is, we might consider problems
in which the Markov chain dictates a random stopping
time for the process during which we may only make
observations a limited number of times. Additionally, there
are practical scenarios in which one does not have complete
information about the transition matrix. In this case, we
may be interested in coupling parameter estimation with
efficient budget allocation. Finally, distributed problems in
which many sensors are available for measurement but each
has a battery limitation are of great interest, and certainly
can be explored in the context of the budgeted estimation
scheme suggested here.

Overall, the area of budgeted estimation holds much
promise, and there are many avenues left to investigate in
this power limited framework.
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Abstract—Web Ontology Language (OWL) allows struc-
turing smart space content in high-level terms of classes,
relations between them, and their properties. Smart-M3 is an
open-source platform that provides a multi-agent distributed
application with a shared view of dynamic knowledge and
services in ubiquitous computing environments. A Smart-M3
Semantic Information Broker (SIB) maintains its smart space
in low-level terms of triples, based on Resource Description
Framework (RDF). This paper describes SmartSlog, a software
development tool for programming Smart-M3 agents (Knowl-
edge Processors, KPs) that consume/produce smart space
content according with its high-level ontological representation.
SmartSlog applies the code generation approach. Given an
OWL ontology description, SmartSlog produces the ontology
library. The latter provides 1) API to access the smart space
via its SIB and 2) data structures and functions to represent
and maintain locally in KP code all ontology classes, relations,
properties, and individuals. The developer easier constructs
the KP code, thinking in high-level ontology terms instead
of low-level RDF triples. SmartSlog supports generation of
multilingual ontology libraries (ANSI C and C# in the current
implementation). Such libraries are modest to the device
capacity, portable and suitable even for small devices. The
SmartSlog ontology library generation scheme, architecture,
design solutions, and directions for use are the main output of
this paper.

Keywords-Smart spaces; Smart-M3; OWL/RDF ontology; code
generator; knowledge processor; low-performance devices

I. INTRODUCTION

Smart-M3 is an open-source platform for information
sharing [1]-[3]. It provides applications with a smart space
infrastructure to use a shared view of dynamic knowledge
and services in ubiquitous computing environments [4]. Ap-
plications are implemented as distributed agents (knowledge
processors, KPs) running on the various computers, includ-
ing mobile and embedded devices. Shared knowledge is
represented using Resource Description Framework (RDF)

and kept in RDF triple-stores, each is accessible via a
Semantic Information Broker (SIB). The RDF representation
allows semantic reasoning; simple methods are available
on the SIB side, more complex ones are implemented in
dedicated KPs.

A Smart-M3 application consists of several KPs that share
the smart space using the space-based [5] and pub/sub [6]
communication models. The KPs produce (insert, update,
remove) or consume (query, subscribe/unsubscribe) informa-
tion. The Smart Space Access Protocol (SSAP) implements
the SIB < KP communication, using operations with RDF
content as parameters. Each KP understands its subset of
information, usually defined by the KP ontology.

Real-life scenarios often involve a lot of information,
which leads both to largish ontologies and possibly complex
instances that the KPs need to handle. Thus, programming
KPs on the level of SSAP operations and RDF triples bring
unnecessary complexity for the developers, who have to
divert effort for managing triples instead of concentrating on
the application logic. The OWL representation of knowledge
as classes, relations between classes, and properties maps
quite well to object-oriented paradigm in practice (but not so
well in theory). Therefore, it is feasible to map OWL classes
into object-oriented classes and instances of OWL classes
into objects in programming languages. (These objects only
have attributes, but no methods and thus no behavior.) This
approach effectively binds the RDF subgraph describing an
instance of an OWL class (individual) to an object in a
programming language.

SmartSlog is a Smart Space ontology library generator [1],
[7] for Smart-M3. It maps an OWL ontology description to
code (ontology library), abstracting the ontology and smart
space access in KP application logic. As a result, SmartSlog
simplifies constructing KP code compared with the low-level
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RDF-based KP development. The code manipulates with
ontology classes, relations, and individuals using predefined
data structures and library Application Programming Inter-
face (API). The number of domain elements in KP code
is reduced. The API is generic, hence does not depend on
concrete ontology; all ontology entities appear as arguments
in API functions. Search requests to SIB are written com-
pactly by defining only what you know about the object to
find (even if the object has many other properties).

The vision of ubiquitous involves a lot of small devices to
participate in surrounding computing environments. Smart-
Slog targets low-performance devices by producing ontology
libraries in pure ANSI C with minimal dependencies to
system libraries, the property is essential in many embed-
ded systems [8]. SmartSlog takes into account the limited
resources available on small computers such as mobile and
embedded devices. For example, the KP code does not need
to maintain the whole ontology as unused entities can be
removed. Also, RDF triples are not kept indefinitely, and
the local memory is freed immediately after the use. Even
if a high-level ontology entity consists of many triples, its
synchronization with SIB transfers only a selected subset,
saving on communication.

ANSI C programming is too low-level for some classes of
devices. For example, although writing KP in ANSI C for
the Blue&Me platform (Windows mobile for Automotive)
is possible, it is complicated, and some developers prefer
the .NET/C# language for this case. SmartSlog allows mul-
tilingual ontology library generation. The current SmartSlog
implementation supports ontology libraries in ANSI C and
C#, validating our multilingual approach.

The rest of the paper is organized as follows. Section II
provides an introduction to the Smart-M3 platform. Sec-
tion III overviews Smart-M3 KP development tools with
focus on SmartSlog; we describe the ontology library ap-
proach for KP development. In Section IV, we introduce the
ontology library generation scheme designed for SmartSlog.
Example application construction with SmartSlog is shown
in Section VI. Then, Section VII analyzes the problems that
are common for ontology library generators independently
on target programming languages. It includes the issues of
ontology manipulations and code optimization on the KP
side. Section VIII summarizes the paper.

II. SMART-M3 PLATFORM AND ITS NOTION OF
APPLICATION

Smart-M3 is an open-source interoperability platform for
information sharing [2], [3], [9]. “M3” stands for Multide-
vice, Multidomain, and Multivendor. It has been developed
by a consortium of companies and within research projects:
EU Artemis funded Sofia project (Smart Objects for In-
telligent Applications) [10] and Finnish nationally funded
program DIEM (Device Interoperability Ecosystem) [11].

International Journal on Advances in Intelligent Systems, vol 4 no 3 & 4, year 2011, http://www.iariajournals.org/intelligent_systems/

69

Smart-M3 implements smart space infrastructures for multi-
agent distributed applications following the smart space
concept [12]-[14]; the latter is becoming popular in semantic
computing. In this section we provide an overview of Smart-
M3 platform and its core concepts.

A. Space-based computing

Space-based (or tuplespace) computing has its roots in
parallel and distributed programming. Gelernter [15] de-
fined the generative communication model where common
information is shared in a tuplespace; parallel processes of
a distributed application cooperate by publishing/retrieving
tuples into/from the space. A tuple is an ordered list of typed
fields. Data tuples contain static data. Process tuples repre-
sent processes under execution. This asynchronous (publish-
based) inter-process communication model allows building
programs by gluing together active pieces [5].

Aiming at automated processing in such a giant distributed
system as the World Wide Web, Berners-Lee [16] introduced
the Semantic Web. Its content is described in a structured
manner, where ontologies become the basic building block.
Fensel [17] brought the idea of triple space computing as
communication and coordination paradigm based on the
convergence of space-based computing and the Semantic
Web. Triple space computing inherits the publication-based
communication model from the tuplespace communication
model and extends it with semantics: tuples are RDF triples
(subject, predicate, object). They in turn are composed
to RDF graphs with subjects and objects as nodes and
predicates as edges. Hence, semantic-aware queries to the
space are possible, utilizing matching algorithms [18] and
semantic query languages like SPARQL [19].

In fact, the triple space computing paradigm states a
scalable semantic infrastructure for web applications; it
enables integration, communication, and coordination of
many autonomous, distributed, and heterogeneous web ser-
vice providers and consumers. Information stored in the
same space can be further processed, providing deduced
knowledge that otherwise cannot be available from a single
source [5]. Semantic web spaces [20] apply this possibility
for a new coordination model: a participant can infer new
facts as a reaction to knowledge that has been published by
others. Semantic web spaces extends tuplespaces: tuples are
RDF triples and matching uses RDF Schema reasoning.

Conceptual Spaces (CSpaces) [21] extends triple space
computing to be applicable in different scenarios apart from
web services. An important set of scenarios is due to the
ubiquitous computing vision, i.e. when computers seam-
lessly integrate into human lives and applications provide
right services anywhere and anytime [22]. One of the key
features of CSpaces is a composition of the tuplespace
publish-based model with the publish/subscribe model from
the pub/sub communication paradigm (e.g., see [6]). Trans-
action support is included to guarantee the successful exe-
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cution of a group of operations. This advanced coordination
model provides flow decoupling from the client side [6], in
addition to time and space decoupling already available in
the tuplespace coordination model.

B. Smart spaces and Smart-M3 infrastructure

Smart spaces constitute a smart environment, which is
“able to acquire and apply knowledge about its environment
and to adapt to its inhabitants in order to improve their
experience in that environment” [12]. In accordance with
the ubiquitous computing vision, smart spaces encompass
the following information spaces: (i) physical spaces with
sensing devices such as homes or cars, (ii) service spaces
with information retrieval and processing such as Inter-
net services or surrounding services in tourist place, and
(iii) user spaces with personal information such as user
profiles or address books. The information is dynamically
shared by multiple heterogeneous participants (humans and
machines), allowing each user to interact continuously with
the surrounding environment, and the services continuously
adapt to the current needs of the user [14].

Smart spaces require a software infrastructure that turns
the constituting spaces into programmable distributed en-
tities. Smart-M3 provides such an infrastructure to use a
shared view of dynamic knowledge and services within
a distributed application. Although several studies have
showed the convenience of the space-based approach for
ubiquitous and pervasive computing environments and even
for Internet of Things [23]-[25], to the best of our knowl-
edge the Smart-M3 platform is the only general-purpose
open-source platform available recently.

In addition to the normal range of personal computers
and embedded devices, mobile devices with various means
of connectivity become the primary gateway to the service
space and the major storage point in the user space [13],
[14]. Smart-M3 follows the space-agent approach. Each
device, service, or storage point is programmable as an
agent. In this multidevice system, agents place, share, and
manipulate with local and global information using their own
locally agreed semantics [13].

Information sharing in Smart-M3 is based on the space-
based models using the same mechanisms as in the Semantic
Web, thus allowing multidomain applications, where the
RDF representation allows easy exchange and linking of
data between different ontologies, making cross-domain
interoperability straightforward [26]. Smart-M3 currently
supports only limited reasoning, e.g., queries with subclass
relations; see [27] for more details and possible extensions.
The security issues of information sharing in Smart-M3 can
be found in [28]-[30].

The basic architecture of Smart-M3 space infrastructure
is illustrated in Figure 1. Its core component is semantic
information broker (SIB)—an access point to the smart
space. Each SIB maintains a part of information represented
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Figure 1. Smart spaces form a publish/subscribe system in a ubiquitous
environment: KPs run on various types of computers and devices, the dis-
tributed knowledge store supports reasoning over cross-domain information

as an RDF triplestore. It provides simple reasoning, e.g.,
understanding the owl:sameAs concept. The current Smart-
M3 implementation supports WilburQL as a basic query
language; migration to SPARQL is in progress. Note that
WilburQL was originally conceived as Nokia Research
Center’s toolkit (Helsinki, Finland) for applications that use
RDF, written in Common Lisp; the new Python-based toolkit
(Piglet) is partially open-sourced as a part of Smart-M3.

A device participates in the space using a software
agent—knowledge processor (KP). A KP connects a SIB
over some network and can modify and query the infor-
mation by insert, remove, update, query, and (un)subscribe
operations using the smart space access protocol (SSAP).
Each SIB provides many network connectivity mechanisms
(e.g., HTTP, plain TCP/IP, NoTA, Bluetooth), yielding
multivendor device interoperability. Accessing the space is
session-based with join and leave operations, thus providing
the base for mechanisms of access control and secure
information sharing.

From the KP point of view the information in the space
constitutes an RDF graph, usually according to some OWL
ontology. The use of any specific ontology is not mandated,
and a group of KPs can locally agreed which ontology to use
for interpreting a certain part of the space. The consistency
of stored information is not guaranteed. KPs are free to
interpret the information in whatever way they want.

When several SIBs make up a smart space the SIB
network follows a protocol with distributed deductive clo-
sure [31]. Hence any KP sees the same information content
regardless the SIB it connects to. The current implementa-
tion supports the simplest case with one SIB only.
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C. Smart-M3 applications

A Smart-M3 application can be considered a composition
of possible scenarios enabled by a certain group of KPs.
Execution of the composition targets the current needs of
the user. For instance, an email application consists of the
following scenarios [26]: sending, receiving, composing,
and reading email. Each scenario can be implemented by
a dedicated KP. The same KP can be used in different
applications. For instance, a KP for composing email can
be a part of application for browsing social networks.

From this point of view, the basic principle is that the user
has a collection of KPs. They are capable to execute certain
scenarios. If the given collection does not support a needed
scenario, additional KPs should be found. Each KP should
understand its own, non-exclusive set of information. The set
is typically described with the ontology of the KP, at least
implicitly. Overlap of the sets of different KPs is needed for
interoperability; the KPs can see each other actions.

An application is constructed as ad-hoc assembly of KPs.
Each scenario emerges from the observable actions taken
by KPs based on smart space content or from the use
of available services. Some scenarios can be transient: the
execution is changed as the participating KPs join and leave
the smart space as well as some services become available
or unavailable.

The aim of this Smart-M3 approach is at the ease of
combining multiple scenarios into various applications. The
key point is the loose coupling between the participating
KPs. They use the space-based and pub/sub communication
models modifying and querying the information in the com-
mon smart space. Thus, the effect of any KP participation to
others is limited by to the information the KP provides into
the space. Note that Smart-M3 does not prevent direct con-
tacts between KPs, thus some actions can be activated based
on traditional inter-process communication models. Adding
elements of this traditional approach, however, impedes the
easy use of affected KPs in other applications, reducing the
benefit from Smart-M3.

Concrete examples of Smart-M3 applications include con-
text gathering in meetings [32], organization of conferences
and meetings [33], [34], smart home [35], gaming, wellness
and music mashup [26], social networks [36], and semantic
multi-blogging [37].

III. SMART-M3 ONTOLOGY LIBRARIES AND RELATED
WORK

Existing Smart-M3 KP development tools are language-
specific and platform-dependent. Many of them are oriented
to the RDF representation of information, thus complicating
the KP code compared with the OWL representation. In
this section we overview available tools and motivate the
ontology library approach for Smart-M3 applications. The
approach is implemented in SmartSlog with possibility to
write KPs in different languages and for different platforms.
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The developers of KP application logic use a KP In-
terface (KPI) to access information in the smart space.
The content conform the ontological description. Low-level
access requires the user code to operate with RDF triples
(directly following the SSAP operations with triples as basic
exchange elements). In contrast, high-level KP development
is based on an ontology library. It allows the user code to be
written using high-level ontology entities (classes, relations,
individuals); they implemented in the code with predefined
data structures and methods. Table I shows available low-
level KPIs and ontology library generators for several pop-
ular programming languages.

An ontology library simplifies constructing KP application
logic providing the developer a programming language view
to the concepts of the given ontology. The number of domain
elements is reduced since an ontology entity consists of
many triples. The library API is generic: its syntax does
not depend on a particular ontology, ontology-related names
do not appear in names of API methods, and ontology
entities are used only as arguments. For example, creating
an individual of lady Aino Peterson can be written in C as

individual_t =aino
= new_individual (CLASS_WOMAN) ;
set_property(aino, PROPERTY_LNAME, "Peterson");

Figure 2 shows the SmartSlog ontology library structure.
It consists of two parts: ontology-independent and ontology-
dependent. The former is the same for any KP and im-
plements generic API to access knowledge in the smart
space. The latter is produced by SmartSlog CodeGen by a
given OWL description (provided by the KP developer) and
implements data structures for particular ontology entities.
The library internally performs OWL-RDF transformations
and calls a low-level KPI for data exchange with SIB.
In particular, the current SmartSlog implementation uses
KPI_Low, both for ANSI C and C# ontology libraries. If
the low-level KPI is in a different language then a kind of
wrappers can be used for corresponding calls. For instance,
SmartSlog utilizes wrappers to implement a C# ontology
library since it uses KPI_Low written in C.

SmartSlog T T L LT -
+ Knowledge processor '

Templates CodeGen : gep :
H Ontology library H

2N Dependent part

I—' Wrapper '_I E i
KPI_Low |« : Independent part :

Y

i '> Application logic i

Developer

,~“Ontology ™,

Figure 2. The SmartSlog ontology library architecture: ontology-dependent
and ontology-independent parts
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Table I
KP INTERFACES TO SMART-M3 SMART SPACE
Library \ Description
Low-level KP programming: RDF triples
Whiteboard, Language: C/Glib, C/Dbus, C++/Qt. Network: TCP/IP, NoTA. BSD license. A part of the Smart-M3 distribution,
Whiteboard-Qt + QML http://sourceforge.net/projects/smart-m3/

KPI_Low

Language: ANSI C. Network: TCP/IP, NoTA. GPLv2. Primarily oriented to low-performance devices. VIT-Oulu
Technical Research Centre (Finland), http://sourceforge.net/projects/kpilow/

Smart-M3 Java KPI library

Language: Java. Network: TCP/IP. University of Bologna (Italy) and VTT-Oulu Technical Research Centre (Finland),
http://sourceforge.net/projects/smartm3-javakpi/

M3-Python KPI (m3_kp)
smart-m3/

Language: Python. Network: TCP/IP. BSD license. A part of the Smart-M3 distribution, http://sourceforge.net/projects/

Smart-M3 PHP KPI library

Language: PHP. Network: TCP/IP. University of Bologna (Italy), http://sourceforge.net/projects/sm3-php-kpi-lib/

C# KPI library

Language: C#. Network: TCP/IP. University of Bologna (Italy), http://sourceforge.net/projects/m3-csharp-kpi/

High-level KP programming: OWL ontology

Smart-M3 ontology to C-API

Language: Glib/C, Dbus/C. Network: TCP/IP, NoTA. BSD license. A part of the Smart-M3 distribution, http:

net/projects/smartslog/

generator //sourceforge.net/projects/smart-m3/

Smart-M3 ontology to Python | Language: Python. Network: TCP/IP, NoTA. BSD license. A part of the Smart-M3 distribution, http://sourceforge.net/
generator projects/smart-m3/

SmartSlog Language: ANSI C, C#. Network: TCP/IP, NoTA. GPLv2. Petrozavodsk State University (Russia), http://sourceforge.

This library division into two parts improves development
of Smart-M3 applications. If the ontology changes the
ontology-independent part does not require recompiling; it is
shared by several KPs although they use different ontologies.
Ontology-dependent part can be shared by KPs with the
same ontology. These cases are typical since multiple smart
space applications with different ontologies can run on the
same device as well as multiple KPs form one smart space
application with a common ontology.

The model of code generation is similar for all three on-
tology library generators from Table I. They use a common
Jena-based back-end for analyzing the ontologies. SmartSlog
API and Smart-M3 ontology to C-API share the same core.
In contrast, SmartSlog is more concerned with restrictions
of low-end devices. It keeps dependencies to minimum and
memory usage is predictable and bounded. Furthermore,
SmartSlog is focused on efficiency optimization. For in-
stance, search requests are written compactly by defining
only what is needed for or known about the object to
find in the smart space (even if the object has many other
properties).

Ontology based code generation facilities are also pro-
vided as part of the Sofia ADK [38] for Java-based KPs.
The Sofia ADK is an Eclipse-based toolset for creating smart
space applications. The view towards software developer is
very similar to the SmartSlog, namely providing program-
ming language view to the concepts defined in an ontology.

Similar ideas also exist in the semantic web world, with
projects aiming to provide object-RDF mapping libraries
(in the spirit of object-relational mapping). These libraries
are typically not tied to any ontology and implemented in
interpreted languages, such as RDFAlchemy [39] in Python
or Spira [40] in Ruby. Obviously the approach is very
difficult both to implement and to use in statically typed
compiled languages such as C, while very convenient in
dynamically typed, interpreted languages.

IV. ONTOLOGY LIBRARY GENERATION SCHEME

In this section, we describe the multilingual ontology
library generation scheme used in SmartSlog. Figure 3
shows the scope. We practically approved this scheme im-
plementing the support for generating libraries in ANSI C
and C# programming languages.

The scheme defines two basic steps a KP developer
performs. First, the developer provides a problem domain
specification as an OWL description. The generator inputs
the description and outputs the ontology-dependent part
of the ontology library. The latter is composed with the
ontology-independent part forming the ontology library for
the target language. Second, the developer applies the library
in the KP code by using given data structures and calling
API functions. As a result, the KP logic is implemented in
high-level terms of the specified ontology.

SmartSlog CodeGen is written in Java and implements
generation of the ontology-dependent part of the library. The
following static templates/handlers scheme is used. Code
templates are “pre-code” of data structures that implement
ontology classes and their properties. Each template con-
tains a tag (name) instead of a proper name (unknown in
advance). A handler transforms one or more templates into
final code replacing tags with the names from the ontology.
Templates and handlers are language-specific.

This scheme belongs to a class of source code genera-
tors [41] where templates define an ontological model for
the generation process and handlers implement template pro-
cessors. The transformation follows the concept of automatic
programming [42]. High-level objects (tags) are transformed
to low-level elements (names in source code) by a set
of logical applicability conditions (handlers). The scheme
applies the horizontal transformation since only names of
data structures and arguments in methods are affected.

SmartSlog CodeGen utilizes Jena toolkit [43] to construct
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Figure 3. Smart-M3 ontology library generation scheme.

an RDF ontology graph (Jena meta-model). The graph is
iteratively traversed. When a node is visited its appropriate
handlers are called to transform templates into final code.
Optionally, a KP template (a code skeleton) can be gener-
ated, and the developer can easier start writing her KP.

The ontology-independent part implements API providing
basic data structures/classes (for generic ontology class,
property, and individual) and functions/methods for their
manipulation. Internally it also implements all high-level
ontology entity transformations to low-level RDF triples and
vice versa. Calls to KPI_Low is used for communications
with SIB. Since KPI_Low is written in C, the C# version
needs a KPI_Low wrapper. Note that our scheme permits
other low-level KPI, different from KPI_Low.

Based on this scheme, introducing a new language needs
the following appropriate language-specific modules.

o Templates and handlers in the generator.
o Ontology-independent part of the library.
« Interface to the low-level KPI.

V. LIBRARY API

SmartSlog API provides generic API, both for ANSI
C and C# variants of ontology library. Consequently, the

SmartSlog API model covers two important classes of pro-
gramming languages: procedural and object-oriented. In this
section we focus on the API model of the ANSI C version.

The characteristic property of generic API is that names
are independent on a concrete ontology. Classes, proper-
ties, and individuals appear as arguments in API functions.
Datatype and object properties are treated similarly. One of
the main retribution of this generic approach is the perfor-
mance; run-time checking must be done for arguments.

In the ANSI C version, each ontology class, property,
and individual is implemented as a C structure (types
property_t,class_t,and individual_t). The API
has generic functions that handle such data objects regardless
of their real ontology content. Currently supported OWL
constraints are class, datatypeproperty, objectproperty, do-
main, range, and cardinality. For example, a class knows
all its superclasses, OWL one of classes, properties, and
instances (individuals); the implementation is as follows.
typedef struct class_s {

int rtti; /* run-time type information */

char *classtype; /* type of class, name x/

list_t =*superclasses; /x all superclasses */

list_t =*oneof; /* class oneof value */
list_t *properties; /* all propertiesx/
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list_t =*instances; /* all individuals =/

} class_t;

API functions are divided into two groups: for manipu-
lating with local objects and for communicating with SIB.
The first group (local) includes functions for

o Classes and individuals: creating data structures and
manipulating with them locally.

« Properties: operations set/get, update, etc. in local store
(also run-time checks for correctness, e.g., cardinality
and property values).

For example, creating individual and setting its properties:

individual_t xaino = new_individual (CLASS_WOMAN) ;
set_property(aino, PROPERTY_LNAME, "Peterson");

In this example, the definitions of CLASS_WOMAN and
PROPERTY_LNAME are in the library ontology-dependent
part for the ontology shown in Figure 4. (We used GrOwl
tool [44]: classes are in blue rectangles, datatype properties
are in brown ovals, object properties are in blue ovals.)

The second group (to/from smart space) has prefix “ss__
in function names and allows accessing smart space for

i)

o Individuals: insertion, removal, and update.

o Properties: similarly to the local functions but the data
are to/from smart space (it requires transformation
to/from triples and calling the mediator library).

e Querying for individuals in smart space (existence,
yes/no answer).

o Populating individuals from smart space by query or
by subscription.

For example, inserting an individual and then updating some
of its properties:

ss_insert_individual (aino) ;

ss_update_property (aino,
PROPERTY_LNAME, "Ericsson");

Subscription needs more discussion. In advance, a sub-
scription container is created to add those individuals which
to subscribe for. Optionally, the container contains the prop-
erties whose values are interested only. Then KP explicitly
subscribes for selected properties of selected individuals.

Subscription is synchronous or asynchronous. The former
case is simplest; KP is blocked waiting for updates. Even de-
vices without thread support allow synchronous subscription.
The latter case is implemented with a thread that controls

N Girl Boy Worman has_hushand
Beverage —s— drinks Human =e=— Man ——— has_wife
Water fname Iname number_of_drinks

Figure 4. Ontology for humans and their drinks
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updates from smart space and assigns them to the containers.
KP is not blocked, and updates come in parallel.

Internally, communication with SIB leads to the compo-
sition/decomposition of high-level ontology entities from/to
RDF triples and calling the low-level KPI for triple-based
data exchange. To the best of our knowledge, SmartSlog is
the only ontology library generator that uses KPI_Low as
the low-level mediator KPI (see Table I). Since KPI_Low is
oriented to low-performance devices, this design selection
strengthens SmartSlog applicability in application develop-
ment for this class of devices.

Compared with the Smart-M3 ontology to C-API gen-
erator, which provides similar communication primitives,
SmartSlog has the following advantages. The Smart-M3
ontology to C-API generator depends on glib library, e.g.,
using list data structures. Low-performance devices do not
support glib. In contrast, SmartSlog has no such require-
ments for underlying libraries. The Smart-M3 ontology to
C-API generator does not allow asynchronous subscription
important for smart space applications.

SmartSlog generic API is extended with ‘knowledge pat-
terns’ for ontology-based filtering and search. A general
model of a knowledge pattern will be considered later in
Section VII-B; here we illustrate its representation for ANSI
C. Each knowledge pattern is an individual_t structure
and can be thought as an abstract individual where only a
subset of properties is set. A knowledge pattern is either
pattern-mask or pattern-request.

A pattern-mask is for selecting properties of a given a
class or individual. It needs when a subset of properties is
used, and the pattern includes only those properties. Then
this pattern is applied to the given class or individual, e.g. for
modest updating the properties. For example, let us update
only the last name of “Aino” (see the ontology in Figure 4).
pattern_t *aino_p = new_pattern(CLASS_WOMAN, NULL);
add_check_property_pattern (aino_p, PROPERTY_LNAME,

NULL, PATTERN_COND_NO) ;
ss_update_by_pattern(aino, aino_p);

As a result, only the last name value is transferred to
smart space. Compared with ss_update_property ()
the benefit becomes obvious when KP needs to update
several properties at once or it can form the property subset
only in run-time. The same scheme works for population to
transfer data modestly from smart space.

A pattern-request is for compact definition of search
queries to smart space. A pattern is filled with those prop-
erties and values that characterize the individual to find. For
example, let us find all men whose first name is “Timo” and
wife’s first name is “Aino”.

pattern_t *timo_p = new_pattern(CLASS_MAN, NULL);
pattern_t xaino_p = new_pattern (CLASS_WOMAN, NULL);

add_check_property_pattern(timo_p, PROPERTY_FNAME,
"Timo", PATTERN_COND_NO) ;
add_check_property_pattern(aino_p, PROPERTY_FNAME,
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"Aino", PATTERN_COND_NO) ;

add_check_property_pattern(timo_p, PROPERTY_HAS_WIFE,

aino_p, PATTERN_COND_NO) ;

timo_list = ss_get_individuals_by_pattern(timo_p);

In this example, two patterns (“Timo” and “Aino”) and
two properties (datatype ‘“fname” and object “has_wife”)
form a subgraph. The SmartSlog library matches the sub-
graph to the smart space content. As a result, a list of
available individuals is returned. Currently, searching leads
to iterative triple exchange and matching on the local side.
In future, it can be implemented on the top of SPARQL on
the SIB side.

VI. USE CASE EXAMPLE

In this section, we show how SmartSlog can be used for
constructing a simple Smart-M3 application in C. In spite of
the simplicity, the example illustrates such SmartSlog fea-
tures as knowledge patterns and subscriptions (synchronous
and asynchronous). Both datatype and object properties are
used.

Let Ericsson’s family consist of Timo (husband) and Aino
(wife). Timo likes drinking beer outside home. Aino has to
control Timo’s drinking via monitoring the amount of beer
he has drunk already. If the amount is exceeding a certain
bound (e.g., MAX_LITRES_VALUE=3) she notifies Timo
by SMS that it’s good time to come back to home.

The ontology for such personal human data was shown
in Figure 4 above. When Timo starts drinking he associates
his object property “drinks” with class “Beer”. Then Timo
keeps his drink counter “number_of_drinks” in smart space
and regularly updates it. Aino can subscribe to this counter.

For messaging, the family uses the ontology shown in
Figure 5. Aino sends SMS to notify Timo via smart space.
Timo subscribes for SMS and checks each SMS he received
for who sent it (by phone number). Hence Timo recognizes
a notification SMS from his wife.

Given these two ontology files, SmartSlog generator pro-
duces files drinkers.{c, h}. Since the ontology includes
more details than needed for this application, excessive
classes and properties can be disabled in the final code by
compiler preprocessor directives.

The KP code for Timo can be constructed with SmartSlog
using the following scheme.

from arrivaltime to sid

N

Email == Message -g— SMS

N

receiver_id

sender

content

Figure 5. Ontology for messaging
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1. Create Timo, set his properties, and insert the individual
to the smart space.

individual_t xtimo = new_individual (CLASS_MAN) ;
set_property (timo, PROPERTY_FNAME, "Timo");

ss_insert_individual (timo) ;

2. Timo keeps his counter in the smart space.

individual_t xbeer = new_individual (CLASS_BEER) ;
ss_set_property (timo, PROPERTY_DRINKS, beer);

3. Timo subscribes to SMS from Aino: creating an in-
dividual for SMS and filling the subscribe container. Then
asynchronous (parameter “true’”) subscription starts.

individual_t xsms = new_individual (CLASS_SMS) ;

add_data_to_list (subscribed_prop_list,
PROPERTY_FROM) ;

add_data_to_list (subscribed_prop_list,
PROPERTY_TO) ;

subscription_container_t *container=
new_subscription_container();

add_individual_to_subscribe (container,
sms, subscribed_prop_list);

ss_subscribe_container (container, true);

4. Timo drinks, updates the counter, and checks SMS.

while (sms_notify (sms)) {
amount += drink (timo) ;
ss_update_property (timo,
PROPERTY_NUMBER_OF_DRINKS, amount);

Similarly, the KP code for Aino is constructed as follows.
1. Aino searches Timo in the smart space by pattern.

individual_t xwife = new_individual (CLASS_WOMAN) ;
set_property (wife, PROPERTY_LNAME, "Ericsson");
set_property (wife, PROPERTY_FNAME, "Aino");

pattern_t *timo_p = new_pattern (CLASS_MAN, NULL);
add_check_property_pattern(timo_p, PROPERTY_FNAME,
"Timo", PATTERN_COND_NO) ;

add_check_property_pattern (timo_p, PROPERTY_HAS_WIFE,

aino_p, PATTERN_COND_NO) ;

list = ss_get_individuals_by_pattern(timo_p);
individual_t xtimo = ...;

2. Synchronous (parameter “false’”) subscription waits for
Timo is starting to drink.
subscription_container_t *container=
new_subscription_container();
add_individual_to_subscribe (container, timo,
properties);
ss_subscribe_container (container, false)

property_t *drinks = get_property (timo,
PROPERTY_DRINKS) ;
if (drinks==NULL) wait_subscribe (container);
3. Monitoring Timo’s counter and checking the limit.
Synchronous subscription is similar to the above.

/* Subscribing for Timo’s counter =/
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while (1) {
amount = get_property (timo,
PROPERTY_NUMBER_OF_DRINKS) ;
if (amount >= MAX_LITRES_VALUE) {
/+ Send SMS to Timo x/
break;

}

wait_subscribe (container_counter);

4. Create an individual for SMS and insert it to the smart
space. Properties “to” and “from” are required.
individual_t xsms=new_individual (CLASS_SMS) ;
set_property (sms, PROPERTY_TO,

TIMO_PHONE_NUMBER) ;
set_property (sms, PROPERTY_FROM,

WIFE_PHONE_NUMBER) ;
ss_insert_individual (sms) ;

VII. DESIGN FEATURES

The same ontological and optimization methods, which
improves the KP development and code efficiency, can be
applied in the multilingual case. In this section, we discuss
currently implemented features as well as recent design
solutions.

A. Ontology composition

Smart space content can be structured with a set of
different ontologies instead of a single big ontology. Figure 6
shows that in this case the generator produces a common
library for several ontologies.

44444444444444444

Ontologles

Data represented by
ontologies

-~ / SmartSpace
@ = & sy <, /

1
Y
CodeGen —

SmartSlog AN

DlKF' =={

KP works with data from
different ontologies

AN

Figure 6. Ontology composition: a common ontology library.

1) Ontology integration: Integration is either complete or
partial [45]. Complete integration means that the multiple
ontologies are treated as all combined into a single one.
Partial integration means that only some entities (classes,
properties) are taken from each ontology. After integration
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the KP can work with knowledge structured in the smart
space with different ontologies.

The KP can cooperate with other KPs even if they access
the smart space differently, e.g., each of them operates with
a disjoint part of the space. Given a set of ontologies, the
generator produces the library that allows KP to manipulates
with entities from the ontologies. All namespaces, entity
names are available in KP application logic and it can
manipulate with several knowledge sets in the smart space
via a single KP. Similarly to the previous SmartSlog design,
the developer can select (or deselect) the ontology entities
she needs (does not need).

2) The same property in different ontologies: Figure 7
shows another scheme for composition of multiple ontolo-
gies. Assume that there is a mapping that defines what prop-
erties are the same in several ontologies of the given set. This
mapping uses additional properties—bridge properties [46].
Values of such a multi-ontology property are stored in all
corresponding parts of the smart space.

444444444444444444

Ontologles

@ .

.....................

ontologies

Data represented byj

P— / SmartSpace

SmartSlog
CodeGen

KP converts
one property to ancther

Ontology composition: different ontologies refer to the same

Figure 7.
property

The same knowledge can be of different types due to
different ontologies. In some cases the type is not important.
For example, titles of books are available in different parts
of the space. In one part the title corresponds to a printed
book. In another part it corresponds to an electronic version
of the same book.

The KP code can use the only active property for ma-
nipulating with all of the same properties. Active property
links all other properties via the bridge property. The latter
duplicates the request to corresponding parts of the smart
space, and KP accesses values of all properties. Furthermore,
bridge property can transform data to common format. For
example, if the property refers to a date then the bridge
property converts the value to the format the KP requires.
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3) KP controller: There are smart applications where
access to the smart space is controlled by a dedicated
KP. Smirnov et al. [33] suggested a KP for resolving the
problem of simultaneous access to the smart space content.
Luukkala and Honkola [27] introduced the same idea for
coordinated access to devices. Korzun et al. [47] employed
a KP mediator for sharing the knowledge between two smart
spaces: smart conference and blogosphere.

KP controller has to know several ontologies, see Figure 8.
It controls ontology entities that are shared by other KPs.
The controller publishes control information to the smart
space and receives information about KP states to decide
further control actions. For example, many devices can
support on—off states. Such a state is described differently
in different ontologies. If the application needs to turn off
several devices, this function can be implemented using a
dedicated KP controller.

B. KP code optimization

SmartSlog cannot optimize its low-level mediator KPI,
since the latter is an external library. Instead, SmartSlog
optimizes local data structures, the (de)composition (to)from
triples, and the way how the low-level mediator KPI is used.
Clearly, these optimizations are also valid for computers with
no hard performance restrictions.

1) Local data structures for OWL ontology entities: Each
ontology entity is implemented as a C structure or a C#
class of constant size. Consequently, for an ontology with N
entities the SmartSlog ontology-dependent part of ontology
library is of size O(N).

In many problem domains, the entire ontology contains a
lot of classes and properties. First, SmartSlog provides pa-
rameters (constants) that limits the number of entities, hence
the developer can directly control the code size. Second, if
the KP logic needs only a subset of the specified ontology,
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then SmartSlog allows ontology entity selection/deselection.

Furthermore, if an object in the smart space has many
properties, the KP can keep locally only a part of them. For
example, in Figure 9, the object D is represented locally
only with 3 datatype properties, regardless that D has also
an object property in the smart space.

Note that when KP modifies an object locally the KP
is responsible for timely updates. That is, in Figure 9, the
object B has locally an extra object property compared with
the primary instance of B in the smart space.

2) Local RDF triple repository: The Smart-M3 ontology
C-to-API generator follows the straightforward and expen-
sive strategy: its ontology library requires KP to maintain
locally a cache of the whole smart space content. In contrast,
SmartSlog does not intend to store any RDF triple for long
time. OWL ontology entities are stored in own structures.
When a triple is needed it is created locally or retrieved from
the smart space. Then the local memory is freed immediately
after the use of the triple.

3) Knowledge patterns: They provide a mechanism for
searching and filtering the content: selecting those individu-
als that are of the current interest. To define which individ-
uals the KP logic needs to process the developer constructs
knowledge patterns. Then they are applied in filtering locally
available objects or in searching and retrieving appropriate
objects from the smart space.

A knowledge pattern can be thought as a graph of abstract
ontology objects. Its nodes are objects augmented with
datatype properties. Nodes are linked by object properties.
It is similar to OWL ontology instance graph, but objects
are abstract; they do not represent actual individuals. The
developer specifies only a part of properties available for
such objects in the ontology. For filtering these properties
in the pattern are compared with properties of locally stored
individuals. For searching these properties are used to find
and retrieve individuals from the smart space. This way
reduces the amount of data to keep, process, and transfer,
even if concrete individuals have many properties.

Figure 9 shows an example. Applying the pattern for
filtering with the abstract object A results in the individual
A having been stored locally. Applying the same pattern for
searching with the abstract object D results in the real object
D having been shared in the smart space. In both cases,
an application solves the matching problem for a subgraph
(pattern with abstract objects) to a ontology instance graph
(real objects in the local KP storage or the global smart
space). Note that result can consists of several individuals
that satisfy the pattern.

In fact, a pattern represents a semantic query. Currently
Smart-M3 does not support SPARQL, which can be used
for efficient implementation of the knowledge pattern mech-
anism. SmartSlog implements own algorithms that run on
the KP side. In searching, it leads to transferring a lot of
triples form the smart space with their subsequent iterative
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Figure 9. SmartSlog content representation and knowledge patterns for filtering and searching. Objects are stored globally in the smart space (SIB); KP
caches them partially; knowledge patters allow efficient manipulations with both object stores.

processing.

Knowledge patterns allow defining an object by ontolog-
ical class, UUID, and checked properties (properties that
object should have). For more intelligent characterization,
patterns can be extended to support unchecked properties
(properties that object should not have) and conditional
properties (with relations like <, >, < >).

The possible points of further optimization are the follow-
ing. Optimization of patterns as semantic queries since the
performance of matching algorithms depends on the query
representation [18]. For filtering, the access to properties can
be optimized using hash tables.

4) Synchronization: SmartSlog supports both types of
subscriptions: synchronous and asynchronous. The latter
case requires threading. SmartSlog uses POSIX threads,
available on many embedded systems [8]. Nevertheless,
SmartSlog allows switching the asynchronous subscription
off if the target device has no thread support.

SmartSlog provides direct access both to the smart space
and local content. If many KPs asynchronously change
information in the smart space, the KP is responsible to
keep in the actual state the knowledge that KP is interested
in. Another way for data synchronization is subscription.

Consider the example in Figure 10. Let A be data to
synchronize. After local manipulations A is transformed
to A’ on the local side. In the smart space it is still A.
After the synchronization both sides keep the same A’. Then
A’ is transformed to A” on the SIB side (by some other
participants) while A’ remains locally. After synchronization

the same A" is on both sides. A; is the period with stale
data in SIB and Aj is the period with locally stale data. The
synchronization problem is to minimize these periods.

SmartSlog supports blocking and non-blocking synchro-
nization (synchronous and asynchronous subscription). Both
require setting explicitly the objects to synchronize. In some
cases it can be difficult from the point of view of a KP
programmer. Therefore, KP should track for changing of
objects itself and keep them up to date.

When an object is changed locally then it is marked for
future synchronization. When an object is changed in the
smart space then the KP synchronizes the object in the non-
blocking mode. As a result, the developer uses local objects
assuming that they are always up to date. Since frequent
synchronization leads to the high resource consumption
(network throughput, SIB processing time) there should
be options to control synchronization. For instance, the
developer sets the data importance for better tradeoffs.

Finally, there should be a mechanism for determination
of synchronization time moments. The following parameters
affects this mechanism.

o Memory use: marking changed objects uses additional
memory, synchronize when the memory threshold has
been reached.

o Latest synchronization: synchronize when a time
threshold has been reached after the latest synchroniza-
tion. For instance, if a data item is changed rarely it is
synchronized immediately after its change.

o Network load: if the network is overloaded then the
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Figure 10. Synchronization problem. ds are periods of desynchronization.

synchronization rate is reduced;
o Device load: if the device is overloaded then the syn-
chronization rate is reduced.

VIII. CONCLUSION

The addressed area of ontology library generation for
multitude of devices is very important. The realization of
the ubiquitous computing vision will by definition include a
lot of heterogeneous and transiently available devices around
us. Allowing these devices to easily share information with
other devices and architectures, large or small, will be very
important. SmartSlog is a tool that supports easy program-
ming of such devices for participating them in Smart-M3
applications.

This paper contributed the design of SmartSlog with
the advanced scheme of ontology library generation. A
KP developer can choose among several programming lan-
guages for the ontology library. The current implementation
supports ANSI C and C#. The operability was tested on
Linux- and Windows- based platforms, including console
(ANSI C), Qt (C/C++), and .NET (C#) environments.

The KP code is compact due to high-level ontology style.
SmartSlog ontology libraries are portable due to the reduc-
tion of system dependencies. For low-performance devices
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the ontology library code follows ANSI C and POSIX stan-
dards. There are mechanisms for making ontology library
code modest and optimizable to device capacity.

The SmartSlog design allows adopting advanced ontolog-
ical and optimization methods. We showed that the ontology
library generation scheme supports multiple ontologies if
KP needs to access different parts of the smart space.
We identified several points in the SmartSlog generation
process where certain performance optimization methods
can be applied for the problems of device CPU/memory
consumption, network load, and data synchronization. Im-
plementation of these ontological and optimization features
as well as its experimental confirmation are topics of our
ongoing research.
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Abstract—This paper presents an approach to design,
implement and deploy a simulation platform based on
distributed workflows. It supports the smooth integration of
existing software, e.g., Matlab, Scilab, Python, OpenFOAM,
Paraview and user-defined programs. Additional features
include the support for application-level fault-tolerance and
exception-handling, i.e., resilience, and the orchestrated
execution of distributed codes on remote high-performance
clusters.
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L INTRODUCTION

Large-scale simulation applications are becoming
standard in research laboratories and in the industry [1][2].
Because they involve a large variety of existing software and
terabytes of data, moving around calculations and data files
is not a simple avenue. Further, software and data are often
stored in proprietary locations and cannot be moved.
Distributed computing infrastructures are therefore necessary
[6][8].

This article explores the design, implementation and use
of a distributed simulation platform. It is based on a
workflow system and a wide-area distributed network. This
infrastructure includes heterogeneous hardware and software
components. Further, the application codes must interact in a
timely, secure and effective manner. Additionally, because
the coupling of remote hardware and software components is
prone to run-time errors, sophisticated mechanisms are
necessary to handle unexpected failures at the infrastructure
and system levels [19]. This is also true for the coupled
software that contribute to large simulation applications [35].
Consequently, specific management software is required to
handle unexpected application and software behavior
[O1[11][12][15].

This paper addresses these issues. Section II is an
overview of related work. Section III is a general description
of a sample application, infrastructure, systems and
application software. Section IV addresses fault-tolerance
and resiliency issues. Section V gives an overview of the
implementation using the YAWL workflow management
system [4]. Section VI is a conclusion.

Jean-Antoine-Désidéri
Project OPALE
INRIA Sophia-Antipolis Méditerranée
Sophia-Antipolis, France
Jean-Antoine.Desideri @sophia.inria.fr

II.  RELATED WORK

Simulation is nowadays a prerequisite for product design
and for scientific breakthrough in many application areas
ranging from pharmacy, biology to climate modeling that
also require extensive simulation testing. This requires often
large-scale experiments, including the management of
petabytes volumes of data and large multi-core
supercomputers [10].

In such application environments, various teams usually
collaborate on several projects or part of projects.
Computerized tools are often shared and tightly or loosely
coupled [23]. Some codes may be remotely located and non-
movable. This is supported by distributed code and data
management facilities [29]. And unfortunately, this is prone
to a large variety of unexpected errors and breakdowns [30].

Most  notably, data replication and redundant
computations have been proposed to prevent from random
hardware and communication failures [42], as well as failure
prediction [43], sometimes applied to deadline-dependent
scheduling [12].

System level fault-tolerance in specific programming
environments are proposed, e.g., CIFTS [20], FTT [48]. Also,
middleware usually support mechanisms to handle fault-
tolerance in distributed job execution, usually calling upon
data  replication and redundant code execution
[91[15][22][24].

Also, erratic application behavior needs to be supported
[45]. This implies evolution of the simulation process in the
event of such occurrences. Little has been done in this area
[33][46]. The primary concerns of the designers, engineers
and users have so far focused on efficiency and performance
[47] [49] [50]. Therefore, application unexpected behavior is
usually handled by re-designing and re-programming pieces
of code and adjusting parameter values and bounds. This
usually requires the simulations to be stopped and restarted.

A dynamic approach is presented in the following
sections. It support the evolution of the application behavior
using the introduction of new exception handling rules at
run-time by the users, based on occurring (and possibly
unexpected) events and data values. The running workflows
do not need to be suspended in this approach, as new rules
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can be added at run-time without stopping the executing
workflows.

This allows on-the-fly management of unexpected
events. This approach also allows a permanent evolution of
the applications that supports their continuous adaptation to
the occurrence of unforeseen situations [46]. As new
situations arise and data values appear, new rules can be
added to the workflows that will permanently take them into
account in the future. These evolutions are dynamically
hooked onto the workflows without the need to stop the
running applications. The overall application logics is
therefore maintained unchanged. This guarantees a constant
adaptation to new situations without the need to redesign the
existing workflows. Further, because exception-handling
codes are themselves defined by new ad-hoc workflows, the
user interface remains unchanged [14].

.Ea

2
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III. TESTCASE APPLICATION

A.  Example

This work is performed for the OMD2 project
(Optimisation Multi-Discipline Distribuée, i.e., Distributed
Multi-Discipline Optimization) supported by the French
National Research Agency ANR.

An overview of two running testcases is presented here.
It deals with the optimization of an auto air-conditioning
system [36]. The goal of this particular testcase is to
optimize the geometry of an air conditioner pipe in order to
avoid air flow deviations in both pressure and speed
concerning the pipe output (Figure 1). Several optimization
methods are used, based on current research by public and
industry laboratories.

U Magnitud
1.7956397
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12
0.8

r0.4

0

Figure 1. Flow pressure (left) and speed (right) in an air-conditioner pipe (ParaView screenshots).

This example is provided by a car manufacturer and
involves several industry partners, e.g., software vendors,
and academic labs, e.g., optimization research teams (Figure
1).

The testcases are a dual faceted 2D and 3D example.
Each facet involves different software for CAD modeling,
e.g. CATIA and STAR-CCM+, numeric computations, e.g.,
Matlab and Scilab, and flow computation, e.g., OpenFOAM
and visualization, e.g., ParaView (Figure 12, at the end of
this paper).

The testcases are deployed on the YAWL workflow
management system [4]. The goal is to distribute the
testcases on various partners locations where the software are
running (Figure 2). In order to support this distributed
computing approach, an open source middleware is used
[17].

A first step is implemented using extensively the
virtualization technologies (Figure 3), i.e., Oracle VM
VirtualBox, formerly SUN’s VirtualBox [7]. This allows
hands-on experiments connecting several virtual guest
computers running heterogeneous software (Figure 10, at the
end of this paper). These include Linux Fedora Core 12,

Windows 7 and Windows XP running on a range of local
workstations and laptops (Figure 11, at the end of this paper).

B. Application Workflow

In order to provide a simple and easy-to-use interface to
the computing software, a workflow management system is
used (Figure 2). It supports high-level graphic specification

for application design, deployment, execution and
monitoring. It also supports interactions among
heterogeneous software components. Indeed, the 2D

example testcase described in Section III.A involves several
codes written in Matlab, OpenFOAM and displayed using
ParaView (Figure 7). The 3D testcase involves CAD files
generated using CATIA and STAR-CCM+, flow
calculations using OpenFOAM, Python scripts and
visualization with ParaView. Extensions allow also the use
of the Scilab toolbox.

Because proprietary software are used, as well as open-
source and in-house research codes, a secured network of
connected computers is made available to the users, based on
existing middleware (Figure 8).
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This network is deployed on the various partners
locations throughout France. Web servers accessed through
the SSH protocol are used for the proprietary software
running on dedicated servers, e.g., CATIA v5 and STAR-
CCM+.

An interesting feature of the YAWL workflow system is
that composite workflows can be defined hierarchically [13].
They can also invoke external software, i.e., pieces of code
written in whatever language suits the users. They are called
by custom YAWL services or local shell scripts. Remote
Web services can also be called.
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YAWL thus provides an abstraction layer that helps users
design complex applications that may involve a large
number of distributed components (Figure 6). Further, the
workflow specifications involve possible alternative
execution paths, as well as parallel branches, conditional
branching and loops. Combined with the run-time addition of
code with the corresponding dynamic selection procedures as
well as new exception handling procedures (see Section IV),
a very powerful environment is provided to the users.
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IV. RESILIENCE

A. Rationale

Resilience is defined here as the ability of the
applications to handle unexpected situations. Usually,
hardware, communication and software failures are handled
using fault-tolerance mechanisms [15]. This is the case for
communication software and for middleware that take into
account possible computer and network breakdowns at run-
time. These mechanisms use for example data and packet
replication and redundant code execution to cope with these
situations [5].

However, when unexpected situations occur at run-time,
very few options are usually offered to the application users:
ignore them or abort the execution, reporting the errors and
analyze them, to later modify and restart the applications.

B. Exception Handling

Another alternative is proposed here. It is based on the
dynamic selection and exception handling mechanism
featured by YAWL [13].

@, python

Figure 2. The YAWL workflow interface to the 2D testcase.

It provides the users with the ability to add at run-time
new rules governing the application behavior and new pieces
of code that will take care of the new situations.

For example, it allows for the selection of alternative
code, based on the current unexpected data values. The
application can therefore evolve over time without being
stopped. It can also cope later with the new situations
without being altered. This refinement process is therefore
lasting over time and the obsolescence of the code greatly
reduced.

The new codes are defined and inserted in the application
workflow using the standard specification approach used by
YAWL (Figure 7). This is implemented by YAWL so-called
exlets that are in charge of exception and error handling.
They can be inserted and invoked at run-time in cas of task
failure.

For example (Figure 24, at the end of this paper) if a
workflow is specified as a sequence of tasks TO, T1 and T2
and that a failure occurs for task T1, an exlet is automatically
invoked and takes the form of a dynamic insertion of a set of
tasks that cope for the error (Error Handler, Restore and
Ignore). It is based on a pre-defined or dynamically provided
scenario by the user. The Error Handler task then triggers the
Restore task or the Ignore task, based on appropriate
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decisions made, depending on parameters values or user
interactions. In case the Restore task is invoked, the scenario
then backtracks the execution of the workflow to the nearest
checkpoint CHKPT before the failed task T1. In contrast, if
the decision is made to ignore the error, the control is passed
to the task immediately following T1 in the original scenario,
ie., T2.

Because it is important that monitoring long-running
applications be closely controlled by the users, this dynamic
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selection and exception handling mechanism also requires a
user-defined probing mechanism that provides them with the
ability to suspend, evolve and restart the code dynamically.

For example, if the output pressure of an air-conditioning
pipe is clearly off limits during a simulation run, the user
must be able to suspend it as soon as he is aware of that
situation. He can then take corrective actions, e.g.,
suspending the simulation, modifying some parameters or
value ranges and restarting the process.

Linux Linux
Fedora Core 12 VirtualBojx
3
Network |
3 3 3 F [

A 4 Y L L 4 v v

Files | YAWL Shell Scripts interface & Custom Services |
> openVFoaM  MllParaview
CATIA

Figure 3. The virtualized infrastructure.

C. Fault-tolerance

The fault-tolerance mechanism provided by the
underlying middleware copes with job and communication
failures. Job failures or time-outs are handled by
reassignment and re-execution. Communication failures are
handled by re-sending appropriate messages. Also, hardware
breakdowns are handled by re-assigning running jobs to
other resources, implying possible data movements to the
corresponding resources. This is standard for most
middleware [17].

D. Assymetric Checkpoints

Asymmetric checkpoints are defined by the users at
significant execution locations in the application workflows.
They are used to avoid the systematic insertion of
checkpoints at all potential failure points. They are user-
defined at specific critical locations, depending only on the
application logic. Clearly, the applications designers and
users are the only ones that have the expertise necessary to
insert the appropriate checkpoints. In contrast with
middleware fault-tolerance which can re-submit jobs and
resend data packets, no automatic procedure can be

implemented here. It is therefore based on a dynamically
evolving set of heuristic rules.

As such, this approach significantly reduces the number
of necessary checkpoints to better concentrate on only those
that have a critical impact on the applications runs.

For example (Figure 4):

e The checkpoints can be chosen by the users among
those that follow long-running components and large
data transfers.

e Alternatively, those that precede series of small
components executions.

The base rule set on which the asymmetric checkpoints

are characterized is the following:

e RI1: no output backup for specified join operations

e R2: only one output backup for fork operations

e R3: no intermediate result backup for user-specified
sequences of operations

e R4: no backup for user-specified local operations

e RS5: systematic backup for remote inputs

This rule set can be evolved by the user dynamically, at
any time during the application life-time, depending on the
specific application requirements.
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V. IMPLEMENTATION

A.  The YAWL workflow management system

Workflows systems are the support for many e-Science
applications [6][8][26]. Among the most popular systems
are Taverna, Kepler, Pegasus, Bonita and many others
[11][15]. They  complement scientific software
environments like Dakota, Scilab and Matlab in their ability
to provide complex application factories that can be shared,
reused and evolved. Further, they support the incremental
composition of hierarchic composite applications. Providing
a control flow approach, they also complement the usual
dataflow approach used in programming toolboxes. Another
bonus is that they provide seamless user interfaces, masking
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technicalities  of  distributed,  programming  and
administrative layers, thus allowing the users and experts to
concentrate on their areas of interest.

The OPALE project at INRIA [40] is investigating the use
of the YAWL workflow management system for distributed
multidiscipline optimization [3]. The goal is to develop a
resilient workflow system for large-scale optimization
applications. It is based on extensions to the YAWL system
to add resilience and remote computing facilities for
deployment on high-performance distributed infrastructures.
This includes large-PC clusters connected to broadband
networks. It also includes interfaces with the Scilab
scientific computing toolbox [16] and the middleware [17].

Figure 4. Asymmetric checkpoints.

Provided as an open-source software, YAWL is
implemented in Java. It is based on an Apache server using
Tomcat and Apache's Derby relational database system for
persistence (Figure 5). YAWL is developed by the
University of Eindhoven (NL) and the University of
Brisbane (Australia). It runs on Linux, Windows and
MacOS platforms [25]. It allows complex workflows to be
defined and supports high-level constructs (e.g., XOR- and
OR-splits and joins, loops, conditional control flow based
on application variables values, composite tasks, parallel
execution of multiple instances of tasks, etc) through high-
level user interfaces (Figure 10, at the end of this paper).

Formally, it is based on a sound and proven operational
semantics extending the workflow patterns of the Workflow
Management Coalition [21][32]. It is implemented and
proved by colored Petri nets. This allows for sophisticated
verifications of workflow specifications at design time:
fairness, termination, completeness, deadlocks, etc (Figure
S5-left).

In contrast, workflow systems which are based on the
Business Process Management Notation (BPMN) [27] and
the Business Process Execution Language (BPEL) [28] are
usually not supported by a proven formal semantics.
Further, they usually implement only specific and/or
proprietary versions of the BPMN and the BPEL
specifications (Figure 17, at the end of this paper). There are
indeed over 73 (supposedly compliant) implementations of

the BPMN, as of February 2011, and several others are
currently being implemented [27]. In addition, there are
more than 20 existing BPEL engines. However, BPEL
supports the execution of long running processes required
by simulation applications, with compensation and undo
actions for exception handling and fault-tolerance, as well as
concurrent flows and advanced synchronization mechanisms
[28].

Designed as an open platform, YAWL supports natively
interactions with external and existing software and
application codes written in any programming languages,
through shell scripts invocations, as well as distributed
computing through Web Services (Figure 6).

It includes a native Web Services interface, custom
services invocations through codelets, as well as rules,
powerful exception handling facilities, and monitoring of
workflow executions [13].

Further, it supports dynamic evolution of the applications
by extensions to the existing workflows through worklets,
i.e., on-line inclusion of new workflow components during
execution [14].

It supports automatic and step-by-step execution of the
workflows, as well as persistence of (possibly partial)
executions of the workflows for later resuming, using its
internal database system. It also features extensive event
logging for later analysis, simulation, configuration and
tuning of the application workflows.
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Additionally, YAWL supports extensive organizations
modeling, allowing complex collaborative projects and
teams to be defined with sophisticated privilege
management: access rights and granting capabilities to the
various projects members (organized as networked teams of
roles and capabilities owners) on the project workflows,
down to individual components, e.g., edit, launch, pause,
restart and abort workitems, as well as processing tools and
facilities (Figure 5-right) [25].

Current experiments include industrial testcases,
involving the connection of the Matlab, Scilab, Python,
ParaView and OpenFOAM software to the YAWL platform
[3]. The YAWL workflow system is used to define the
optimization processes, include the testcases and control
their execution: this includes reading the input data
(StarCCM+ files), the automatic invocation of the external
software and automatic control passing between the various
application components, e.g., Matlab scripts, OpenFOAM,
ParaView (Figure 11, at the end of this paper).
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Figure 5. The user interfaces: YAWL Editor (left) and YAWL Control Center (right).

B. Exception handling

The exception handlers are automatically tested by the
YAWL workflow engine when the corresponding tasks are
invoked. This is standard in YAWL and constraint checking
can be activated and deactivated by the users [4].

For example, if a particular workflow task WT invokes
an external EXEC code through a shell script SH (Figure 7)
using a standard YAWL codelet, an exception handler EX
can be implemented to prevent from undesirable situations,
e.g., infinite loops, unresponsive programs, long network
delays, etc. Application variables can be tested, allowing for
very close monitoring of the applications behavior, e.g.,
unexpected values, convergence rates for optimization
programs, threshold transgressions, etc.

A set of rules (RDR) is defined in a standard YAWL
exlet attached to the task WT and defines the exception
handler EX. It is composed here of a constraint checker CK,
which is automatically tested when executing the task WT. A

compensation action CP triggered when a constraint is
violated and a notifier RE warning the user of the exception.
This is used to implement resilience (Section V. C.).

The constraint violations are defined by the users and
are part of the standard exception handling mechanism
provided by YAWL. They can attach sophisticated exception
handlers in the form of specific exlets that are automatically
triggered at runtime when particular user-defined constraints
are violated. These constraints are part of the RDR attached
to the workflow tasks.

Resilience is the ability for applications to handle
unexpected behavior, e.g., erratic computations, abnormal
result values, etc. It is inherent to the applications logic and
programming. It is therefore different from systems or
hardware errors and failures. The usual fault-tolerance
mechanisms are therefore inappropriate here. They only cope
with late symptoms, at best.
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C. Resilience

Resilience is the ability for applications to handle
unexpected behavior, e.g., erratic computations, abnormal
result values, etc. It lies at the level of application logic and
programming, not at systems or hardware level. The usual
fault-tolerance mechanisms are therefore inappropriate here.
They only cope with very late symptoms, at best.

New mechanisms are therefore required to handle logic
discrepancies in the applications, most of which are only
discovered at run-time.

This

It is therefore important to provide the users with
powerful monitoring features and complement them with
dynamic tools to evolve the applications according to the
erratic behavior observed.

is supported here using the YAWL workflow

system so called “dynamic selection and exception handling
mechanism”. It supports:

—
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] —
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Figure 6. YAWL architecture.

e Application update using dynamically added rules U
specifying new codes to be executed, based on
application data values, constraints and exceptions.

e The persistence of these new rules to allow

Component workflows invoke external programs
written in any programming language through shell
scripts, custom service invocations and Web
Services.

applications to handle correctly future occurrences of In order to implement resilience, two particular YAWL
the new case. features are used:

The dynamic extension of these sets of rules. e Ripple-down-rules (RDR) which are handlers for
The definition of the new codes to be executed using exception management,

the framework provided by the YAWL application e  Worklets, which are particular workflow actions to
.specificatio'n tool: the new codes are new workflows be taken when exceptions or specific events occur.
included in the global application workflow The RDR define the decision process which is run to
specification. decide which worklet to use in specific circumstances.
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D. Distributed workflows

The distributed workflow is based on an interface
between the YAWL engine and the underlying middleware
(Figure 8). At the application level, users provide a
specification of the simulation applications using the YAWL
Editor. It supports a high-level abstract description of the
simulation processes. These processes are decomposed into
components which can be other workflows or basic
workitems. The basic workitems invoke executable tasks,
e.g., shell scripts or custom services. These custom services
are specific execution units that call user-defined YAWL
services. They support interactions with external and remote

Speciication Net Ef Elements Tools Miew Help

3| (¥
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codes. In this particular platform, the external services are
invoked through the middleware interface.

This interface delegates the distributed execution of the
remote tasks to the middleware [17]. The middleware is in
charge of the distributed resources allocation to the
individual jobs, their scheduling, and the coordinated
execution and result gathering of the individual tasks
composing the jobs. It also takes in charge the fault-tolerance
related to hardware, communications and system failures.
The resilience, i.e., the application-level fault-tolerance is
handled using the rules described in the previous Sections.

Ol C) || s cosmes

valeurs_nominales

& Workflow Task WT |1 +@®

criteria results_visualization

SH

EXEC

EX

CK = CP = RE

Figure 7. Exception handler associated with a workflow task.

The remote executions invoke the middleware
functionalities through a Java APIL. The various modules
invoked are the middleware Scheduler, the Jobs definition
module and the tasks which compose the jobs. The jobs are
allocated to the distributed computing resources based upon
the scheduler policy. The tasks are dispatched based on the
job scheduling and invoke Java executables, possibly
wrapping code written in other programming languages, e.g.,
Matlab, Scilab, Python, or calling other programs, e.g.,
CATIA, STAR-CCM+, ParaView, etc.

Optionally, the workflow can invoke local tasks using
shell scripts and remote tasks using Web Services. These
options are standard in YAWL.

E. Secured access

In contrast with the use of middleware, there is also a
need to preserve and comply with the reservation and
scheduling policies on the various HPC resources and
clusters that are used. This is the case for national, e.g.,
IDRIS and CINES in France, and transnational HPC centers,
e.g., PRACE in Europe.

Because some of the software run on proprietary
resources and are not publicly accessible, some privileged
connections must also be implemented through secured X11

tunnels to remote high-performance clusters (Figure 13).
This also allows for fast access to software needing almost
real-time answers, avoiding the constraints associated with
the middleware overhead. It also allows running parallel
optimization software on large HPC clusters. In this
perspective, a both-ways SSH tunnel infrastructure has been
implemented for the invocation of remote optimization
software running on high-performance clusters and for fast
result gathering.

Using the specific ports used by the communication
protocol (5000) and YAWL (8080), a fast communication
infrastructure is implemented for remote invocation of
testcase optimizers between several different locations on a
high-speed (10 GB/s) network at INRIA. This is also
accessible through standard Internet connections using the
same secured tunnels.

Current tests have been implemented monitoring from
Grenoble in France a set of optimizers software running on
HPC clusters in Sophia-Antipolis near Nice. The optimizers
are invoked as custom YAWL services from the application
workflow. The data and results are transparently transferred
through secured SSH tunnels.

In addition t the previous interfaces, direct local access to
numeric software, e.g., SciLab and OpenFOAM, is always

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

89



available through the standard YAWL custom services using
the 8080 communication port and shell script invocations.
Therefore, truly heterogeneous and distributed environments
can be built here in a unified workflow framework.

F. Interfaces

To summarize, the simulation platform which is based on
the YAWL workflow management system for the
application specification, execution and monitoring, provides
three complementary interfaces that suit all potential

performance, security, portability and interoperability
requirements of the current sophisticated simulation
environments.

Platform Architecture

Scripting

Multiple parallel
application
software. ..

Testing

Multiple
middleware &
virtualized
environments...

REMOTE
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These interfaces run concurrently and are used
transparently for the parallel execution of the different parts
of the workflows (Figure 14). These interfaces are:

¢ The direct access to numeric software through YAWL
custom services that invoke Java executables and shell
scripts  that trigger numeric software, e.g.,
OpenFOAM, and visualization tools, e.g., ParaView
(Figure 2)

e The remote access to high-performance clusters
running parallel software, e.g., optimizers, through
secured SSH tunnels, using remote invocations of
custom services (Figure 13)

e The access to wide-area networks through a grid
middleware, e.g., Grid5000, for distributed resource
reservation and job scheduling (Figure 9)

Monitoring

Execution

Construction
Publication

Figure 8. The distributed simulation platform.

G. Service orchestration

The YAWL system provides a native Web service
interface. This is a very powerful standard interface to
distributed service execution, although it might impact
HPC concerns. This is the reason why a comprehensive set
of interfaces are provided by the platform (Section F,
above).

Combined altogether and offered to the users, this rich
set of functionalities is intended to support most
application requirements, in terms of performance,
heterogeneity and standardization.

Basically, an application workflow specifies general
services orchestration. General services include here not
only Web services, but also shell scripts, YAWL custom
services implemented by Java class executables and high-
level operators, as defined in the workflow control flow
patterns of the Workflow Management Coalition [5][21],
e.g., AND-joins, XOR-joins, conditional branchings, etc.

The approach implemented here therefore not only
fulfills sound and semantically proved operators for task
specification, deployment, invocation, execution and.
synchronization. It also fulfills the stringent requirements
for heterogeneous distributed and HPC codes to be
deployed and executed in a unified framework. This
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provides the users with high-level GUIs and hides the
technicalities of distributed, and HPC software
combination, synchronization and orchestration.

Further, because resilience mechanisms are implemented
at the application level (Section C), on top of the
middleware, network and OS fault-tolerance features, a
secured and fault resilient HPC environment is provided,
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based on high-level constructs for complex and large-scale
simulations [41].

The interface between the workflow tasks and the actual
simulation codes can therefore be implemented as Web
Services, YAWL custom services, and shell scripts
through secured communication channels. This is a unique
set of possibilities offered by our approach (Figure 14).

A

Custom Service

Application vt
F 3
1 3
YAWL Engine
Workion :

A

y

Middleware Scheduler

Middleware Job €=

A 4

—— |

Middleware Tasks

Middleware

F N F 3

Java classes |

Java Exec

Figure 9. The YAWL workflow and middleware interface.

H. Dataflow and control flow

The dual requirements for the dataflow and control flow
properties are preserved. Both aspects are important and
address different requirements [6]. The control flow aspect
addresses the need for user control over the workflow tasks
execution. The dataflow aspect addresses the need for high-
performance and parallel algorithms to be implemented
effectively.

The control flow aspect is required in order to provide the
users with control over the synchronization and execution of
the various heterogeneous and remote software that run in
parallel and contribute to the application results. This aspect
is exemplified in the previous sections (Secttion IIT) where
multiple software contribute to the application results and
visualization. This is natively supported by YAWL.

The dataflow aspect is also preserved here in two
complementary ways:

e the workflow data is transparently managed by the
YAWL engine to ensure the proper synchronization,
triggering and stopping of the tasks and complex
operators among the different parallel branches of the
workflows, e.g., AND joins, OR and XOR forks,
conditional branchings. This includes a unique
YAWL feature called “cancellation set” that refers to
a subset of a workflow that is frozen when another
designated task is triggered [3]

e the data synchronization and dataflow
implemented by the specific numeric

scheme
software

invoked remain unchanged using a separation of
concerns policy, as explained below

The various software with dataflow dependencies are
wrapped in adequate YAWL workflow tasks, so that the
workflow engine does not interfere with the dataflow
policies they implement.

This allows high-performance concerns to be taken into
consideration along with the users concerns and expectations
concerning the sophisticated algorithms associated with these
programs.

Also, this preserves the global control flow approach
over the applications which is necessary for heterogeneous
software to cooperate in the workflow.

As a bonus, it allows user interactions during the
workflow execution in order to cope with unexpected
situations (Section IV). This would otherwise be very
difficult to implement because when unexpected situations
occur while using a pure dataflow approach, it requires
stopping the running processes or threads in the midst of
possibly parallel and remote running calculations, while
(possibly remote) running processes are also waiting for
incoming data produced by (possibly parallel and remote)
erratic predecessors in the workflow. This might cause
intractable situations even if the errors are due to rather
simple events, e.g., network data transfers or execution time-
outs.

Note that so far, because basic tasks cannot be divided
into remote components in the workflow, the dataflow
control is not supported between remotely located software.
This also avoids large uncontrolled data transfers on the
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underlying network. Thus, only collocated software, i.e.,
using the same computing resources or running on the same
cluster, can use dataflow control on the platform. They are
wrapped by workflow tasks which are controlled by the
YAWL engine as standard workflow tasks.

Application Optimizers
Workflow
[ N
YAWL Data Cust.om
Engine Results SEreEs
I — 1t
T Remote HPC
VR Clusters

Figure 13. High-speed infrastructure for remote cluster access.

For example, the dataflow controlled codes DO, D1 and
D2 depicted Figure 15 are wrapped by the composite task
CT which is a genuine YAWL task that invokes a shell script
SH to trigger them.

Specific performance improvements can therefore be
expected from dataflow controlled sets of programs running
on large HPC clusters. This is fully compatible with the
control flow approach implemented at the application (i.e.,
workflow) specification level. Incidentally, this also avoids
the streaming of large data collections of intermediate results
through network connections. It therefore alleviates
bandwidth congestion.

The platform interfaces are illustrated by Figure 16, at the
end of this paper. Once the orchestration of local and
distributed codes is specified at the application (workflow)
level, their invocation is transparent to the user, whatever
their localization.

1. Other experiments

This distributed and heterogeneous platform is also tested
with the FAMOSA optimization suite developed at INRIA
by project OPALE [34]. It is deployed on a HPC cluster and
invoked from a remote workflow running on a Linux
workstation (Figure 18, at the end of this paper).

FAMOSA is an acronym for “Fully Adaptive Multilevel
Optimization Shape Algorithms” and includes C++
components for:

e CAD generation,
mesh generation,
domain partitioning,
parallel CFD solvers using MPI, and
post-processors
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The input is a design vector and the output is a set of
simulation results (Figure 19, at the end of this paper). The
components also include other software for mesh generation,
e.g., Gmsh [37], partitioning, e.g., Metis [38] and solvers,
e.g., Num3sis [39]. They are remotely invoked from the
YAWL application workflow by shell scripts (Figure 18).

Composite Task CT

Service Service Script

Figure 14. External services interfaces.

FAMOSA is currently tested by an auto manufacturer
(Figure 21, at the end of this paper) and ONERA (the French
National Aerospace Research Office) for aerodynamics
problem solving (Figure 25 and 26).

The various errors that are taken into account by the
resilience algorithm include run-time errors in the solvers,
inconsistent CAD and mesh generation files, and execution
time-outs.

The FAMOSA components are here triggered by remote
shell scripts running PBS invocations for each one on the
HPC cluster. The shell scripts are called by YAWL custom
service invocations from the user workflow running on the
workstation (Figure 18).

Additionally, another experiment described by Figure 20
illustrates the distributed simulation platform used for testing
the heterogeneity of the application codes running on various
hardware and software environments. It includes four remote
computing resources that are connected by a high-speed
network. One site is a HPC cluster (Site 4). Another site is a
standard Linux server (Site 1). The two other sites are remote
virtualized computing resources running Windows and
Linux operating systems on different VirtualBox virtual
machines that interface the underlying middleware (Sites 3
an 4). This platform has been tested against the testcases
described in Section III.

VI. CONCLUSION

The requirements for large-scale simulation make it
necessary to deploy various software components on
heterogeneous distributed computing infrastructures [10, 44].
These environments are often required to be distributed
among a number of project partners for administrative and
collaborative purposes.
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This paper presents an experiment for deploying a
distributed simulation platform. It uses a network of high-
performance computers connected by a middleware layer.
Users interact dynamically with the applications using a
workflow management system. It allows them to define,
deploy and control the application executions interactively.

In contrast with choreography of services, where
autonomous software interact in a controlled manner, but
where resilience and fault-tolerance are difficult to
implement, the approach used here is an orchestration of
heterogeneous and distributed software components that
interact in a dynamic way under the user control, in order to
contribute to the application results [29]. This allows the
dynamic interaction with the users in case of errors and
erratic application behavior. This approach is also fully
compatible with both the dataflow and control flow
approaches which are often described as poorly compatible
[30][31][32] and are extensively used in numeric software
platforms.

Composite Task CT

Figure 15. Dataflow tasks wrapped by a composite YAWL task.

The underlying interface to the distributed components is
a middleware providing resource allocation and job
scheduling [17]. Because of the heterogeneity of the software
and resources used, the platform also combines secured
access to remote HPC clusters and local software in a unified
workflow framework (Figure 20, at the end of this paper).

This approach is also proved to combine in an elegant
way the dataflow control used by many HPC software and
the control flow approach required by complex and
distributed application execution and monitoring.

A significant bonus of this approach is that besides fault-
tolerance provided by the middleware, which handles
communication, hardware and job failures, the users can
define and handle application logic failures at the workflow
specification level. This means that a new abstraction layer is
introduced to cope with application-level errors at run-time.
Indeed, these errors do not necessarily result from
programming and design errors. They may also result from
unforeseen situations, data values and limit conditions that
could not be envisaged. This is often the case for simulations
due to their experimental nature, e.g., discovering the
behavior of the system being simulated.
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This provides support to resiliency using an asymmetric
checkpoint mechanism. This feature allows for efficient
handling mechanisms to restart only those parts of an
application that are characterized by the users as necessary
for overcoming erratic behavior.

Further, this approach can be evolved dynamically, i.e.,
when applications are running. This uses the dynamic
selection and exception handling mechanism in the YAWL
workflow system. It allows for new rules and new exception
handling to be added on-line if unexpected situations occur
at run-time.
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Abstract—In this paper, opportunistic object binding is pro-
posed to improve multi-modal localization. Object binding and
proximity detection will be realized using Bluetooth and Wireless
Sensor Networks. Multi-modal localization is created using an
opportunistic seamless localization system, fusing Wi-Fi, Blue-
tooth, Wireless Sensor Networks, GSM, GPS, RFID and inertial
sensors. In this paper object binding is used to locate devices
which can not be located without the help of bound objects.

Index Terms—object binding, localization, opportunistic lo-
calization, multi-modal localization, Bluetooth, WSN, Wi-Fi,
proximity detection.

I. INTRODUCTION

Today, location based services are widely spread and
already integrated in many applications such as GPS
navigation systems, Google Earth, track and trace systems,
Foursquare, etc. Outdoor localization is mostly accomplished
by means of GPS, but usually GPS does not work indoor
because there has to be a minimum of four satellites in line
of sight, which is usually not the case indoor. Indoors, we can
use Bluetooth [1], [2], Wi-Fi [3] or GSM [4], or even other
techniques such as Wireless Sensor Network (WSN) [5], [6]
and Ultra Wide Band (UWB) [7].

One big challenge is fusing these techniques into a single
system. Acquiring the sensor data of multiple sensors can be
realized because most mobile devices such as Personal Digital
Assistants (PDAs) and smart phones are very often equipped
with GSM, GPS, WiFi or a combination of these. A system
which combines this technologies is called Opportunistic
Seamless Localization System (OLS) [3].

The future of localization systems most likely will evolve
towards systems that can adapt and cope with any available
information provided by mobile clients without the need
to install any additional dedicated infrastructure. This type
of localization is called opportunistic localization. It is
defined as [8]: “An opportunistic localization system is a
system, which seizes the opportunity and takes advantage
of any readily available location related information in an
environment, network and mobile device for the estimation of

the mobile device absolute or relative position without relying
on the installation of any dedicated localization hardware
infrastructure.”

The OSL system combines the earlier mentioned
technologies together with the information of accelerometers,
compass and camera.

Currently, in OSL, the clients or ’trackable objects’ can
be any laptop running Windows or Linux, any smartphone
running Windows Mobile, Android or OpenMoko or dedicated
OSL Wi-Fi or Zigbee tags. The complete system overview is
shown in Figure 1.
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Fig. 1. The OSL system architecture

The clients send raw sensors data of the above mentioned
technologies to the server, where the communication interface
will parse these messages and send the appropriate data to the
localization engine which will calculate a position estimation.
This estimation is sent to the Service API which facilitates
the communication with 3rd party application to, for example,
visualize the positions on a map or trigger any events.

The localization engine seamlessly fuses the heterogeneous
sensor data using an adaptive observation model for the
particle filter, taking the availability of every technology and
sensor data into account. A particle filter [9] is a sequential
Monte Carlo based technique used for position estimation.
Since we are working with a real-time system, it is even
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harder to estimate the correct position therefore heavy and
numerous calculations are not recommended.

Limiting the number of particles is recommended in order
to avoid extensive time-consuming calculations. For example,
when the system is implemented in a large scale environment,
such as an airport where many devices are present, the system
might be delayed due to these calculations for all those
devices. Obviously, some objects will travel together such as
people traveling by bus. In such cases, it is not necessary
to calculate all their positions with different particle clouds.
Instead, we could combine all these objects and bind them
in one group, in which case we only have to calculate one
position for this group.

Besides from this optimization related reason for object
binding, object binding also enables the system to locate
objects which can not be located by its own.

Bluetooth, for example, is a useful technology to detect
other adjacent Bluetooth devices. Which would enable the pos-
sibility to detect whether people are moving together. Another
interesting reason to use Bluetooth may be the possibility to
locate unknown people. This can, for example, be useful to
estimate the amount of people in a given area.

Another technology, which can be used to detect the
proximity of one device towards another, is WSN.

A third way of using object binding is to combine multiple
tags or devices which are related to one object, for example,
a person having a laptop and a smartphone. In this case
the location data of the two devices has to be analyzed.
Two possibilities can happen, first the object can be merged,
for example, when the laptop and the smartphone are both
in the neigbhourhood of each other and most probably
also in the neighbourhood of the person. Alternatively,
heuristics can determine that the two devices are not at
the same place, for example, when the laptop is still in
the office but the person is walking with his smartphone
through the building. In this case the position of the laptop
can not be connected with the position of the person anymore.

This paper is structured as follows: at first, Bluetooth object
binding is discussed, where the scanning method for Bluetooth
is analyzed followed by some real experiments to determine
the operational range of Bluetooth devices. Thereafter,
Bluetooth signal strength values are discussed. This is then
followed by a short introduction about opportunistic seamless
localization and the explanation of the Bluetooth measurement
model. Afterwards, WSN proximity detection is discussed
with some corresponding experiments. Finally, before the
conclusion, multiple device binding is explained.
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II. BLUETOOTH OBJECT BINDING

In this section, the use of Bluetooth for object binding and
the localization algorithm will be explained.

A. Bluetooth

Bluetooth [10] is a technology developed by Ericsson.
This universal radio interface in the 2.45 GHz band makes it
possible to connect portable wireless devices with each other.
Bluetooth uses frequency hopping to avoid interference with
other devices, which also use the license-free 2.45 GHz band.

1) Discovering: There are two ways of discovering [11]
devices when using Bluetooth. The first, and mostly used
method, is inquiry-based tracking. In case of inquiry-based
tracking, the base station needs to scan for devices and to
page all present devices in order to find them. All devices
need to be detectable but they need not to be identified in
advance.

Scanning for devices absorbs a relatively large amount of
time because primarily every base station sends a search-
packet on all 32 radio channels. Every detectable device that
receives this packet will answer. To avoid collision, every
device will send his packet with a random delay. This is
the reason why an inquiry has to run for at least 10.24 s
to be reliable. Many devices are undiscoverable in order to
increase the security and privacy of the owner. This is another
technical problem that could occur and consequently it is not
possible to find these devices by scanning the area.

A second method of tracking is the connection-based
tracking. With connection-based tracking, devices are
considered to be in a close range when one device has
the possibility to connect with another device. All devices
have to be paired with each other and this is a major
problem when using the Radio Frequency Communications
(RFCOMM) layer [12] connections with connection-based
tracking. Practically, this requires human input which is
time-consuming. Although, some communication services do
not require this, it is still necessary that one of both devices
knows the other one exists.

In practice, the creation of an Asynchronous Connectionless
Link (ACL) [12] and a basic Logical Link Control and
Adaptation Protocol (L2CAP) layer [12] connection is
universal and authorization-free. These connections are
limited but they are in compliance with the requirements
for tracking usage. It is only necessary to know whether a
connection is possible and if this is the case, these 2 devices
are in the same range. This connection also supports some
low-level tasks such as RSSI measurements and L2CAP echo
requests.

Both tracking techniques have their own advantages and
disadvantages and they are both not ideal. Choosing the
correct technique will depend on the situation. When using
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inquiry-based tracking, it is possible to find every detectable
device without the need of knowing the devices in advance.
The major disadvantage will be the relatively long scan time.
When we choose the other option, connection-based tracking,
the time to find the devices will be shorter and there is also
the possibility to find undiscoverable devices. The major
disadvantage here is the requirement that at least one party
knows about the existence of the other one.

Another option could be a combination of both techniques.
Combining these two techniques will not decrease the
relatively long scan time because we always need to
take the longest scan time in account. The advantage of
combining both techniques is the possibility to find known
’undiscoverable’ devices as well as unknown discoverable
devices.

In this paper, the first option is chosen because inquiry-
based tracking has the possibility to track unknown devices,
which will be useful for object binding.

2) Range: Bluetooth devices can be divided in three
different classes. Generally, class 1 and class 2 are used
instead of class 3, which is due to the very short operating
range of class 3.

Class | Maximum Power Operating Range
1 100 mW (20 dBm) | Up to 100 m

2 2.5 mW (4 dBm) Up to 10 m

3 1 mW (0 dBm) Uptolm

These operating ranges are frequently used to estimate a
position since signal strength is not always a good parameter
due to effects like reflection and multi-path propagation [13] .

The operating range of a Bluetooth device can be defined
by the maximum allowable path loss which can be calculated
with Equation 1:

Liotar = 20 xlogyo(f) + N *logyo(d) + Ly(n) — 2¥1)
Liotar = 40+ 20 x logo(d) 2
where N is the Distance Power Loss Coefficient, f is the

Frequency (Mhz), d is the distance (meters) between the
nodes , L is the Floor Penetration Loss Factor (dB) and n is
the number of floors penetrated.

When working in an open-air environment, Equation 2
which is the simplified version of Equation 1, can be
used [14].

As operating ranges will be used to estimate a position,
some tests were done in order to decide which maximum
range will be used. A Dell XPS M1530 laptop has been set
up as a base station. The two test devices were a Samsung
E250 mobile phone (test device 1) and a Samsung F450
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mobile phone (test device 2). All devices, including the
base station are devices of class 2. The measurements were
started at a distance of one meter away from the base
station and afterwards extended by steps of one meter. Every
measurement was repeated five times in order to have reliable
results.

S )

Fig. 2.

&

Experiment 1

The first experiment, as shown in Figure 2, was done in
open space in which the two test devices are in line-of-sight
of the base station.

Both test devices could easily bridge a distance of 9 m.
Once the distance was increased, test device 1 was not longer
detectable. Test device 2 was detectable until we reached a
distance of 12 m.

—6

Fig. 3.

S

Experiment 2

&

In the next experiment, the influence of obstacles between
the base station and the test devices was tested. This
experiment was firstly done with a window between the base
station and the test devices. Secondly the experiment was
repeated with a 14 cm thick brick wall instead of a window,
see Figure 3.

Theoretically, obstacles comparable to a wall should
significantly decrease the Bluetooth signal or even make it
impossible to connect with devices behind such obstacles.
According to [?] the attenuation of a 2.4 Ghz signal through
a brick wall of 8.9 cm is 6 dBi, of a concrete wall of 45 cm is
17 dBi and the attenuation of an exterior single pane window
is 7 dBi. It is very hard to predict the attenuation because
the exact material of the obstacle is generally not know. Our
test with a window started showing problems with detecting
test device 1 at a distance of 4 m. Test device 2 remained
detectable up to 7 m and at larger distances it started to show
some discontinuities.

The following test with a wall instead of a windowpane
showed these results: at a distance of 4 m, test device 1 started
to disappear and at larger distances, test device 1 was rarely
detected. Test device 2 on the other hand, was much longer
visible. In a range up to 7 m, test device 2 was still detectable.

These results, as can be seen in Figure 4, show a general
range of 10 m when the base station and test device reside
in the same area hence we are working in an open space.
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Obstacles like walls obviously have some influence on this
range. Generally we can decrease the range down to 5 m.

oy

Fig. 5. Range

Consequently, when a Bluetooth device detects another
Bluetooth device, this estimation will be located in a circular
area with a radius up to 10 m in open space. Walls will limit
the radius up to 5 m.

3) Signal Strength: RSSI values are often used in order
to estimate the proper distance between 2 devices because
Bluetooth does not offer an interface to extract the real
received signal strength directly [15]. Theoretically, RSSI
values should vary exponentially with the real distance but in
practice this is not always the case [16].

Although there is no deterministic relationship between
distance and RSSI, due to fading, reflection etc., there is a
correlation: when the RSSI value decreases, we know the
distance becomes longer and conversely; when the RSSI
value increases, the distance diminishes. This information can
be used to discover whether devices move away from each
other, towards each other or together.

Hallberg and Nillson [17] show that using RSSI values
for calculating the distance between 2 devices is not reliable.
Nevertheless, RSSI values could be useful to implement
object binding. Object binding should only be realized when
2 or more objects are very close. At this point, the RSSI
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values will be higher. Nonetheless, these values will fluctuate.
In this way, it is necessary to use a range of RSSI values in
order to decide whether objects should be bound or not.

In this paper, RSSI values are not used because they
bring up another disadvantage: a device needs to set up a
connection with the other device and this will increase the
scanning time. Considering the fact that we are working with
a real-time system, the scanning time should be as short as
possible.

B. Opportunistic Seamless Localization and Bluetooth Object
Binding

The opportunistic seamless localization system combines
all location related information readily available from multiple
technologies such as Wi-Fi, GSM, GPS, accelerometers [18]
etc. In this paper we propose a novel method, which allows
taking into account object binding via a Bluetooth link to
other devices as an additional source of location related
information which may be successfully used by the OSL
system for further improvement on location estimation
reliability and accuracy. As presented by Hallberg et al. [2],
the Bluetooth link connectivity on its own does not provide
sufficiently accurate location information for most of the
mobile applications. Therefore, to successfully fuse the
Bluetooth connectivity information for locating Bluetooth
enabled devices, a specific method described in this paper
has been developed for efficient incorporation into the OSL
system fusion location data engine. The OSL fusion engine
is based on the recursive Bayesian estimation implemented
as a particles filter, therefore, also a likelihood observation
function used for the particles weighting was developed.

1) Communication: Firstly, the client scans for all nearby
devices. The MAC address of every found Bluetooth device is
sent to the server. In the mean time, the client keeps scanning
for devices and will regularly send an update.

At the server side, every incoming MAC address will
be compared to a list of known MAC addresses. In this
list all primarily known Bluetooth devices are saved. Every
Bluetooth measurement has 4 arguments, at first the MAC
address, secondly a boolean to indicate whether the device is
fixed or mobile, thirdly the coordinates when the device has
a fixed place and at last every mobile device has an ID.

When a match between incoming MAC address and a
MAC address in the list is found, these MAC addresses are
saved in a list.

2) Measurement Model: The Bluetooth measurement
model is designed to deal with different situations. A
complete overview of this measurement model can be found
in Figure 6.
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Device Found

B

Compare 10% of the particles positions from
mobile device with all particle positions of
own device

Wall between the 2
compared positions?

No further use

Compare position of fixed device with
all particle positions of own device

Wall between the 2
compared positions?

Assign particle
weight

Assign particle
weight

Assign particle
weight

Assign particle
weight

Fig. 6. Flowchart

There are 3 possible options when one or more Bluetooth
devices are found. The first option happens when the found
devices are unknown. These devices can not be used to
localize the client device. Though, these devices can give
some interesting information, such as how many devices were
present at a certain time in a certain place. This is already
implemented at some places such as Brussels Airport [19].
Every Bluetooth device that is discoverable will be detected
by fixed antennas. In this way it is possible to measure
the time necessary to move from one point to another and
consequently it will be possible to calculate the waiting time
to pass for example through the safety zone. When the found
device is known, there are 2 options left: this device can be
a fixed device, this is the second option, or a mobile device
which is the third option.

Dealing with the second option, returns a fixed position
with the exact coordinates of the fixed device. With the
knowledge that a Bluetooth device is only visible within a
certain area around that device, the weight of all particles
from the client can be adapted.

Calculating the euclidean distance between every particle
and the fixed device is the first step. After having calculated
the distance between one particle and the fixed device, there
will be a wall check. A wall has a big influence on the signal
strength and for that reason it is important to know whether
there is a wall between the fixed device and the particle. The
choice to work with a larger or smaller range depends on the
absence or presence of a wall. Based on this range, the new
particle weight will be calculated.
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If the third option occurs, a known mobile device is
found. This device does not show exact coordinates since the
location of every mobile device is predicted with a particle
cloud. Depending on the situation, a particle cloud can consist
out of 100 particles up to 1000 particles. Comparing every
particle of the found device with every particle of the client
device would be too heavy for a real-time system. For this
reason, 10 percent of random particles from the found device
are compared to all particles of the client device. Choosing
10 percent still gives us a reliable amount of particles. The
coordinates of these particles are loaded and the distance
between these particles and the client device particles is
calculated. Again, we need to check if there is no wall
between the particles. Based on this information, the particle
weight can be calculated.

Obviously, it is possible that more than one device is
found. For all those devices, previously mentioned options
will be looked at and for every device, the correct option
will be chosen. Working with multiple found devices, all
calculated particle weights are multiplied for every client
particle. In this way all found devices are brought into the
calculation and the result becomes more accurate.

3) Particle Weight: According to the test results in the
section 'Range’, a range of 10 m will be used in open space
and there will be a range of 5 m when there is an intersection
of a wall. It would be inaccurate to assume that discovered
devices are always in a range of 10 m with equal chances
to be everywhere in that circle. For this reason, using the
sigmoid function gives a more realistic image. In this case,
the following functions are used:

1

Y= Tie10 ®)
1

e “4)

Equation (3) is used for open space. This function
gradually decreases and the particle weight will be based on
this function, see Figure 7. Equation (4) is used when a wall
between the 2 devices is detected. This function will decrease
earlier because the obstacle has a big influence on the signal
strength which consequently will decrease quickly.

The measurement model for using Bluetooth measurements
with fixed devices is shown in Algorithm 1. An example
measurement probability is shown in Figure 8. In Figure 8(a)
the likelihood function when a device at position (0,0)
is discovered, is shown. A Class 2 Bluetooth device can
be discovered up to 10 m distance in line-of-sight. A
Sigmoid function is used to create a soft threshold between
the discoverable and the non-discoverable distance. In the
example, there is a wall from (-20,-3) to (-20,3). Since a wall
attenuates the Bluetooth signal, the maximum discoverable
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Fig. 8. Example of Bluetooth measurement probability with a wall at y =
-3.

distance will be lowered to 5 m if passing a wall. In
Figure 8(b) two devices are discovered, one at (0,0) and one
at (10,0). In the case of multiple devices, the Likelihood
Observation Function (LOF) for each device is multiplied to
get a LOF, which incorporates all discoverable devices.

The measurement model for using Bluetooth devices with
mobile devices using object binding is shown in Algorithm 2
and an example of such a likelihood based on a bound object
located with Wi-Fi is shown in Figure 9.

III. BLUETOOTH BASED OBJECT BINDING EXPERIMENTS

For these experiments, indoor localization is accomplished
by using Wi-Fi and Bluetooth. In these tests, the client is
only located by using Bluetooth. Multiple tests with fixed
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Algorithm 1: Bluetooth_Measurement_Model ( z;, x; )

Irw=1

2: for all Bluetooth devices b € z; do

3:  if b is known and fixed position z; then
4 if no wall betweelll x; and x; then

5: w = w.—l T ed(xt,xb)—lo

6 else 1

7 w= w.il T eiGa )5

8 end if

9: end if

10: end for

11: return w

Algorithm 2: Object_Binding_Bluetooth_Measurement_Model
(24, ¢ )

Lw=1

2: for all Bluetooth devices b € z; do

3:  if b is known and particle distribution A} known then
4: take sample set X, from X

5 for all z¢ in X; do

6 if no wall between z; and z} then

1
else
1
10: end if
11 end for
122 end if
13: end for

14: return w

x10

Probability

N
< 100
80

Fig. 9. Example of Bluetooth measurement probability using object binding.
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and mobile Bluetooth devices were done. The first test was
done with one fixed and known device, see Figure 10(a).

The estimated position is located at the center of the circle,
the real position is represented by a square and the position
of the found and known Bluetooth devices is represented by
dots. It shows good room level accuracy, although still some
particles -representing different hypothesises- are in adjacent
room.

(a) Test with 1 fixed de- (b) Test with 4 fixed de-

vice vices

Fig. 10. Comparison between test with 1 or 4 fixed devices

Repeating this test, but now with 4 known and fixed
devices gives us a better result, see Figure 10(b). You see that
all hypothesises, represented by the particles, are now inside
the correct room. Using more found and known devices
results logically in a more accurate estimation. This is due
to trilateration. The location of every fixed device will also
have an influence on the accuracy, as shown in Figure 11(c)
and 11(d). 11(c) shows a good location of fixed devices,
the area where the client can be located is very small and
consequently more accurate. In 11(d), all fixed devices are
close to each other and therefore, the area where the client
can be located is still large.

0+ @

Fig. 11. Trilateration

Obviously the area where the client can be located is a lot
smaller when more devices are found. This illustrates why
the error rate decreases when the amount of found and known
devices increases. Because we are using fixed devices only,
it is possible to compare the clients particles with one exact
position. Every fixed device has a known position which does
normally not change. Therefore the estimated position can be
easily calculated with a 100 percent certainty of the location
of the fixed Bluetooth device.
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Of course this is a kind of localization which is previously
already developed in other research such as [2]. But Bluetooth
can be used stronger as a sensor when combined with other
technologies to perform object binding.

In dynamic object binding, instead of static devices, other
mobile devices will be used as references. Mobile devices do
not have one exact and correct position. The likelihood of their
position is estimated with a particle cloud. In order to calculate
the position of the client, all particles will be compared with
10 percent of the particles from a found and known Bluetooth
device. It is possible to increase the threshold of 10 percent,
but using more particles will result in heavy calculations, using
less particles will make the final result inaccurate.

15m 20m 2 10m 15m 20m 25m

i

Test with 1 mobile device

LA

Fig. 12.

In this test, the client location, shown in 12(a), is calculated
based on the particles of another mobile device, shown in
12(b). Due to the fact that we do not have an exact position
of the mobile device, we have to estimate the client position
based on another estimation. Consequently, the error rate is
increased, compared to the test with fixed devices. The error
depends largely on the correctness and distribution of the
likelihood of the dynamic reference device.

Dynamic object binding makes it possible to locate any
found Bluetooth device without the necessity to have any other
technology embedded in the device itself. Localization infor-
mation from all found devices will be used to correctly locate
the client device. Merging different technologies improves the
final result but within this structure, the position estimation of
each device has always been created independent from other
devices.

Of course we can combine dynamic reference devices and
fixed devices when they are both discovered by the device.
This increases the reliability of the estimation.

IV. WIRELESS SENSOR NETWORK PROXIMITY
DETECTION

Wireless sensor networks are characterized by low-cost
wireless sensors to perform some action. The ideal wireless
sensor should meet certain conditions. Properties like
scalability, low power consumption, integration in a network,
programmability, capability of fast data transmission and
little cost to purchase and install are very important during
the fabrication of the sensors. It is not possible to meet all
these requirements. Therefore it is very important to know
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all prerequisites of the application where the sensors will be
used. There are two considerations to make, namely the use
of low data rate sensors or high data rate sensors. Examples
of low data rate sensor include temperature and humidity.
Examples of high rate sensors include strain, acceleration and
vibration.

Today it is possible to assemble the sensors, radio
communications and digital electronics into a single package.
Therefore it is possible to make a wireless sensor network of
very low cost sensors communicating with each other using
smart routing protocols. Basically a WSN network consists
of a base station (gateway) and some sensor nodes. These
sensor nodes send information directly to the gateway or if
necessary use some other wireless sensor nodes to forward
the data to the gateway. Eventually the data received in the
gateway is presented to the system for processing.

Minimizing power consumption of any wireless sensing
node is a key feature to deal with. Mostly the radio subsystem
requires the largest amount of power. To minimize power
consumption it is recommended to send data over the network
only when required. There is also a possibility to minimize
the power consumption of the sensor itself. A lot of energy
can be saved by only performing sensor measurement when
needed instead of continuously. For example to locate people,
it is not necessary to send data every second so energy could
be saved by only send data every 5 seconds.

A. WSN Network Topology

Different topologies can be used to organize a WSN net-
work:

In a star topology, all nodes are connected to a single
hub node. This node handles the routing and must be able
to perform more intensive messaging since it handles all the
traffic in the network. The hub node is very essential, when it
goes inactive, the network will be destroyed.

By using the ring topology, there is no coordinator. All
messages travel in one direction, so when one node leaves
the ring, the communication is broken.

A bus topology has the property of broadcasting messages
to all the nodes connected to the bus. Each node checks the
destination address of the message’s header and checks if the
address is equal to its address. When there is a match, the
node accepts the message, otherwise the node does nothing.

More complex, fully connected networks are characterized
by a connection from every node to every node. There are a lot
of backups, so when one node leaves the network, messages
can still be routed via the other nodes. By adding nodes to the
network, the number of links increase exponentially, so the
routing becomes too complex.

Finally, mesh networks are generally described as dis-
tributed networks. Such networks allow communication be-
tween a node and all other nodes including those outside
its radio transmission range. A big advantage of using this
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topology is the use of multi-hop communication. Multi-hop
communication allows transmission between 2 nodes that
aren’t in each other range.

By using self-healing algorithms a mesh network has the
property to enable a network to operate even when one node
breaks down.

B. Existing WSN Localization Systems

Localization using WSN can be applied by using different
algorithms. Getting the best results for the localization process
depends on two major parts: the influence of noise and the
different system parameter settings. Each algorithm perform
better in on other environments or with other WSN motes, so
for good localization, the used motes and the environments
have to be taken into account. The localization techniques for
WSN can be divided into two categories: range-based and
connectivity-based.

Range-based methods estimate the distance between nodes
with ranging methods such as Time-of-Flight, Angle of
Arrival and Received Signal Strength. These techniques
typically provide better accuracy compared to connectivity-
based algorithms, but are more complex. Connectivity-based
algorithms do not estimate the distance between nodes but
determine the position of a blind node by their proximity to
anchor nodes [20].

Langendoen et al. [5] present in a survey 3 categories of
algorithms for WSN localization: ad-hoc positioning [21],
n-hop multi-lateration [22] and robust positioning [23]. The
survey concludes that no single algorithm performs perfectly
in every situation.

Another comparison is done by Zanca et al. [24]. This
paper compares four algorithms: Min-Max, multi-lateration
[5], Maximum Likelihood [25] and ROCRSSI [26]. The
absolute ranging errors of the algorithms are presented with
the number of anchor nodes as a parameter. The authors
conclude that multi-lateration provides superior accuracy
compared to the other algorithms when the number of anchor
nodes is high enough. Interestingly, despite its simplicity,
Min-Max achieves reasonable performance.

MoteTrack [27] is a decentralized location tracking system.
The location of each blind node is computed using a RSS sig-
nature from the anchor nodes. This database of RSS signatures
is stored at the anchor nodes themselves.

Blumenthal er al. [28] present weighted centroid
localization, the position of a blind node is calculated
as the centroid of the anchor nodes.

C. OSL and WSN Proximity Detection

The goal of this research is to use the nodes of a WSN
network to perform localization. Proximity localization will
be used to determine the mobile terminals position relative
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to the nodes with known position. Figure 13 shows the
architecture of the localization system.

1) Three-tier network architecture:

a) Mobile tier: For proximity localization to work, the
WSN network is divided into three tiers. First we have the
mobile tier. This tier contains the mobile devices carried by
the people or assets being tracked. Each mobile mote has its
own unique ID, used for localization.

b) Fixed tier: The WSN devices in the fixed tier are the
nodes on known locations. They can be seen as the routers or
access points of a Wi-Fi network. The location of the mobile
motes is equated to the location of the router with the highest
measured signal strength.

c¢) Gateway tier: The gateway tier is a WSN
node connected to a PC. The WSN node receives the
packets coming from the routers. This device handles the
communication between the WSN network and the OSL
framework and can be seen as a client of the OSL server.
It houses the algorithms that transform the data coming
from the WSN network into information the OSL server can
process, i.e. location updates with a fixed ID and mobile ID
as arguments.

2) WSN-to-OSL gateway: Information forwarded from the
WSN device is raw data represented in a serial way. In order
to access the useful data, we need to parse the serial data
coming from the WSN device so that we can access the ID’s
and RSS measurements. As Figure 13 shows data coming
form the WSN network is relayed through a gateway which
acts as a client of the OSL server.

3) Localization server: The localization engine for a prox-
imity localization system is pretty straightforward. When the
gateway has detected a new nearest fixed router for a given
mobile device it sends a location update message to the
localization server. The message contains the ID of the new
nearest fixed node along with the ID of the mobile terminal
itself. The server matches the ID of the nearest router to its
actual coordinates and thus locates the mobile device.

V. PROXIMITY DETECTION EXPERIMENTS
A. RSS characteristic

FSPL(B) = 10logo((df)?) 5)

Since this paper discusses signal strength based localization it
is important to know the RSS versus distance characteristic.
Figure 14 shows the received signal strength between two
identical Zigbit [29] based tags with dual chip antenna which
are placed in Line-of-Sight at increasing distance.

Equation 5 gives the Free-Space-Path-Loss, which is the
attenuation of a RF signal traveling through a medium, in this
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Fig. 14. Received signal strength over increasing distance

case air. The characteristic given by the formula along with
the graph show the signal strength has a steep decrease in the
first tens of meters. As the two devices move further apart
the decrease becomes less steep. A first conclusion we can
deduct from this characteristic is that RSS based localization
will perform better in close range. The steeper the RSS
curve the better the system can distinguish different distances
between router and mobile terminal. Since indoor locations
such as offices or classrooms are typically limited in size, the
RSS based localization should perform reasonably well in
indoor environments. In addition to the steep RSS curve, the
presence of walls will improve the room-based localization.
When each room is equipped with one fixed node, the
signal coming from that node will be dominant compared
to the signals of the fixed nodes in other rooms because
of the RF attenuation caused by the walls between two rooms.

Because this system is intended for indoor localization, we
tested the WSN system in an indoor office environment. We
tested both Line-of-Sight and Non-Line-of-Sight conditions
to determine what’s the optimal choice when positioning the
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fixed nodes. The fixed nodes are placed 15m apart in each
other’s line of sight in the first test and out of each other’s
line of sight in the second test. A test person carrying the
mobile devices moves from one fixed node to another in steps
of one meter. After every step the person turns 360 degrees
to check the localization’s dependency of the orientation of
the tag.

® Fixed e Fixed
T T
_.l ._ E
| |
4 _— * . L] _— L]
i — H —
1im | im |

(a) Line-Of-Sight (b) Non-Line-Of-Sight

Fig. 15. Indoor Localization Results

In figure 15 the position of the fixed nodes are indicated
by the dots and the area where the localization depends on
the orientation of the tag by a highlighted area. As figure
15 shows there is a small area round the door where the
localization performs poorly. Figure 15(b) shows this area is
clearly smaller in the NLOS case than in the LOS case of
figure 15(a). The reason for this is that when a fixed node
in one room has a line of sight into another room, it’s RF
signals will propagate through that door, or other opening
for that matter, without the attenuation caused by the walls.
When the fixed nodes have no line of sight into the adjacent
rooms, as in figure 15(b), the signals of the fixed nodes will
attenuate when propagating through the walls or through the
door after reflecting on the other walls.

VI. MULTIPLE DEVICE BINDING

The concept of object binding can also be considered in
two extra ways. The first one is tackling the issue of people
wearing more than one tracked device. The second focusing
on storage areas where dozens of tracked assets are stocked.
In both cases the goal is to reduce objects visible on the
client user interface [30].

The multiple device issue shouldn’t so much be seen as
a problem but as an improvement. If a person is carrying
3 devices, this means the server will calculate his position
3 times. This results in 3 coordinates, each with their own
quality of location circle suggesting the area where the
persons actual position is. Figure 16 below shows how the
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most likely area can be narrowed in 2 ways.

® LAPTOP
o
LAPTOP

Fig. 16. Multiple device binding. On the left side by trilateration. On the
right side using the average of only the outermost X and Y values.

On the left trilateration is used to merge the 3 coordinates.
The quality of location (QoL) is used as the radius. QoL
is a measure of how confident the OSL server is about
it’s calculated position. This technique should be the most
accurate. On the right side another technique uses the
minimum and maximum coordinate value of all points
in each dimension to calculate the middle. Although this
calculation needs less processing power, it is also the least
accurate. Both show the concepts in only 2 dimensions,
OSL calculates the position in 3. Another way is to take
the average of each dimension. This technique should score
between previous two techniques in terms of accuracy and
uses about the same processing power as the second technique.

The second issue concerning the assets could be handled
by adding a static location. When the assets are within range
of the storage area, they can be snapped to the static location.
This way coupling stored assets into 1 location will increase
end-user data comprehensibility. The implementation for
this can be done in roughly the same way as stated for the
multiple device issue only there is no need to calculate an
average position.

VII. CONCLUSION AND FUTURE WORK

In this paper, a method to realise dynamic object binding is
presented. We choose Bluetooth to accomplish object binding
because of its appearance in many mobile devices. For this
project, the Bluetooth technology is fused with multiple other
technologies in order to get an accurate localization system.
Some real experiments were done to test the Bluetooth
measurement model. These results showed room accuracy
when only Bluetooth was used. Obstacles like walls have
a big influence on the signal strength which will make it
easier to achieve room-level accuracy. This information is
incorporated in the Bluetooth measurement model.

Dynamic object biding is used to locate devices which
cannot be located by any other technology but can discover
other devices which are located by other means. Dynamic
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object binding can increase the likelihood of the position of
these devices.

This paper shows that Wireless Sensor Networks can be
used for localization purposes and how it is incorporated
int the Opportunistic Seamless Localization framework. In
indoor environments however the room-level localization is
reasonably accurate depending on the location of the fixed
nodes and the configured transmission power depending on
the layout of the indoor environment.

Tests indicate that this Wireless Sensor Networks Proximity
Localization system performs poorly in large outdoor
environments, for outdoor use a GPS is recommended. For
indoor environments however, exactly where this system is
designed for, the localization seems to be pretty accurate.
Also the position of the fixed nodes plays a role in the
reliability of the locations yielded by the system. The ideal
conditions are an indoor environment with rooms up to 20
m long, with fixed nodes placed in such a way so they have
a limited line of sight into the adjacent rooms. The thicker
the walls separating the rooms, the better the room-level
localization will perform.
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Abstract— Semantic technologies can increase effectiveness of
resource discovery in mobile environments. Nevertheless, a full
exploitation is currently braked by limitations in stability of
data links and in availability of computation/memory
capabilities of involved devices. This paper presents a
platform-independent mobile semantic discovery framework
as well as a working prototypical implementation, enabling
advanced knowledge-based services taking into account user’s
location. The approach allows to rank discovered resources
based on a combination of their semantic similarity with
respect to the user request and their geographical distance
from the user itself, also providing a logic-based explanation of
outcomes. A distinguishing feature is that the presented maobile
decision support tool can be proficiently exploited by a
nontechnical user thanks to careful selection of features, GUI
design and optimized implementation. The proposed approach
is clarified and motivated in a ubiquitous tourism case study.
Performance evaluations are presented to prove its feasibility
and usefulness.

Keywords-Ubiquitous Computing; Semantic Web; Resource
Discovery; Matchmaking; Location-based Services; Human-
Computer Interaction

l. INTRODUCTION

Mobile solutions for semantic-based geographical
resource discovery [1] are a growing research and business
opportunity, as a growing number of people make use of
informative resources exploiting mobile systems [2]. The
ICT (Information and Communication Technology)
paradigm “anytime and anywhere for anyone” is nowadays
deeply actual, but some practical aspects hinder a widespread
diffusion of concrete and useful advanced applications. In
ubiquitous computing scenarios, information technology can
assist users in discovering resources, thus aiding people to
retrieve information satisfying their needs and/or giving
more elements to make rational decisions. Nevertheless,
when stable network infrastructures are lacking and
exploited devices are resource-constrained, the process of
supporting the user searching goods or services is a
challenging subject [3].

Techniques and ideas of the Semantic Web initiative are
potential means to give flexibility to discovery [4]. In fact,
Semantic Web technologies applied to resource retrieval
open new possibilities, including: (i) formalization of
annotated descriptions that become machine understandable
so enabling interoperability; (ii) reasoning on descriptions to

infer new knowledge; (iii) validity of the Open World
Assumption (OWA) (what is not specified has not to be
interpreted as a constraint of absence) [5], overcoming limits
of structured data models. Though interesting results have
been obtained in the evolution of canonical service discovery
in the Web, several issues are still present in ad-hoc and
ubiquitous environments, because of both host mobility and
limited capabilities of mobile devices. Hence, many people
equipped with handheld devices usually prefer traditional
fixed discovery channels so renouncing to an instant fruition
of resources or services. Nevertheless, the rising
potentialities of wireless-enabled handheld devices today
open new possibilities for implementing flexible discovery
approaches.

This paper proposes a general framework which enables
a semantic-based location-aware discovery in ubiquitous
environments. It has been implemented in a mobile Decision
Support System (DSS) whose main goal is to allow users
equipped with handheld devices to take advantage of
semantic resource annotation and matchmaking as well as of
logic-based ranking and explanation services, while hiding
all technicalities from them and letting to interact with the
system without requiring dependable wired infrastructures.

In order to better clarify the proposed settings and the
rationale behind them, a u-tourism [6] case study is
presented. The proposed approach allows to perform a
selective resource discovery based on proximity criteria.
Since users equipped with PDAs or smartphones are dipped
in a pervasive environment, they could be specifically
interested in resources or services near them. Hence, during
discovery, resources/services close to the user should be
ranked better than the ones far off (supposing an equivalent
semantic distance from the request). In other words, the
semantic distance between request and an offered resource
should be properly rectified taking into account the physical
distance occurring between user and resource itself
(supposing it has an environmental collocation). In the
proposed touristic virtual guide application, this feature has
been implemented by means of the integration of a
positioning module within the discovery tool. The
application recognizes the user location and grades
matchmaking outcomes according to vicinity criteria.

The retrieval process is accomplished across multiple
steps. Request formulation is the most important one. It is
particularly critical in case of ontology-based systems: the
query language has to be simple but, in the same way, its
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expressiveness must allow to correctly express user
requirements. A selective retrieval of what the user is really
looking for has to be so enabled. The paper faces the above
issues and presents a general framework which allows
semantic-based matchmaking and retrieval, exploiting an
intuitive Graphical User Interface (GUI).

Main features of the proposed approach are:

e Full exploitation of non-standard inferences
introduced in [7] to enable explanation services and
bonuses calculation;

Semantic-based ranking of retrieved resources;
Fully graphical and usable interface with no prior
knowledge of any logic principles;

e No physical space-temporal bonds
exploitation.

The proposed tool can be considered as a subsidiary
system to be exploited whenever more comfortable means to
perform a resource discovery are not available. It is a
general-purpose mobile DSS where the knowledge domain is
encapsulated within a specific ontology the user must select
at the beginning of her interaction with the system. The
knowledge about a domain can be exploited, in order to
derive new information from the one stated within metadata
associated to each resource.

Since the interest domain is modeled with an OWL (Web
Ontology Language) [8] ontology, the user is able to browse
the related knowledge starting from “her vague idea” about
the resource she wants to discover. By means of a
preliminary selection of the reference ontology, the user
focuses on a specified scenario, so determining the context
for the following interactions with the system. Different
sessions in the application exploitation could refer to
different ontologies and then could entail interactions with
the system aimed at different purposes. For example a
generic user could exploit the application as a pocket virtual
guide for tourist purposes selecting a cultural heritage
ontology and in a further phase, after concluding her visit,
she can adopt it as a mobile shopping assistant to buy goods
in a B2C m-marketplace: in that case, she will select an e-
commerce ontology. Once the request has been composed,
its formal relations are exploited, in order to find resources
able to satisfy user requirements. Based on the formal
semantics of both the request and the returned
resource/service descriptions, an explanation of the
matchmaking outcome is then provided to foster further
interaction.

The remaining of the paper is structured as follows: in
the next section, motivation of the paper is outlined and in
the third section basics of matchmaking and exploited
Description Logics inference services are briefly recalled.
Sections IV and V describe the framework and the
implemented prototypical system, respectively. The
subsequent section helps to understand and justify the
approach through a case study referred to a u-tourism
scenario. Some performance evaluation is reported in
Section VII, while Section VIII discusses related work.
Finally, conclusion and future research directions close the

paper.

in  system
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II.  MOTIVATION

Service/resource discovery is a challenging task. Finding
resources and/or services encountering user needs often
requires too much effort and time, especially when a user has
just a vague idea of what she wants.

Several issues concerning traditional service discovery
are exasperated in “evanescent” scenarios such as ubiquitous
environments, due to both host mobility and limited
capabilities of mobile devices. Small displays, uncomfortable
input methods, reduced memory availability and low
computational power restrain the exploitation of such
applications. Hence usually, many people equipped with
handheld devices still tend to prefer traditional fixed
discovery channels (e.g., via a PC), so renouncing to an
instant fruition of resources or services.

Nevertheless the rising potentialities of wireless-enabled
handheld devices provide the needed basic requirements for
implementing flexible discovery frameworks. They involve
advanced techniques permitting to find and share
information more easily and more effectively. The final aim
is to reduce the human effort in resource retrieval procedure,
also granting an acceptable level of accuracy and coping
with user mobility and heterogeneous scenarios. In most
cases users are unable to exploit logic formulas needed to use
a formal ontology; they want a simple visual representation
to manipulate the domain of interest. A suitable discovery
framework should be able to rapidly retrieve resources
according to beneficiary’s interests and to present them in an
appealing fashion that facilitates examination and checking
of their features.

Techniques and ideas of the Semantic Web initiative [9]
are potential means to give flexibility to discovery [4]. In
fact, Semantic Web technologies applied to resource retrieval
open new possibilities, including:

e Formalization of annotated descriptions that become

machine understandable so enabling interoperability;

e Reasoning on descriptions and inference of new
knowledge;

e Validity of the Open World Assumption (OWA)
(what is not specified has not to be interpreted as a
constraint of absence) [5], overcoming limits of
structured data models.

From this standpoint, the possibility of going beyond
physical boundaries of structured and fixed network
infrastructures is a significant added value. That is, a
concrete exploitation of semantics in mobile contexts could
enable further applications improving the trust of users in
service fruition “from everywhere” [3].

I1l. BACKGROUND

A. Matchmaking Basics
Given R (for Request) and O (for Offer) both consistent
with respect to an ontology 7, logic-based approaches to

matchmaking proposed in the literature [10,11] use
classification and consistency to grade match results in five
categories:
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e Exact. All the features requested in R are exactly the
same provided by O and vice versa — in formulae

7T ER< O

e  Full-Subsumption. All the features requested in R
are contained in O —in formulae 7 = O = R.

e  Plug-In. All the features offered in O are contained
inR —informulae 7 =R = 0.

e Potential-Intersection. There is an intersection
between features offered in O and the ones

requested in R — in formulae 7 ¥ = (R 1 O).

o Partial-Disjoint. Some features requested in R are
conflicting with some other ones offered in O — in

formulae 7 = - (RN O).

A toy example will clarify differences among previous
match types; let us suppose a tourist is making a visit and
she is interested in seeing “medieval palaces with
courtyards” (this is what we the previously named R). If
there is a resource Oyt @nNnotated as “medieval palace with
a courtyard”, R and O coincide. From a matchmaking
perspective, Exact matches are obviously the best, because
both R and O express the same preferences and, since all the
resource characteristics requested in R are semantically
implied by O (and vice versa), the user finds exactly what
she is looking for. On the contrary, if there is Oy annotated
as “medieval palace with a courtyard and frescoed roofs”,
all requirements in R are satisfied by O, but other non-
conflicting characteristics are also specified in the returned
resource. In a Full match, all the interpretations for O are
surely also interpretations for R and then O completely
satisfies R. This means that all the resource characteristics
requested in R are semantically implied by O but not, in
general, vice versa. Then, in a full match, O may expose
some unrequested characteristics. From a requester’s
standpoint, this is not a bad circumstance, since anyway
characteristics she was looking for are satisfied. If the
provided resource is Opug-in SIMply labeled as “medieval
palace”, all characteristics in O were required by R, but the
requirement of a courtyard is not explicitly satisfied. Plug-
In match expresses the circumstance when O is more
generic than R, and then it is possible that the latter can be
satisfied by the former. Some characteristics in R are not
specified, implicitly or explicitly, in O. This is surely more
appealing for the provider than for the requester (as said,
here we adopt the OWA). In case the returned resource is
Opotentiar @nnotated as a “medieval palace with a frescoed
roof”, neither all elements in R are in O nor vice versa. R
and O are still compatible, since an explicit conflict does not
occur. With Potential match it can only be said that there is
some similarity between O and R, hence O might potentially
satisfy R; probably some features of O are underspecified in
its description, so the requester should contact the provider
to know something more about them. Finally, supposing
Opartiar 1S @ “medieval church with a courtyard”, a
requirement in R is explicitly violated by O, making the
provided resource incompatible with the request. Partial
match states that R and O are conflicting (as evident a
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church cannot be represented as a palace), yet notice that the
disjointness between them might be due only to some -
maybe negligible from the requester’s standpoint -
incompatible characteristics. Hence, after a revision of
opposed features, an agreement can be reached.

Standard logic-based matchmaking approaches usually
allow only a categorization within match types. But while
exact and full matches can be rare, a user may get several
potential and partial matches. Then, a useful logic-based
matchmaker should provide an ordering of available
resources with respect to the request, but what one would
get using classification and consistency is a Boolean answer.
Also partial matches might be just “near miss”, e.g., maybe
just one requirement is in conflict, but a pure consistency
check returns a hopeless false result, while it could be
interesting to order “not so bad” ads according to their
similarity to the request.

B. Description Logics Inference Services

The proposed approach is grounded on Description
Logics (DLs), a family of logic formalisms for Knowledge
Representation, also known as Terminological languages, in
a decidable fragment of First Order Logic [5].

Basic syntax elements are: concept names, role names,
and individuals. They can be combined using constructors
to build concept and role expressions. Each DL exposes a
different set of constructors. A constructor used in every DL

is the conjunction of concepts, usually denoted as I1; some

DLs include also disjunction LI and complement — (to close

concept expressions under Boolean operations). Roles can
be combined with concepts using existential role
quantification and universal role quantification. Other
constructs may involve counting, such as number
restrictions. Many other constructs can be defined, so
increasing the expressiveness of the language. Nevertheless,
this usually leads to a growth in computational complexity
of inference services [12]. Hence a trade-off is worthwhile.

OWL DL [8] is a W3C (World Wide Web Consortium)
standard language for the Semantic Web, based on DLs
theoretical studies. It allows a satisfactory expressiveness
keeping computational completeness (all entailments are
guaranteed to be computed) and decidability (all
computations will finish in finite time) in reasoning
procedures. OWL DL includes all OWL language constructs
with restrictions such as type separation (a class cannot also
be an individual or property, a property cannot also be an
individual or a class) maintaining interesting computational
properties for a concrete application of reasoning systems in
various common scenarios.

In this paper, we refer to the ALN (Attributive

Language with Unqualified Number Restrictions) subset of
OWL DL, which has polynomial computational complexity
for standard and nonstandard inferences. Constructs of

ALN DL are reported hereafter (see Table | for further
details):
e T, universal concept. All the objects in the domain.
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e |, bottom concept. The empty set.
e A, atomic concepts. All the objects belonging to the

set A.

e —, atomic negation. All the objects not belonging to
the set A.

e C 1 D, intersection. The objects belonging both to
Cand D.

e VR.C, universal restriction. All the objects

participating in the R relation whose range are all
the objects belonging to C.

¢ IR, unqualified existential restriction. There exists
at least one object participating in the relation R.
e >nR,<nR,=nR, unqualified number restrictions.

Respectively the minimum, the maximum and the
exact number of objects participating in the relation

R. Notice that IR is semantically equivalent to
(>1R) and that (=nR) is a syntactic shortcut for (>n
R) 1 (< nR).

[ TABLE I. SYNTAX AND SEMANTICS OF ALN DL CONSTRUCTS

Name Syntax Semantics
top T A7
bottom n o
intersection CrhD c’nD?
atomic negation A AZ_AZ
universal VRC | {di€ A|V dye A: (dy, dy)

quantification )
€R’— d,eC ‘7}

concept inclusion | ACC AfCC?
concept definition | A=C Af =C?
>n | {dieA|#{de A:(d,
number R) d2) €ER“}>n}
restrictions (>n {die A|#{d; € A: (dh,
R) d)) eR7}<n}

Hereafter, for the sake of brevity, we will formalize
examples by adopting DL syntax instead of OWL DL. In the
prototypical system we realized, DIG (Description logics
Implementation Group) [13] is exploited. It is a syntactic
variant of OWL DL but it is less verbose, and this is a good
feature in mobile ad hoc contexts.

In a DL framework, an ontology 7 is a set of axioms in
the form: A C D or A =D where A is an atomic concept and

D is a generic ALN concept. Such ontologies are also
called Terminological Boxes (TBox).
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Given an ontology 7 and two generic concepts C and D,

DL reasoners provide at least two basic standard reasoning
services: concept subsumption and concept satisfiability. In
a nutshell they can be defined as reported hereafter.

e Concept subsumption: 7 £ C C D. Check if C is

more specific than (implies) D with respect to the
information modeled in 7

e Concept satisfiability: 7F C = L. Check if the

information in C is not consistent with respect to the
information modeled in 7.

In a generic matchmaking process, subsumption and
satisfiability may be powerful tools in case a Boolean

answer is needed. Suppose you have an ontology 7

modeling information related to resources available in a
given mobile environment and resources capabilities are
described with respect to such ontology. In case you have a

resource description C and a request D, whenever 7 = C C

D holds, resource features entail the ones requested by the
user. On the other hand, 7 = C M D C L means that
resource capabilities are not compatible with the request.
However, in more advanced scenarios, yes/no answers
do not provide satisfactory results. Often a result
explanation is required. In [7] Concept Abduction
Problem (CAP) and Concept Contraction Problem
(CCP) were introduced and defined as non-standard
inferences for DLs. CAP allows to provide an explanation

when subsumption does not hold. Given an ontology 7 and
two concepts C and D, if 7 F C C D is false then we

compute a concept H (for hypothesis) such that 7 EC T H

C D is true. That is, H is a possible explanation about why

resource characteristics do not imply requested ones or, in
other words, H represents missing capabilities in the
resource C, able to completely satisfy a request D with

respect to the information modeled in 7. Actually, given a

CAP, there are more than one valid solution, hence some
minimality criteria have to be defined. We refer the
interested reader to [14] for further details.

If the conjunction C 1 D is unsatisfiable in the TBox 7°

representing the ontology, i.e., C, D are not compatible with
each other, the requester can retract some requirements G
(for Give up) in D, to obtain a concept K (for Keep) such

that K m C is satisfiable in 7 (Concept Contraction
Problem). CCP is formally defined as follows. Let £ be a
DL, C, D be two concepts in £ and 7 be a set of axioms in
L, where both C and D are satisfiable in 7. A Concept
Contraction Problem (CCP), identified by (£, C, D, 7) is
finding a pair of concepts (G, K) € £ x L suchthat7 £ D
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= G N K, and K 1 C is satisfiable in 7. Then K is a

contraction of D according to C and 7.

If nothing can be kept in D during the contraction
process, we get the worst solution — from a matchmaking

standpoint — (G, K) = (D, T), that is give up everything of
D. If D 1 C is satisfiable in 7, that is a potential match

occurs, nothing has to be given up and the solution is (T,

D), i.e., give up nothing. Hence, a Concept Contraction

problem amounts to an extension of satisfiability. Like for
the abduction problem, some minimality criteria in the
contraction must be defined [7], since usually one wants to
give up as few things as possible.

In most cases, a pure logic-based approach could not be
sufficient to decide between what to give up and what to
keep. There is the need to define and use some extra-logical
information. For instance, one could be interested in
contracting only some specific part of a request, while
considering the other ones as strictly needed [15].

A further interesting feature is the exploitation of
previously described inference services with respect to an
open world semantics scenario. Consider that, actually, if
the provider specifies information about a resource which is
not in the user request, this information is not used in the
matchmaking process. That is, the so called bonuses put at
disposal by a provider have no weight while retrieving
appealing resources. On the other hand, if in the resource
description there is no bonus, we conclude the information
modeling the request implies the provided one [16]. If such
bonuses are canceled from D, the implication relation is
reached. Equivalently, the same relation holds if we add the
bonuses to C. In the first case, removing bonuses from D,
we basically produce a resource underspecification; in the
latter one we have a query enrichment based on information
which are elicited from D. Hence, a bonus can be seen as
what has to be hypothesized in C, in order to make D
implied by C, which may lead to an actual exact match. In
DL words, when an inconsistency between a request and a
resource description ensues, the only way to conclude the
matchmaking process is by contracting C and subsequently
continuing using only K¢, that is the part of C which is
compatible with D. So, a slight extension of the approach
outlined before allows us to consider bonuses to try reaching
the equivalence relation between the request and the offered

resource. Solving the CAP (L, P, K¢, 7), where T is the
reference domain ontology, we produce H intended as what
has to be hypothesized and added to K¢ to obtain Kc M H C
D. In this case H, from now on B (for Bonus), is the set of
bonuses offered by D. By definition it results both K¢ M B =

landCnB=_L.

Trivially, also, in this case, minimality in the hypotheses
allows to avoid redundancy. In [7], among others, the
conjunctive minimal solution to a CAP is proposed for DLs
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admitting a normal form with conjunctions of concepts. It is
in the form B = M;=; .k by, where b; are DLs concepts and the

“r1” is irreducible, i.e., B is such that for each h € 1, ..., k,

Mi=1,...n-1n+1,..k D 1S not a solution for the CAP.

By applying the algorithm for bonuses computation, the
returned set contains all the bonuses available in the
resources (which can be used to refine the query) and what
is still missing for each available resource to obtain an exact
bidirectional match.

IV. PROPOSED FRAMEWORK

A. Architecture

Fig. 1 shows the system architecture. A classical
client/server paradigm is adopted: in our current prototype
the resource provider is a fixed host over the Internet,
exposing an enhanced DIG interface; the mobile client is
connected through wireless technologies, such as IEEE
802.11 or UMTS/CDMA.

Available resources (supplies) were collected from
several sources. The DBpedia [17] RDF Knowledge Base,
which is an extract of structured information from
Wikipedia, was used to automatically obtain relevant
information for many entries. DBpedia is a prominent
example of the Linked Data effort [18], aimed at publishing
structured data on the Web and to connect data between
different data sources. URIs (Uniform Resource ldentifiers)
and RDF (Resource Description Framework) provide the
framework that allows both data to be machine
understandable and related concepts from different datasets
to be related to each other. Tens of datasets are already
available, collectively containing several billion RDF
statements and covering multiple application domains such
as: encyclopedic, artistic and literary topics; healthcare,
environmental and governmental data and statistics;
commerce and finance. Resource providers can build
innovative solutions, like the one presented here, upon these
public Knowledge Bases (KBs).

RDF documents concerning resources of interest were
directly retrieved from the KB using SPARQL query
language. Obtained profiles were then sanitized (e.g., by
removing textual abstracts, redundant and unnecessary
information) and aligned through a semi-automatic
procedure to custom ontology (in the proposed case study it
is referred to the cultural heritage domain). Then each
semantic annotation was geographically tagged exploiting
the Google Maps APL. In the current prototype, each
resource is supplied with a picture and a textual description.
Finally, all resources were stored into a semantic registry
whose records contain:

e A semantic annotation (in DIG language);

e A numeric ontology identifier, marking the domain

ontology the annotation refers to;
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Figure 1 Architecture of the system prototype.

e A set of data-oriented attributes manageable by
proper utility functions (see later on for further
details);

e A setof user-oriented attributes.

On the client side, the user focuses on a given scenario
early selecting the reference terminology. So she determines
a specific context for the following interactions with the
system. Different sessions in the application exploitation
could refer to different ontologies and then could entail
interactions aimed at different purposes. For example, a
generic user could exploit the application as a pocket virtual
guide for tourist purposes selecting a cultural heritage
ontology and in a further phase, after concluding her visit,
she can adopt it as a mobile shopping assistant to buy goods
in a B2C (Business to Consumer) mobile marketplace: in
that case she will select an e-commerce ontology.

Matchmaking can be carried out only among requests
and supplied resources sharing the semantics of descriptions,
i.e.,, referred to the same ontology. Hence a preliminary
agreement between client and server is required. Ontology
identifiers are used for this purpose [19]. Then the client can
submit her request, which consists in: (i) a DIG expression of
the required resource features; (ii) geographical coordinates
of the current device location; (iii) maximum acceptable
distance for service/resource fruition.

When a request is received, the server performs the
following processing steps.

1. Resources referring to the same ontology are

extracted from the registry.

2. A location-based pre-filter excludes resources
outside the maximum range w.r.t. the request, as
explained in the following subsection.

3. The reasoning engine computes the semantic
distance between request and each resource in
range.

4. Results of semantic matchmaking are transferred to
the utility function calculation module, which
computes the final ranking according to the scoring
functions reported hereafter.

5. Finally, the ranked list of best resource records is
sent back to the client in a DIG reply.

B. Location-based Resource Filtering

Semantic-based matchmaking should be extended to take
location into account, so as to provide an overall match
degree that best suits the user needs in her current situation.
Research in logic-based matchmaking has achieved some
degree of success in extending useful inference services to
DLs with concrete domains (datatype properties in Semantic
Web words) [5], nevertheless these results are hardly
transferred to mobile scenarios due to architectural and
performance limitations. A different approach to the multi-
attribute resource ranking problem is based on utility
functions, a.k.a. Score Combination Functions (SCF). It
consists in combining semantic-based match metrics with
other partial scores computed from quantitative —in our case
location-dependent-— resource attributes.

In general, if a request and available resources are
characterized by m attributes, the problem is to find a
ranking of the set R of supplied resources according to the

request d=(d;,d,....dg) For each  resource

=G fim)eR1<i< IR|, a set of local scores
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Sij i ). Then the
overall score s; for r; is obtained by applying an SCF f, that is
sj = (S 1.8j 9.+ Sjm ) - Resources are so sorted and

1< j <mis computed as Si,j = fj(dj.

ranking is induced by the SCF.

The framework devised in this paper integrates a
semantic score fy, and a geographic score fg, combined by
the SCF fs.. The operating principle is illustrated in Fig. 2: a
circular area is identified, centered in the user's position; the
service provider will only return resources located in it. The
user request contains a (latitude, longitude) pair of
geographical coordinates for current device location along
with a maximum range R. In the same way, each available
resource collected by the provider is endowed with its
coordinates. Distance d is computed between the user and
the resource. If d > R, the resource is excluded, otherwise it
is admitted to next processing stage.

The semantic score is computed as:

s _match(r,s
fss(rvs)z — ( )
max(s_ match)
where s_match(r,s) is the semantic match distance from

request r to resource s (computed by means of the inference
services  explained  before), while  max(s_match)

=5 _match(r,T) is the maximum semantic distance, which
depends on axioms in the reference domain ontology. Hence,
fss € [0,1] and lower values are better.

The second score involves the physical distance:

d
fgs(d) :E

Also, fgs e [0,1] and lower values are preferable. It

should be noticed that, in both local scoring functions,
denominators are maximum values directly depending on the
specific user request. They may change across different
resource retrieval sessions, but correctly rank resources w.r.t.
the request within the same session.

Finally, the SCF is defined as:
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Figure 3 Geographic score contribution w.r.t. range R

R
R
foe(d,$)=100-[1-(fs +¢) /- (fs+7)""]

It is a monotonic function providing a consistent resource
ranking, and it converts results to a more user-friendly scale
where higher outcomes represent better results. A tuning
phase can be performed to determine parameter values
following requirements of a specific discovery application.
In detail, a € [0,1] weighs the relevance of semantic and
geographic factors, respectively. With & — 0 the semantic

score is privileged, whereas with o — 1 the geographic one
is made more significant. The exponent of the geographic

factor is multiplied by%. This is because, when the

maximum search range R grows, distance should reasonably
become a more selective attribute, giving more relevance to
resources in the user’s neighborhood. The coefficient g
regulates the curve decay, as shown in Fig. 3 for different
valuesof f and a =05, ¢ =0, d =30km.

Parameters ¢ € [0,1] and y € [0,1] control the outcome
in case of either semantic or geographic full match. As
explained in Section 111, semantic full match occurs when all
features in the request are satisfied by the resource.
Geographic full match occurs when the user is located
exactly in the same place of resource she is looking for. Both
cases are desirable but very unlikely in practical scenarios.
Hence, in the model adopted for system evaluation we could
pose e=y=0:

R
foo(d.,$)=100-1~ (fg) 7 (f)"™]
This means that full matches will always be shown at the
top of the result list, since either fgg =0or fgg = 0implies

fsc =100 regardless of the other factors.
V. SYSTEM PROTOTYPE

A. Design and Development Guidelines

The above framework has been exploited within a
prototypical mobile  client  for  semantic-based
service/resource discovery. It is aimed at employing the
semantic matchmaking approach outlined above. Design and
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development of the proposed application were driven by the
following guidelines, taking the objective of maximizing
efficiency, effectiveness and usability.

e Limited computing resources of the target platform
must be carefully taken into account. From a
performance standpoint, it is impractical to reuse
existing Semantic Web tools and libraries on current
mobile devices. A compact and optimized
implementation of the required features and
technologies is thus needed.

e Mobile computing platforms are much more
heterogeneous than personal computers, with
devices highly differentiating in form factor,
computational and communication capabilities and
operating  systems.  Cross-platform  runtime
environments can allow to overcome this
fragmentation. This constraint can be partially in
conflict with the former one, since a high-level
platform increases portability (abstracting from
hardware and operating system) usually at detriment
of performance.

e Human-Computer Interaction (HCI) design should
endorse the peculiarities of mobile and pervasive
computing. Unlike their desktop counterparts,
mobile applications are characterized by a bursting
usage pattern, i.e., with frequent and short sessions.
Hence, a mobile Graphical User Interface (GUI)
must be designed so that users can satisfy their needs
in a quick and straightforward way. A task-oriented
and consistent look and feel is required, leveraging
familiar metaphors which most users are accustomed
to.

e Finally, software design must be conscious of the
inherent constraints of mobile ad-hoc networks.
From the application perspective, the most important
issues are unpredictable disconnections and low data
rates. The former is mainly due to host mobility,
higher transmission error rates of wireless links and
limited battery duration. The latter is a typical
concern of wireless networks with respect to wired
ones and it is also due to energy saving requirements
for small devices. Applications must be designed
with built-in resilience against failures and QoS
(Quality of Service) degradation at the network
level, so as to prevent unexpected behaviors.

B. Technologies

For a greater compatibility with various mobile
platforms, our client tool was developed using Java Micro
Edition (ME) technology. Java ME is the most widespread
cross-platform mobile environment and it offers a rich
feature set. In general, the compliance with one of the Java
ME profiles ensures the compatibility with a broad class of
mobile computing devices. The Java Mobile Information
Device Profile (MIDP) was selected, which is currently
available for the majority of mobile phones and PDAs. Our
tool is fully compliant with Java MIDP 2.0 specification and
API. All Ul elements are accessible through the
keyboard/keypad of the mobile device; additionally, MIDP
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transparently adapts to pointer-based interaction (e.g., via
touchscreen) on platforms where it is available.

The MVC (Model-View-Controller) pattern was adopted
in user interface design and two different GUI flavors were
developed and evaluated. The Ul has been carefully studied
due to management and presentation of semantic-based data
(ontology browsing and display of semantically annotated
resource results), which have an intrinsically complex data
model. The first GUI version was entirely based on MIDP
API for the graphical interface, in order to maximize device
compatibility and  minimize  application  resource
requirements. Custom items were built to extend the basic
built-in GUI elements. The second version was entirely
based on SVG (Scalable Vector Graphics) instead, using the
Scalable 2D Vector Graphics APl JSR-226. Vector-based
graphics allows to produce better-looking graphics across
screens with different resolutions. Furthermore, sophisticated
animations and transition effects were introduced to make
user interaction more pleasant and natural, as well as
supporting intuitive user gestures for scrolling and dragging.

In order to allow location-based service/resource
provisioning, the application exploits the Java Location API
JSR-179 to determine the device's location. JSR-179
provides a unified API to interact with all location providers
— i.e., real-time positioning technologies — available on the
device. These may include an internal GPS (Global
Positioning System) receiver, an external GPS device
connected e.g., via Bluetooth and the mobile phone network
itself (cell-based positioning). Accuracy depends on the
positioning method, being typically higher for GPS than for
cell-based techniques. Our tool requests a high-accuracy
location determination firstly; if the accuracy requirement
cannot be satisfied by available location providers on the
device, the constraint is relaxed.

The proposed tool supports a subset of the DIG 1.1
interface extended for MaMaS-tng reasoner [20]. This
HTTP-based interface allows interaction with the state-of-
the-art of Knowledge Representation Systems (KRS)
through a classical request/reply interaction.

A lightweight implementation of the client-side DIG
interface has been developed in Java. A specialized library
was designed for efficient manipulation of knowledge bases.
In order to minimize runtime memory consumption, kXML
Java streaming XML parser was adopted, which implements
the open standard XML Pull API [21].

Streaming parsers allow an application to closely control
the parsing process and do not build an in-memory syntax
tree model for the XML document (as DOM parsers do).
This increases speed and reduces memory requirements,
which is highly desirable in resource-constrained
environments. Moreover, streaming parsers are the best
choice for processing XML data incoming from network
connections, since parsing can be pipelined with the
incoming input.
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VI. CASESTUDY

Functional and non-functional features of the proposed
system are motivated within a concrete case study in the
cultural heritage tourism sector. Let us model the discovery
problem as follows. Jack is in Bari for business. He is keen
on ancient architecture and after his last meeting, he is near
the old town center with some spare time. He had never been
in Bari before and he knows very little about the city. Being
interested in medieval art and particularly in churches, he
would like to visit interesting places near his current
location. Under GPRS/UMTS or Wi-Fi coverage, his GPS-
enabled smartphone can connect to a service/resource
provider, in order to search for interesting items in the area.
The service provider keeps track of semantic annotations of
touristic points of interest in Apulia region along with their
position coordinates. The mobile application assists the user
in the discovery process through the following three main
tasks (depicted in Fig. 4).

Ontology management. Firstly, Jack selects cultural
heritage as the resource category he is interested in.
Different domain ontologies are used to describe general
resource classes (e.g., accommodation, cultural heritage,
movie/theatre shows). At application startup, a selection
screen is shown (Fig. 5), with a list of managed ontologies.
Each Ontology is labeled by a Universally Unique IDentifier
(OUUID), which allows an early agreement between user
and provider. As explained in [19], this simple identification
mechanism borrowed from the Bluetooth Service Discovery
Protocol allows to perform a quick match between the
ontologies managed by the user and by the provider also in
case of mobile ad-hoc connections where users and providers
are interconnected via wireless links (such as Bluetooth,
802.11, ZigBee and so on) and where a dependable Web link
is unavailable. Anyway, in case the user cannot locally
manage the chosen resource category, he can download the
reference ontology either from near hosts or from the Web
(when possible) exploiting the OUUID as reference
identifier.

Semantic request composition. Jack composes his
semantic-based request through a fully visual form. He
browses resource features modeled in the domain ontology

Ontology
management

|

Request
composition

request

refinement matchmaking

Result
review

Figure 4 Tasks performed by the mobile client.
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Figure 5 Ontology selection screen.

(partially reported in Table Il for the sake of brevity) and
selects desired characteristics, without actually seeing
anything of the underlying DL-based formalism. Then he
submits his request. Fig. 6 shows the ontology browsing
screen. A scrollable list shows the current focus in the
classification induced by terminological definitions and
subsumptions. Directional keys of mobile device or swipe
gestures on the touchscreen are used to browse the taxonomy
by expanding an item or going back one level. Above the
list, a breadcrumb control is displayed, so that the user can
orient himself even in deeper ontologies. The tabs on top of
the screen allow to switch from the Explore screen to the
Request confirmation one (Fig. 7). There the user can
remove previously selected features. Eventually, he specifies
a retrieval diameter R and submits his request. Current
prototype expresses the threshold in terms of distance, but a
more intuitive indication clarifying if the user is on foot
(possibly also specifying the terrain characteristics) or if he
moves by car is also possible.

Explore

Request

ral heritage: Work == Building

F] Amphiteatre )A
P] Bridge )

Church )
P] Courtyard )

W

Figure 6 Ontology browsing screen.
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TABLE Il. EXCERPT OF AXIOMS IN THE CASE STUDY ONTOLOGY

122

AD C Age

Centralized C Floor_Plan

Square C Quadrangular

Gothic C Style

Cathedra C Architectural_Element
Pulpit C Architectural_Element
Window C ArchitecturalElement
Triple _Light C Window Religious C Destination
Public C Destination Private C —Public
Building C 3 has_age 1 3 has_floor_plan n 3 has_style

Residence C Building 1 3 Destination 1 v Destination.Private

BC C Age

Byzantine C Style
Baroque C Style

Longitudinal C Floor_Plan

Aisle C Architectural_Element
Crypt C Architectural_Element
Single_Light C Window

Middle_Age C AD
Quadrangular C Floor_Plan
Romanesque C Style

Portal C Architectural_Element
Altar C Architectural_Element
Apse C Architectural_Element
Double_Light C Window
Private C Destination

Private C —Religious

Church £ Building N 3 Destination N v Destination.Religious M 3 has_altar 1V has_altar. Altar

Castle C Residence

Jack would like to visit a Romanesque Middle Age
church with longitudinal floor plan and two aisles. W.r.t. the
cultural heritage ontology, the request can be formally
expressed as:

R: Church /7 has_age.Middle_Age /7V

has_floor_plan.Longitudinal /7>2 has_aisle /7
has_style.Romanesque

It can be noticed that requests are formulated as DL
conjunctive queries. Each conjunct is a requested resource
feature; it can be an atomic concept selected from the
ontology, a universal quantifier or an unqualified number
restriction on roles. The GUI masks this level of complexity
from the user, allowing him to simply browse lists of
features and select the desired ones: translation into DL
expression is automated, taking into account the concept

Funl 123 EZE)

Explore

=

Gps Request

A

—

Church

has_age:Middle_Age

has_style:Romanesque

has_floor_plan:Lengitudinal

== 2 has_aisle

\JUki)\JU

ax distance (m) [1000

[XDelete J MSend

Figure 7 Request confirmation screen.

v
|
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structure and relationships in the reference ontology.
The communication module was designed as a finite state
machine to precisely retain knowledge about the progress of

client-server interaction. By doing so, only failed operations
are actually repeated, thus improving efficiency from both
time and energy standpoints.

Results review and query refinement. The server
processes the request as explained in Section 4. Let us
consider the following resources in the provider KB:

S1: Basilica of St. Nicholas, Bari (distance from user: d = 0.9 km).
A Romanesque Middle Age church, with longitudinal floor plant,
an apse, two aisles, three portals and two towers. Other notable
elements are its crypt, altar, cathedra and Baroque ceiling. W.r.t.
domain ontology, it is expressed as:

Church /7=2 has_aisle /7 ’has_age.Middle_Age /7
has_style.Romanesque /7=1 has_apse /7=3 has_portal /7=1
has_crypt /7=1 has_altar /7=2 has_tower /7=1 has_cathedra /7 7

ceiling_style /7 7ceiling_style.Baroque /7%
has_floor_plan.Longitudinal

S2: Norman-Hohenstaufen Castle, Bari (d = 0.57 km). It is
described as a Middle Age castle, with Byzantine architectural
style and a quadrangular plan with four towers. In DL notation:

Castle /7 ¥has_floor_plan.Quadrangular /7=4 has_tower /7
has_style.Byzantine /7 "has_age.Middle_Age

S3: Church of St. Scholastica (d = 1.3 km). It is described as a
Romanesque Middle Age church, with longitudinal floor plan,
three aisles, an apse and a tower. That is:

Church /7 has_style.Romanesque /7 “has_age.Middle_Age /7 V

has_floor_plan.Longitudinal /7=3 has_aisle /7=1 has_tower /7
=1 has_apse

S4: Church of St. Mark of the Venetians, Bari (d = 0.65 km). It is
described as a Romanesque Middle Age church with two single-
light windows and a tower, whose DL translation is:

Church /7 has_style.Romanesque /7 ’has_window.Single_Light
/7=2 has_window /7 has_age.Middle_Age /7=1 has_tower
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Table 111 reports on matchmaking results for the above
example. S3 is discarded in the location-based pre-filtering,
as its distance from the user exceeds the limit, even though it
would result in a full match. S1 is a full match with the
request, because it explicitly satisfies all user requirements.
On the other hand, S4 is described just as Romanesque
Middle Age church, therefore due to OWA it is not specified
whether it has a longitudinal floor plan with aisles or not:
these characteristics become part of the Hypothesis
computed through CAP. Finally, S2 produces a partial match
since it refers to a castle: this concept is incompatible with
user request, so it forms the Give Up feature computed
through CCP. Overall scores of advertised resources are
finally computed. An example of result screen is reported in
Fig. 8: retrieved resources are listed, best matching first.
When the user selects a resource, its picture is shown as in
Fig. 9 in addition to its address, distance from the user and
semantically relevant properties contributing to the outcome.

If Jack is not satisfied with results, he can refine his
request and submit it again. The user can go back to the
ontology browsing screen to modify the request.
Furthermore, he can select some elements of the Bonus
(respectively Give Up) list in the result screen and they will
be added to (resp. removed from) the request.

VII. SYSTEM EVALUATION

A. System Performance

Performance analysis was executed on a Sony-Ericsson
P990i smartphone, endowed with ARM processor at 208
MHz clock frequency, 64 MB of RAM, 80 MB of storage
memory, a TFT 2,8” touchscreen with 240x320 pixel
resolution, GSM/UMTS, IEEE 802.11b Wi-Fi connectivity
and GPS, Symbian 9.1 operating system, manufacturer-
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Figure 8 Displayed results.

supplied Java ME runtime compatible with MIDP 2.0 and all
optional packages described in Section V-B. P990i
smartphone was connected via UMTS to the matchmaking
engine. Fig. 10 displays some screenshots of the u-tourism
decision support system running on that mobile device. As
performance metrics, RAM usage and latency time were
considered for each tasks in Figure 4.

For memory analysis, the Memory Monitor profiling tool
in Sun Java Wireless Toolkit was used. Results are reported
in Fig. 11 for a typical usage session. RAM occupancy is
always below 2 MB, which is the recommended threshold
for MIDP applications. Memory peaks correspond to more
graphical-intensive tasks, such as ontology browsing and
preparation of the results screen.

TABLE I1l. MATCHMAKING RESULTS

123

Supply Match type | s_match Outcome Score
[max=54] [0=0.5,p=1,
y=0.014, £=0]
S1: Basilica of St. Full 0 HypothesisH: T 88.8
Nicholas Bonus B: =1 has_apse M =3 has_portal =1 has_crypt 1 =1 has_altar 1 =2 has_tower 1
=1 has_cathedra M 3 ceiling_style rm V ceiling style.Baroque
S4: Church of St. Potential 3 Hypothesis H: >2 has_aisle MV has_floor_plan. Longitudinal 78.3
Mark Bonus B: =1 has_tower M =2 has_window 1 Vhas_window.Single_Light
S2: Norman- Partial 11 Give up G: Church 64.8
Hohenstaufen Keep K: Building 1 Vhas_age.Middle_age
Castle Hypothesis H: Vhas_floor_plan.Longitudinal 11 >2 has_aisle M Vhas_style.Romanesque
Bonus B: =4 has_tower 11 Yhas_style.Byzantine
S3: Church of St. N.A. N.A. Discarded due to distance N.A.
Scholastica
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The diagram in Fig. 11 is not significant for assessment
of user-perceived latency, since idle times due to user
reading the screen are also counted. Latency was measured
through timers in the application code. The usage session
described in the case study was repeated three times, exactly
in the same way. Table IV contains average times obtained
in loading each screen. The result list screen loading time
includes interaction with the matchmaker (submitting the
request, waiting for matchmaking computation, receiving
the reply and building the result list GUI), and it is by far
the highest value, posing a potential issue for practical
usability. Latency in other tasks can be deemed as
acceptable. In order to provide further insight into
matchmaking computation performance — a key aspect for
the feasibility of the proposed approach — a simulated
testbed was wused to assess semantic matchmaking
processing times. Three ontologies with an increasing
complexity were created and examined, and five different
requests for each one were submitted to the system. Average
response times were recorded. In Fig. 12 the matchmaking
time (absolute and relative) is reported. The relative value is
obtained by weighting the absolute matchmaking time
according to the ontology size (expressed in terms of number
of contained concepts). The relative time computation is
needed because reasoning procedures are strongly
conditioned by the complexity of the exploited ontology. So,
the relative matchmaking evaluation produces an average
time per concept which is a more precise indication of the
matchmaking computational load with respect to the absolute
one.

By examining the provided Fig. 12, it can be concluded
that, for the most complex ontologies, semantic
matchmaking time assumes a considerable value.
Nevertheless, considering that applications as the one
proposed here are required to be interactive and with fast
response times, this is a relevant issue to solve. It was also
pointed out by Ben Mokhtar et al. [21], who devised
optimizations to reduce online reasoning time in a semantic-
based mobile service discovery protocol. The main

D
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Figure 10 Screenshots of prototype tool.

proposed optimizations were offline pre-classification of
ontology concepts and concept encoding: both solutions,
however, are viable in matchmaking schemes based on pure
subsumption (and therefore able to provide only binary
yes/no answers), but they are not directly applicable to our
matchmaking approach.

B. Semantic Web Technologies in Ubiquitous Computing

Common issues rising from the integration of Semantic
Web approaches with ubiquitous computing scenarios were
evidenced in [23]. Let us take them as a check-list and
evaluate our proposal against it.

TABLE IV. GUI LATENCY.

Loading Screen Loading latency (s)
Ontology selection 0.678

Ontology browsing 3.136

Request confirmation 0.939

Result list 11.107
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Figure 11 Main memory usage profile and peaks.

A. Simple architectures lack intelligence of Semantic
Web technologies. The current proposal allows mobile
devices equipped with commonly available technologies to
fully exploit semantic-based resource discovery. Ideas and
technologies devised for resource retrieval in the Semantic
Web were adapted with a satisfactory success, through
careful selection of features and optimization of
implementation.

B. Semantic Web architectures use devices with a
secondary, passive role. In our prototype the client has a
key role and it does not only act as a GUI for request
composition via ontology browsing. It also enables: location
determination; interaction with a state-of-the-art, DIG-based
reasoning engine; interactive visualization of discovery
results for query refinement.

C. Semantic Web architectures rely on a central
component that must be deployed and configured
beforehand for each specific scenario. The proposed system
prototype still relies on a centralized server for resource
matchmaking. Future work aims at building a fully mobile
peer-to-peer architecture. A major step is to design and
implement embedded DL reasoners with acceptable
performance: early results have been achieved in this
concern [24].

D. Most architectures do not use the Web
communication model, essentially  HTTP. For
communication we only use DIG, a standard based on the
HTTP POST method and on an XML-based concept
language. Such a choice allows — among other things — to
cope with scalability issues: particularly, the interaction
model is borrowed from the Web experience in order to
grant an acceptable behaviour also in presence of large
amounts of exchanged data.

E. Devices are not first-class actors in the environment
with autonomy, context-awareness and reactiveness.
Though the typical usage scenario for our current prototype
is user-driven, it shows how a non-technical user can fully
leverage Semantic Web technologies via her personal
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Figure 12 Performace evaluation of semantic matchmaking.

mobile device to discover interesting resources in her
surroundings.

VIIl. RELATED WORK

Significant research and industry efforts are focusing on
service/resource discovery in mobile and ubiquitous
computing. The main challenge is to provide paradigms and
techniques that are effective and flexible, yet intuitive
enough to be of practical interest for a potentially wide user
base.

In [25], a prototypical mobile client is presented for
semantic-based mobile service discovery. An adaptive
graph-based representation allows OWL ontology browsing.
However, a large screen seems to be required to explore
ontologies of moderate complexity with reasonable comfort.
Also preference specification requires a rather long
interaction process, which could be impractical in mobile
scenarios. Authors acknowledged these issues and
introduced heuristic mechanisms to simplify interaction,
e.g., the adoption of default values.

In [26], a location- and context-aware mobile Semantic
Web client is proposed for tourism scenarios. The goal of
integrating multiple information domains has led to a
division of the user interface into many small sections,
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whose clarity and practical usability seem questionable.
Moreover, knowledge is extracted from several independent
sources to build a centralized RDF triple store accessible
through the Internet. The proposed architecture is therefore
hardly adaptable to mobile ad-hoc environments.

A more open framework is presented in [27], allowing
the translation and publication of OpenStreetMap data into
an Open Linked Data repository in RDF. A public endpoint
on the Web allows users to submit queries in SPARQL RDF
query language, in order to retrieve geo-data of a specific
region, optionally filtered by property values. Nevertheless,
developed facilities currently cannot support advanced
LBSs such as semantic matchmaking for resource
discovery.

Van Aart et al. [28] presented a mobile application for
location-aware semantic search, bearing some similarities
with the proposal presented here. An augmented reality
client for iPhone sends GPS position and heading to a server
and receives an RDF dataset relevant to locations and
objects in the route of the user. Applicability of the
approach is limited by the availability of pre-existing RDF
datasets, since the problem of creating and maintaining them
was not considered.

DBpedia Mobile [29] allows user to search for
resources located nearby, by means of information extracted
from DBpedia and other datasets. The system also enables
users to publish pictures and reviews that further enrich
POls. The user may filter the map for resources matching
specific constraints or a SPARQL query. However, in the
first case approximated matches are not allowed; a resource
is found if and only if the overall query is satisfied. In the
second case, the SPARQL query builder requires the user to
know language fundamentals. Our approach aims at
overcoming both restrictions.

Peer-to-peer interaction paradigms are actually needed
for  fully decentralized semantic-based  discovery
infrastructures. Hence, mobile hosts themselves should be
endowed with reasoning capabilities. Pocket KRHyper [30]
was the first available reasoning engine for mobile devices.
It provides satisfiability and subsumption inference services,
which have been exploited by authors in a DL-based
matchmaking between user profiles and descriptions of
resources/services [31]. A limitation of that prototype is that
it does not allow explicit explanation of outcomes. More
recently, in [24] an embedded DL reasoning engine was
presented in a mobile dating application, though applicable
to other discovery scenarios. It acts as a mobile semantic
matchmaker, exploiting non-standard inference services also
used in the present framework. Semantically annotated
personal profiles are exchanged via Bluetooth and matched
with preferences of mobile phone users, to discover suitable
partners in the neighbourhood.

Due to the resource constraints of mobile devices, as
well as to the choice of a cross-platform runtime
environment, both the above solutions privilege simplicity
of managed  resource/service  descriptions  over
expressiveness and flexibility. We conjecture that a native
language optimized implementation can provide acceptable
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performance for larger ontologies and more resource-
intensive inferences.

IX. CoONCLUSION AND FUTURE WORK

The paper presented a framework for semantic-enabled
resource discovery in ubiquitous computing. It has been
implemented in a visual mobile DSS able to retrieve
resources/services through a fully dynamic wireless
infrastructure, without relying on support facilities provided
by wired information systems. The system recognizes via
GPS the user location and grades matchmaking outcomes
according to proximity criteria. Future work aims at
simplifying the complexity of matchmaker module claiming
for optimization and rationalization of the reasoner
structure, in order to improve performance and scalability
and to allow its integration into mobile computing devices
and systems. Furthermore, a navigation engine will be
integrated in the mobile application and the user interface
will be enhanced to be even more friendly for non-expert
users. Finally, we are investigating a new approach based on
the semantic-based annotation of OpenStreetMap
cartographic data, in order to exploit crowd-sourcing to face
the issue of resource annotation.
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Abstract— Access to relevant information adapted to the neis
and the context of the user is a real challenge Web Search,
owing to the increases of heterogeneous resourcendathe
varied data on the web. There are always certain mels behind
the user query, these queries are often ambiguousné
shortened, and thus we need to handle these queries
intelligently to satisfy the user’s needs. For impoving user
query processing, we present a context-based hybrichethod
for query expansion that automatically generates ne
reformulated queries in order to guide the informaion
retrieval system to provide context-based personaéed results
depending on the user profile and his/her contextHere, we
consider the user context as the actual state ofahask that the
user is undertaking when the information retrieval process
takes place. Thus State Reformulated Queries (SRQare
generated according to the task states and the userrofile
which is constructed by considering related concept from
existing concepts in domain ontology. Using a taskodel, we
will show that it is possible to determine the uses current task
automatically. We present an experimental study irorder to
quantify the improvement provided by our system corpared
to the direct querying of a search engine without
reformulation, or compared to the personalized refomulation
based on a user profile only. The preliminary resut have
proved the relevance of our approach in certain caexts.

Keywords-Information Retrieval; Query Reformulation;
Context; Task modeling; Personalization; user profile.

l. INTRODUCTION

The Internet offers almost unlimited access tdialtis of
information (text, audiovisual, etc.), there isasly growing
expanse of data to search, heterogeneous data,amand
expanding base of users with many diverse infoonati
needs; thus, the Information Retrieval (IR) fieldshbeen
more critical than ever. Information Retrieval st (IRS)
aims to retrieve relevant documents in responsa teer
need, which is usually expressed as a query. Ttiewed
documents are returned to the user in decreasider af
relevance, which is typically determined by weighti
models. As the volume of the heterogeneous respormehe
web increases and the data becomes more variedjvmas
response results are issued to user queries. Taige
amounts of information are returned in which itafen
difficult to distinguish relevant information frosecondary
information or even noise; this is due to inforraatretrieval

Bich-Lién Doan, Yolaine Bourda

SUPELEC/Department of Computer Science
Gif-Sur-Yvette, France
Bich-lien.Doan@supelec.fr,
Yolaine.Bourda@supelec.fr

Jean-Paul Sansonnet

LIMSI-CNRS
University of Paris 11
Orsay, France
Jps@limsi.fr

systems IRS that generally handle user queriesoutith
considering the contexts in which users submitehpseries
[1]. Therefore it is difficult to obtain desiredstdts from the
returned results by IRS. In recent research, IRaehers
have begun to expand their efforts to satisfy tiiermation
needs that users express in their queries by amirsidthe
personalized information retrieval area and by gisihe
context notion in information retrieval.

Recent studies, like [2], have tried to enhanceser u
query with user's preferences, by creating a dyoanser
profile, in order to provide personalized resutiewever, a
user profile may not be sufficient for a variety o$er
queries. Take as an example a user who entersuiigy q
“Javd into a personalized Web search engine. Let us now
suppose that the user has an interest for computer
programming. With this information at hand, it shiblbe
possible for a personalized search engine to digarate the
original query Javd. The user should receive results about
Java programming language in the top results. But i
particular situations, the supposed user may ndechiation
about the Java Island, to prepare a trip for exampt
information about the Java Coffee that is not dj@tin his
profile. Thus the user will hardly find these resul
subjectively interesting in a particular situatioone
disadvantage of automatic personalization techsidgsiehat
they are generally applied out of context. Thus,atioof the
user interests are relevant all of the time, uguallly a
subset is active for a given situation, and thé caanot be
considered as relevant preferences.

To overcome the previous problem and to addres® som
of the limitations of classic personalization sys$e studies
taking into account the user context are curremtigertaken
[3]. The user context can be assimilated to aliofacthat can
describe his intentions and perceptions of hiscsumdings
[3]. These factors may cover various aspects: enmient
(light, services, people, etc.), spatial-temporkicdtion,
time, direction, etc.), personal (physiological, niad,
professional, etc.), social (friends, colleaguets,)e task
(goals, information task), technical, etc. FigsHows these
factors and examples for each one [4].

The user context has been applied in many fielld,od
course in information retrieval area. Context inH& been
subject to a wide scope of interpretation and appbtin [5].
The problem to be addressed here includes howptesent
the context, how to determine it at runtime, and ho use it
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to influence the activation of usergperences. It is ver
difficult to take into consideration all the contieal factors
in one information retrieval system, so the redsens ofter
define the context as certaifactor, such as desktop
information [6], physical user locatidfT], recently visited
Web pages [8], session interaction d&jadtc.

User context

‘ Task context ‘Social conlext‘PersonaI contexl‘Spatio—temporaI context‘ Envir. context‘

Location

Goalg Friends sl Light
Task Information Colleagues D_lrecllon Services
Time People

‘Physiological context‘ ‘Mental context‘

Height Mood
Weight Expertise
Age Interests

Physical ability

Figure 1. A context mode

In this paperpur definition of the context is that the cont
describes the userurrent task, its changes over time .
its states, i.e., we take intmnsideratiorthe task which the
user is undertaking when the information retriepedcess
occurs. Consequently, in this papehen we talk about tr
context,we talk about the user’s current task and its s
over times.

In the present, it has become common to seely
information on the Wb, including such tasks as us
information retrieval system for shopping, traveloking,
academic research, and so on. Thus,important to attemy
to determine not only what the user is looking tmuf alsc
the task that he is trying to accomplisideedunderstanding
the user task is critical to improve the processifigiser
needs. On the other hantthe increase of mobile devic
(such as PDA, cellular phone, laptop...) includingedse
platforms, various work environmentdave created ne
considerations and stakes to be satis So, it is expected to
use the mobile devicesywhere to seek information neec
to perform the task at handhis is the case of the mob
user. As we consider the user’s current task, the take
into account the case of mobile user when he ¢
information, needed to perform his current taskubiyng the
mobile devices. Knowing thathe information needs 1
mobile users to perform taskare related to contextu
factors such as user ingsts, user current task, locati
direction, etc. Here, theproblem is that the class
information retrieval systems do thoonsider the case
mobile users and provide same restdtshemfor different
needs, contexts, intentions and personalitie too many
irrelevant results are provided, it is often dific to
distinguish contextelevant information froi the irrelevant
results.
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User query is an element that specifies an infaomi
need, buthe majorities of these queries are short (85¢
users search with no more than 3 keywd [10]) and
ambiguousand often fail to represent the information n
especially the queriesf the mobile user, which do not
provide a complete specification of the informatioeed.
Many relevant terms can be ant from queries and terms
included may be ambiguous, thus queries must beepsec
intelligently to address more of the users inteh
requirements.Typical solution include expanding query
representatiorhiat refers to methods of query reformulati
i.e., any kind of transformation applied to a queoy
facilitate a more effective retrievaThus in the query
reformulationprocess the initial user query is reformuli
by adding relevant termsviany approaches use different
techniques to seledhese elevant terms, the difference
between them depend dhe source othese terms, which
may extractfrom results of previous research (releva
feedback) or from an external resource (semeresource,
user profile,...etc), or depend the method which is used to
select relevarierms to be added to the initial qus

The researchpresented in th paper, combines the
advantages of the two arecontext and personalization in
order to provide contexiased personalized results
appropriate answer to theear query submitted in a particu
context.In fact, the user querthat is submitted to a typical
Web search enginer information retrieval system, is r
sufficient to retrieve the desired results, thusaihto the
user to formulate his/her queryfore submitting it to the
information retrieval system will be effective, esglly in
the case of the mobile user because his/her qseofteén
short and related to a task at hand. In this stueydo nof
consider the information retrieval models timainly focus
on the match between the resource (indexed files)tha
user query to provide the relevant res, and do not attempt
to understand the user quebut the main idea of this stu
is to propose an intelligent assistant that caregea new
reformulated query before submitting it to the mnfiation
retrieval system in order to personalize and cdotdize the
access to information. Thuwe tries to improve the user
query processing based ¢me (ser profile (personalization
area) and the user contggbntext area)We will present an
algorithm to generate conte-related personalized queries
from the initial user querylhus,this paper presents a hybrid
method to reformulate user queries dependinghis/her
profile, which containghe us€’s interests and preferences,
together with the user‘sontex, which is considered as the
actual state of his/her current task. The genergtesty is
denoted: State Reformulated Query SIWe will prove that
these SRQueries will guide thelRS to provide context-
based personalized resulighich are more relevant than
those provided by using the initial user query and th
provided by using the wuser query with simg
personalization, depending only on the user profilethe
same context.

We propose that thaser querie, which are submitted
during the performance of one task at hand, asteetlto thi
task, indeed that are part ofA task is a work package that
may include one or more activities, in other woithe
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activities are required to achieve the task. Thasuser task
can be represented by using UML activity diagranorider

to detect the transitions between the task statesme

changes. The activities, in UML activity diagrame atates
of doing something. For instance, if a user hagr¢@mnize a
workshop, there are many states for this task, ssclhe
choice of the workshop topics and the choice ofpitogram

committee members, etc. Submitting two equivalergrigs

in tow different states, the relevant results atheask state
will be different, so the proposed system has twige the
different relevant results at each state.

The rest of the paper is organized as follows: iSe@
shows the related work; Section 3 introduces modal$
algorithms to reformulate a user queries and isgmts the
architecture of our system; Section 4 shows themx@ntal
study and the evaluation of our system; Finallycti®a 5
gives the conclusion and future work to be done.

II. RELATED WORK
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In fact, most of the existing query expansion frareks
have an inherent problem of poor coherence between
expansion terms and user’s search goal. User'stsegmal,
even for the same query, may be different at diffestates.
This often leads to poor retrieval performancethi@ logic
cases, the user's current search is influenced ibhéer
current context and in many instances it is infaezh by
his/her recent searches. In this paper, we propokgbrid
guery expansion method that automatically genergesy
expansion terms from the user profile and the tesst. In
our approach we exploit both a semantic knowledge
(Ontology) and a linguistic knowledge (WordNet) learn
the user’s task.

B. Task Model

One aspect of characterizing user's contexts is to
consider the tasks which have led them to engage in
information retrieval behavior. Users use documetats
understand a task and solve a specific problems,Wwhen a

Many studies have been employed to expand the usEfer begins a task, he searches the informatiamilidelp

query in information retrieval area, as far as wew these
studies do not depend on the user task, in thierpape
depend on a task model for expansion the user gthery in

solve the problem at hand. It must be distinguighetdveen
the task of information retrieval and the task ttegfuires the
information retrieval in one of its phases. In feeond type,

expansion had been investigated. In secBorwe review
studies where task model had been used.

A. Query Expansion

Query expansion is the process of augmenting tegsus

query with additional terms in order to improveuies by
including terms that would lead to retrieving moetevant

detect the related context that will aid the taskoation.
Various researchers have demonstrated that theedesi
search results differ according to types of tasksording to
[16], two types of tasks: Informational task whictvolves
the intent to acquire some information assumecetpriesent
on one or more web pages; transactional task whibased
on the intent to perform some web-mediated activitye

documents. Many works have been done for providin@pproach [17] proves that the nature of the task &wa

personalized results by query reformulation. Apphaes
based on the user profile for query enrichment haeen
proposed, this process consists in integrating ehsnof the
user profile into the user’s query [11]. The lintiva of these
approaches is that they do not take into considerahe
user context to activate elements from the usdil@ro
Studies on query reformulation by relevance feekllaae
proposed, the aim is to use the initial query ieorto begin
the search and then use information about whetheotathe
initial results are relevant to perform a new qu§tg].
Because relevance feedback requires the userect sghich
documents are relevant, it is quite common to wesgative
feedback. Furthermore the techniques of disambimuaim
to identify precisely the meaning referred by thirts of the

query and focus on the documents containing thedsvor

quoted in the context defined by the correspondiegning
[13]. But this disambiguation may cause the querynbve
in a direction away from the user’s intention andraent the
query with terms related to the wrong interprefatio

Many approaches, like [14], try to reformulate theb
gueries based on a semantic knowledge by usindogytin
order to extract the semantic domain of a word aad the
related terms to the initial query, but sometinfesse terms
are related to the query only under a particulantext.
Others use sense information (WordNet) to expaadjttery
[15].

impact on decisions of relevance and usefulness.

The task modeling consists of describing of annogti
procedure to achieve the goal, a sequence of action
operations in a given environment. Watson’'s “Jogife”
information retrieval system [18] monitors userasks,
anticipates task-based information needs, and tvedc
provides users with task-relevant information. The
effectiveness of such systems depends both on their
capability to track user tasks and on their abiiayretrieve
information that satisfies task-based needs. Heeepser's
tasks are monitored by capturing content from hger
Explorer and Microsoft Word applications.

In the approach [19], a language model of a uss i
defined as a weighted mixture of task componentisrigs,
result sets, click stream documents, and browsedrdents.
Approach [5] describes a study on the effect omienl
performance of using additional information abche tiser
and their search tasks when developing IRF (Intplici
Relevance Feedback) algorithms.

In fact, while known to be useful in the developieh
interactive systems, task models are also knowrnbeo
difficult to build and to maintain. This difficultis due to the
fact that in order to support a variety of taskleggions and
analyses, task models should include represensatiin
various levels of information, from the highest dewser
goals down to the lowest level events, and thewishbe
represented in a single, coherent representatfeense.
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1.  MODELS AND ALGORITHMS

Our aim is to provide context-based personalizedlte
in order to improve the precision of informatiortrieval
systems by reformulating the initial user queriasda on the
user context and the user profile.

The identification and the description of the userking
context when he/she initiates a search can be edducthe
identification of his/her current task and the itifazation of
related terms from his/her profile. This relies ¢ime
observation of the on-going user's current task aas
contextual factor (for example, user’s task likearghing of
a restaurant or a hotel, organize trip, etc.). Thues design
an intelligent assistant to extract relevant tetonthe current
search session, but what do we mean in relevamsgr
Terms are relevant if they are complete and specifi

e Complete: This means that the terms are related to
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document model. Hy): The probability of ternmt in the
query model.
Rq|D) =[P (t|6p)°"?

where: ¢ {; q) Frequency of termhin queryq;

The basic retrieval operation is still limited teykvord
matching, according to a few words in the queryiffiprove
retrieval effectiveness, it is important to createmore
complete query model that represents better therdtion
need. In particular, all the related and presumextdss
should be included in the query model. In theseegawe
construct the initial query model containing orthe toriginal
terms, and a new model SRQ (state reformulatediep)er
containing the added terms. We generalize thiscgubr and
integrate more models for the query.

Let us use” o to denote the original query modél,,

(2

submitted query, user profile and user's task i th for the task model created from the main predefitzeks,

same time. (Query expansion).
» Specific:

refinement).

the terms do not contain stop words, y )
duplicated terms and out of context terms. (Querymain task, and’ @ for a user profile mode

0 qs for the contextual model created from the stafe=saoh

0
IQ 9 can be
created by MLE (Maximum Likelihood Estimation). @iv

These terms are used to generate a new reformulatdftese models, we create the following final queydel by

query which will submit to the information retridwgystem
to return context-based
obligatory to be related to the next session ofdbarch at
the same user’s task.

Here, we will describe our approach which contéimse

models: Task model, user profile model and SRQ inode

which is used to generate the State Reformulateeri€al
The task model is responsible for defining the eotrr
working context by assigning one task to the ihitjgery

from the predefined tasks. The user profile modgl i

responsible for exploiting user profile by usingoimation
contained in profile to adapt the retrieved restdtthis user.
The SRQ model is responsible for collecting atteéisufrom
the current task, one attribute at least for eask state. The

values of these attributes may be retrieved frome th

operational profile. Thus, to reformulate a usegrgwe do a
query expansion with the relevant terms and theexeiide
the irrelevant terms (query refinement). The reslijuery is
denoted SRQ (State reformulated Query).

The several models will be described in the folluyvi
sections.

A. General Language Model

Before describing the models, in this section, wi# w
construct a new general language model for quepaesion
including the contextual factors and user profileorder to
estimates the parameters in the model that is aateto
information retrieval systems. In the language ninde
framework, a typical score function is defined in-K
divergence as follows [20]:

Score(q, D):E/ P(t]0,)log P(t|0p)ec -KL [, [16,) (1)
where:0p is a language model created for a docunient
0y a language model for the quegygenerally estimated by
relative frequency of keywords in the query, andthé
vocabulary. R{p): The probability of termt in the

interpolation:

results. These terms are no

P(tlg,) =2 aP(t|é,) ®)

where: X= {0, A, S, U} is the set of all component
modelsQ, (With >’ a, =1) are their mixture weights. Thus

iox

the (1) becomes:

Scor¢q,D) =33 aP(t|4,)logP(t|§,) =Y aScorgg, D) (4

i0x iOx

where the score according to each component medel i
Score, (q,D) = ) P(t]6,)log P(t|6,)

tav

®)
B. User Context Modeling

In this section, we will propose a new contextuslgsis
method which views the user context as the usensent
task and its changes over time. The stages of dbk t
performance are called task states and the trangibm one
stage to another means that the user has complhesestage
of the current task. Thus, in this study, when al& aibout
the user context we talk about the task which ther us
undertaking when the information retrieval processurs
and the states of this task. Therefore, we needddel the
user’s current task in order to expand the useryguéth
contextual task terms that orientate the sear¢haaelevant
results.

1) Current Task Modeling

The task model is used to detect and describeatbie t
which is performed by the user when he submitshais/
guery to the information retrieval system, as oriethe
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contextual factors which surround the user durithg t
information retrieval process.

Firstly, we have to distinguish between the adtidhd
the task. In fact, an activity can be something yo@ just
doing, and it may or may not have any purposes ithe
action actually performed, while a task is the psgwhich
is prescribed. Thus the activities are requireadbieve the
task. In other words, a task is a work package thay
include one or more activities. Accordingly we capresent
the user’s task by a UML activity diagram which tzons all
the activities needed to perform this task. Eaelgestwhich
is needed to accomplish the current task is calsH state.
Thus, the actual activity in the UML activity diagn
expresses the actual state of the current task.

In our task model, we depend on study questionsi§iiie
which were used to elicit tasks that were expettetle of
interest to subjects during the study. In that wt(f],
subjects were asked to think about their onlinermftion
seeking activities in terms of tasks, and to crgmesonal
labels for each task. They were provided with sexemple
tasks such as “writing a research paper,” “travelsid
“shopping” but in no other way were they directed,
influenced or biased in their choice of tasks. Aneyic
classification was devised for all tasks identifieg all
subjects, producing the following nine task grogsin
1. Academic Research; 2. News and Weather; 3p@hg

http://www.iariajournals.org/intelligent_systems/
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at least one term for each task state, for instahee
user is currently in one activity “Find a Restaudtan
to do one task at hand for example travel task) the
the state term that explains the activity will be
“Restaurant”.
Terms which represent the related-task concepts
from ontology such as ODP (Open Directory
Project) taxonomyg, t, .....k>.

This index consists afterms. Table 1 shows an example
of this task terms index. We will use this indexemhusing
the vector space model.

TABLE I. INDEX OF TASK TERMS
Term_Id Term tf Occurrence (postings)
1 News 2 A2:1 A9:1
2 weather 2 A2:1 A9:1
3 Shoppint 1 A3:1
4 Restaurant 2 A4:1 A9:1
r

We suppose that each main predefined task can be
considered as one document which includes the testated
to this task from the task index. This document @en
represented by a terms vectdr. We treat weights as
coordinates in the vector space. Term’s weightoisguted
using the term frequency and the inverse document

and Selling; 4. Hobbies and Personal Interests; Srequency ff * idf” as follows:

Jobs/Career/Funding; 6. Entertainment; 7. Petsona

Communication; 8. Teaching; 9. Travel. |Al
For example, the task labels “viewing news”, “rehd Wa, =tf, DOlog(—)

news”, and “check the weather” would be classified
Group 2: “News and Weather”.

We construct a UML activity diagram for each maink
in order to detect the changes over time in thévides
needed to accomplish this task and for describihghae
sequences of the performed task. Each activity hie t
generated UML activity diagram expresses the tas&tsal
state. This state can be explained by terms tratcalied
state terms. Thus there is at least one term fdr &k state.

The task related to a specific query is selecteithele
manually or automatically) for each query.

* Manually: by the user who assigns one task from th
proposed predefined tasks to his/her query. Thi
method is effective when the user can determin
exactly his/her current task.

Automatically: in assigning one task to the user
query automatically. For that, we will conceive an
algorithm based on the vector space model and usin
advantages of existing linguistic resources

(WordNet) and semantic resources (Ontology). this

way can facilitate the process to users, we will
explain this algorithm in the following:
At first, we construct an index of terms calldésk
Terms IndexThis Task Index consists of:
Terms of the predefined main taskd, <, ....,t>.
For example: {News, Weather, Shopping, Selling,
Teaching.....}.
State terms &, t,, ....,}> for each predefined task:
the terms that describe the actual task state.eTiger

index. We present the terms related to the tgskhéws and

weather”, as an example.

where: A is a set of documents which represent the
predefined tasks. Thus |A| is the total numberhis set A.
According to our proposition [A|=9.
ag;. state term that represent the statef the current task A

i : A number of documents that represent the preeéfin

tasks in which ternag; occursj[fas‘ . is the frequency of term

a; in the task Ae A or number of times a termy; occurs in a

é}locument that represents a task A

Table 2 shows the weights of few terms in the tasis

TABLE II. EXAMPLE OF CALCULATING TERM S WEIGHTS/V
0 Counts TFag Weights, Was= TFag*
IDF a4
Terms A | A2 || As | nas | IDFag | As Ae || Ay

News 0| 1 1] 2| 0653| O 0.653 0.653
Weather 0] 1 1] 2| 0653 O 0.653 0.653
Tidings 0] 1 0| 1] 0954 ]| O 0.954 0
Program 0] 1 1] 2| 0653] O 0.653 0.653
information | 1| 1 1| 3| 0477 | 0477 0477 0.477
temperature| 0| 1 0 1| 0.954 0 0.954 0
atmospheric/ 0| 1 o 1 0.954 0 0.954 0
Meteorologi | 0 | 1 0|1 | 0954 0 0.954 0
cal
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Now, let q <t;, t,, .....t> be a query submitted by a
specific user, during the performance of one taskamd
denoted A. This query is composed of terms; it can be b
represented as a single term vedtor 4
We will use both a linguistic knowledg@/prdNej and a
semantic knowledgeQDP Taxonomy to parse the user A
query. Because linguistic knowledge doesn’t captilre Cq A
semantic relationships between terms and semantic )
knowledge doesn't represent linguistic relationshgd the A
terms. The integration of linguistic and semantiowledge
about the user query into one repository will prcelthe so-
calledquery contexthich is useful to learn user’s task. The
notion of query context has been widely mentiomedhany
studies of information retrieval [21]. The purpdsdo use a

v

variety of knowledge involving query to explore theost &
exact understanding of user’s information needs.
Thus the initial query is parsed usingVordNetin order Figure 2. Representation of the tasks and the query as tectors.

to identify the synonymous terms&,s two, ... 0w .

The query and its synonynt, are queried against the where: §, tz', ook (OIMS of task index. L
ODP taxonomy in order fo extract a set of concepts Each term's weight is computed usitfg* idf as we
<C,Ca...,G> (With men) that reflect the semantic knowledge Previously mentioned, (Table 2).

: ) For example, let's take the user qugry{weather}. We
of the user query. Thesg, concepts and its sub (_:onc_epts take again the table 2 and we determine the teumtsol'k
produce the query-contex@y- <Ci, G, ..., G, > which is

L for the query context Land their term’s weights. That is
represented as a single term vecter. shown in Table 3.

Next, to find out which task vectof is closer to the )
- TABLE Ill. EXAMPLE OF CALCULATING TERM'S WEIGHTS FOR THE
guery-context vectof. , we resource to the similarity QUERY CONTEXT AND EACH TASK

analysis introduced in [22]. The concepts in thesrgu

Counts TFag Weights,

contextCy are compared with the previous predefined nine Was= TFas* IDF ag

tasks including their task states terms, for that uge the

3]

H H : Terms C Ar Az Ag Nas |DFag C, Ar A, Ao
cosine _S|m|lar|ty to compare between the query exint e o T ol i il 2 o o o 56t 06h
vector C« and the vectors which represent the tadkdy [Weather 1] 0] 1] 1] 2| 065| 065 O 065 0.8
finding the cosine of the angle between them deipgndn | Tidings 0 | 0 1] 0] 1109 0 0 09 0
the task index which is previously explained. As tingle |Progran |0 | 0 | 1| 1 /2 1068 |0 0 |06t |062

- i information | 0 1 1 1| 3 0.48 0 0.4 048 04
betweenC. and the predefined nine tasks is shortened, [temperature] 1| 0 1 0 1| 095 09§ 0 095 0
meaning that the two vectors are getting closegmmg that |atmospherici 1 | 0] 1] 0 1| 095 09§ 0 095 0
the similarity weight between them increases. Thues |Meteorologi|1 | 0| 1| 0|1 | 095 | 095| O 09% 0

compute the similarity weights as follows: cal

SW (A,) = Cos (C,,A)) -

SW (A ,) = Cos (C,,A,) To find out which task vector is closer to the quer
....... vector, we calculate the cosine similarity. Fist €ach task
......... and query-context, we compute all vectors lengthero
......... terms ignored). For instance the length vectoheftask A
SW (A,) = Cos (C,, A,) is computed as follows:

Finally, the task A corresponding with the maximum |a =/ d65 (069 093 (065 048 0.95+ 0.95+ 0.95 =227

similarity weight (Max (SW(A.))) is automatically selected We do same thing for the others tasks to compuie [|A|,
as the current task. That means: e Al

A = argmax . SWé ,A- Ic.|=+/(065)>+ (095 )* + (0.95 )* + (0.95 )2=1.7§
9 i=1.9(SW(Cq, Ai)) Next, we compute all dot products (zero product®igd).

. For the task A
Thus the task related to a query<ty, t, ....,t> is A "~ _
which is composed of few stateg, &, ..., S. State terms Gy A, '0'65[0'65+0'95[_0'959'95[0'950'95[0'95' 8157
that represent the states S, ..., S of the current task A Now we calculate the similarity values:
are denotedy;, &y, ..., ;. Fig. 2 illustrates the comparison C A 3157
between the different vectors which represent thery Cosine 0. = 2= : =078

- c,|oa,| 1780227

contextC« and the predefined taska: DA A

.
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Finally, the task corresponding with the maximum  Accordingly, we can represent the user task inolgdi

similarity value is automatically selected as therent task.
In this example the task,Aas the maximum similarity with
the query context £

Let's take an example to extract the query cont@xt
from the initial user querg= {Tourism in Toulouse}. The
steps of our algorithm are shown in Table 4:

TABLE IV. APPLYING TASK MODEL TO THEQUERY Q= {T OURISM IN
TOULOUSE.
Description Knowledge Result
used

Parsing the initia] WordNet A set of query termsti(., t)

query q using (tourism, Toulouse) and its
WordNet synonym terms (that will be used fas
the baseline query: (services |to
tourists, touring, travel, city in
France)
The concepts inOntological Set of concepts: query-contextyQ
ontology that information <C, G ...G> with  nen)
represent thefrom ontology| relevant to the baseline query:
baseline  query(such as, ODF(Travel Guides, Travel and
terms arg taxonomy). Tourism, Vacations and Touring,
identified, in Touring Cars, Weather, Food, Maps

order to identify| and Views, hotel, University df
the query-context Toulouse, Commerce and economy,

Co o)

Thus, the assigned task to the user qugris: Ag=

“Travel' as it has the maximum similarity weight with the

query context ¢
2) Contextual Task State

A task is a work package that may include one oremo

activities needed to perform this task. A taskestata stage
of the task processing, or an efficient way of #yey a
particular behavior. Thus the actual state of thieent task
expresses the actual activity needed to accomgilishtask.
Each main task consists of several states that bman
sequential or parallel, the transition betweent#sé states is
related to the events that could occur in the state

For instance, if we have a taslshbpping, we can
consider the task states for the ugexs following:

* Si: Tell you what parts you need.

* S, where to find them relative to your location ret

store?

¢ S3:Whatis on sale?

¢ S, Do comparative pricing.

* S Use your previous profile

customize shopping and delivery.

Once the user's task is detected (either manually
automatically), as mentioned in the previous segtib is
important to determine the actual state of theenirtask in
order to use the related contextual informatiorthia task
modeling. We can consider for each task stateemt lene
term which describes this state and expresses d¢hela
activity, this state term is denoted state attebayfor the
state S. For example, if the actual state is “Find
Restaurant”, then the state attribute will be “Resant”. We
will see later that related terms from the usefilggsuch as
vegetarian, Italian, etc.) may be assigned to ttate
attribute.

information to

()

their different states by a UML activity diagram ialin
contains all the activities needed to perform taisk. This
diagram illustrates the changes in the task-needs time
and describes all the sequences of the perfornmsdd Eor
instance, for the taskTtavel' (discussed in the previous
section) we can design a UML activity diagram foe user
y; that contains all activities as shown in Fig. 3.

( Book a fight )

Book a hotel

Search for tourist
information

Find a
restaurant

News about Tourist photos
Paris city

Figure 3. Example of a “travel task” that is modeled by UMttiaity
diagram.

In fact, because a mobile device moves with the, iise
possible to take into account the actual task statghich
the user is in when submitting certain queries he t
information retrieval system IRS. Such contextual
information may come automatically from various @3
such as the user’s schedule, sensors, entitiesirtect
with the user; it may also be created by the user.

In our approach, according to our assumption that w
have 9 main predefined tasks, thus for each usee have
one UML activity diagram for each main pre-definagk.
After the user's query is submitted to our platfortne
related task is assigned automatically to the gsery. In
this time the system can generate the suitable digram
that contains all task states. Set of State Reflated
Queries SRQ related to each state are presentibe taser.
The user is then asked to choose the appropriaey @RQ
according to his state. Finally, from the selediask state,
the system will follow the UML activity diagram faresent
the next query SRQ which is appropriate to the riagk
state. Thus we need a feedback from the user ierdal
determine exactly his actual state or his actusvigc to
perform the main task. This feedback is given Heaing
the appropriate query related to the actual sthtieo user
task.

Each query session is defined by thes<q, u;, S, S.1>,
whereS: is the actual state of the current task for theru,.
S.: the previous task state. The change from one d$tat
another is done over time when the usercomplete the
actual activity and start the next one. Fig. 4 shohe query
session over times.
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an example of a tree structure that represents sdropics

| i‘sessiqg |%essign Current Ses_slion from ODP for the node “Arts”.
i Statel i i State2 1 i Actual State
PSSt $
1 1 1 1 [
| i P i i

0| Time
Figure 4. Query sessions for a current task. Architecture

In the implementation level, we can conceive thet t

change from one state to another is done whenstiealicks Interior
on the ‘Next button to start the next search session of the
queryq.

For instance, let's take the example in Fig. 3hd user
y; is in the activity: “hotel reservation”, and ifdtprevious
query session was about “book ticket to Toulousehtthe
current query session will be about the hotelsdnlduse. At
the next query session, if the usesubmits the same query,

Events

Competition:

thus for this user the query session will be abthd Figure 5. Example for tree structure of topics from ODP.
“preparation the program to visit Toulouse” whistthe next
activity in his/her UML diagram shown in Fig. 3. 2) Phases of the User profile Representation

In our system exploiting user profile is carriedt ou
through three parts, each with a specific role:

a) The Library Observer

In the library observer phase the user documertigghw
1) Ontology and Taxonom exist in one library on the user machine, are rgred and
9y y . indexed. Also the library observer is responsiblérack the

Ontology is a formal representation of a set ofcemts library evolutions

\év(')t:(':g ti ?’?\Tsal?heagisitgebuirlzliitlorl]aslcr:::iss (E)fet(\)/\llqetgp (tahose We assume that the user documents, that are used to
PIS. 9 @9 construct the user profile, are represented as XiMk in

ﬁgg(_:;?(f n%l:gi Crgllzirg?;is:r']ps(':;r;tggg)&?rlIgl\gzstgg&ﬁgr?efs Qrder to facilitate the matching bgtween the usmuments

or types) appear as nodés in the ontology grapler@és the Ilbra_ry and the ODP graph to infer the ontolpgmsler

taxonomy is a subset of ontology, it representsllection of profile denotedProf,. We index these XML files, and

concepts that are ordered in a hi’erarchical wagplReoften consequently we have a XML corpus that will be uted
construct the ontological user profile.

refer to taxonomy as a “tree”, and Ontology is ofteore of For tracking the evolutions of a user profile; whe

a foresj. Ont.ology might encompass - a nu.mber. Ofuser interacts with the system by adding new docasner
taxonomies, with each one organizing a subject in

particular way. Taxonomies tend to be a little ehsabout ?emovmg others from the user indexed documents ter

. . . L profile will be updated based on these updated meats

rygst r:Lat'g;asnh]'Sleex(')sfts,[abx%t\r']v;ﬁ; ?grg]éspargpf:l%"irtgéoryand the annotations for user profile concepts woid
y S ; . modified by spreading activation. Thus, the evolutof the
Project which is a public collaborative taxonomy tbe user profile depends on the evolution of the liprénat

http://dmoz.org/. o
“ ” : . supports it; that means when the user adds or resnov
The "DMOZ" Open Directory Project (ODP) reloresentsdocuments, these modifications are propagated ® th

some of the largest manual metadata collectionsst mo : . . X Co
comprehensive human-edited web page catalog clyrentggtgllc?géfgé profile, and the operational profileliviertainly

available. ODP’s data structure is organized age twhere ) )
the categories are internal nodes and pages dneddas. By b) The Ontological Profile
using symbolic links, nodes can appear to haverabve  The ontological profile is a semantic hierarchical
parent nodes [23]. A category in the ODP can besidened  Structure of the user profile. We use ODP taxonaaya
a concept that is defined by: label of the conc@py. basis for concepts-based part of our system. Asdkaset of
‘Microsoft Windows’), Web documents related to the ODP is available in RDF, and it is free and opbostwe can
category, parent concepts (e.g. ‘Operating Systemsreuse it to infer the ontological user profile. Shthe user
‘Computers’) and the children concepts, (e.g. ‘Wiwd  profile is represented as a graph of ODP conceéged to
XP’, ‘Windows Vista’). the user information (indexed user documents iritinary).
Since ODP truly is free and open, everybody can In consequence, we consider a dynamic ontologisat u
contribute or re-use the dataset, which is availablRDF  profile as a semi-structured data in the form dfikaite-
(structure and content are available separatedy),it can be value pairs where each pair represents a profiledperty.
re-used in other directory services. Google fomepla uses The properties are grouped in categories or coacedfir
ODP as basis for its Google Directory service. Bighows example: global category (language, address, dge, @&

C. User Profile Modeling

We use ontology as the fundamental source of arsma
knowledge in our framework. Firstly, we have totidiguish
between taxonomy and ontology.

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



International Journal on Advances in Intelligent Systems, vol 4 no 3 & 4, year 2011, http://www.iariajournals.org/intelligent_systems/

136

preference categories (preferences of restaurdmitgl, Thus: tf,;=2/80, tf,,4=1/50, tf,33=1/35.

travel, music, videos, etc.). This allows us tophesers to We can calculat&’Shy the previous formula:

understand relationships between concepts, moredwer VS = [(0025* log(40/3)) + (002* log(40/3)) + (00286* log(40/3))]
avoid the use of wrong concepts inside queries, ébga VS =0,0828

query “looking for a job as a Professor’, ODP cquse Thus the valueV of the leaf node concept in the
suggests relevant related terms such as teaclesganch, ontological user profile will be annotated with @oge V9
etc. or weight that reflects the degree of user intefestthis

From the ODP concepts, we annotate those relat8teto concept value, in our example the score of the evalu
user documents. This is done by giving values ¢és8hODP  “Dijxieland’ is VS=0.0828 as shown in Fig. 6.
related concepts and weight to each value basedmon
accumulated similarity with the index of user doeamts
[24], consequently an ontological user profile ieated
consisting of all concepts with non null value. e
Thus, a graph of related concepts of the ODP (Opel -
Directory Project) is inferred using the indexed XM IR \g
documents, this is shown in Fig.6. Each leaf nadehie I_Bi—l e @
ontological user profile is a pair, (concept, vaJughere the
annotated value for that concept infer by the caimpa Eraniple pice stiueurelotipple frumUDF) eomparicon | o
with the user documents, this value will be alsna@ated by
a score Y9 that reflects the degree of user interest. In &jg /7
for instance, we consider the noddusic’ and its children Sl o |
nodes from the ODP taxonomy nodes, we can infer the | ..
ontological user profile from these nodes based ttom 'j‘é;f:) Ontological user profile
matching with the indexed user documents in theatip <jazz> divisland<azz>
Next the concept JazZ is annotated with the value iy
“Dixieland’ from the user information because the user has | ..
shown interest in Dixieland Jazz, this value isaated with ==
a score Y which is “0.08”. We can add another value for Vs deeument: Gl corpe)
this concept JazZ and then score to this value if the user isFigure 6. Inferring the ontological profile from user docurteeand ODP.
also interested in another jazz type. ) i )

Now we will overview how we can compute the value  Thus, the ontological profile for each user cossisft a
scoreVS The score of the concept valuéy is computed list of concepts an_d their current wgghted valuEsr
using the term frequency and the inverse documerfX@mple,a user profile could look like this:
frequency € - idf) as follows: Profile = (<user>, <Concept>, <We|ghted value>)
E.g.: (Someone, sport, surf 0.8 - ski 0.2 -footbe)

ID | (Someone, restaurant, Italian 0.7- Fréh2h
VS = Z [tf, Olog (—)I (Someone, cinema, action 0.6- horror 0.4)

dop n, In fact using ontology as the basis of the pradfillews

the user behavior to be matched with existing cptscian the

where:D is the set of user documents used to construaomain ontology and relationship between these ejtsc

the user profile[|: is the total number of this d&t Based on the user’s behavior over many interactitms
ny: is a number of documents in which valueccurs. interest score of the concept values can be ingr@deor
tf,: is the frequency of valuein documentd e D, thisis  decremented based on contextual evidence. As &,rasu
computed as follows: graph of related ODP concepts is inferred by udimg
matching with the user library in order to représtbe user
n,, profile.
tf,q =N_' c) The Operational Profile
d

The operational profile is derived from the ontobtad

) profile, as a list of related relevant terms thamh de easily
where n,q is the number of occurrences of thesed by the other models.

considered term (valuev) in documenti, and the Once the ontological profile is created, the quemytext-
denominator is the sum of number of occurrenceslbf rgjated concepts, from this ontological profile, snibe
terms in documerd, that is, the size of the documenit|| activated in order to extract the operational peoffhis is

Example: done by mapping the query-contexfiCon this ontological

Let's consider a set of user documents contains 4flser profile (note that, the query context i€ computed
documents, and the valueDixieland' appear in 3 during the construction of the task model). Thitovas
documents:d7, d24, d33, (2 times ind7, only once time in  activating for each query-context concept its setivalty
d24,d33), the size of documents, d24,d33 is 80, 50, and  re|ated concepts from the ontological user profidpwing

35, sequentially. our algorithm, depending on the relevance propagdg5],
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which will discuss in the next paragraph. Hencegséh (Relevance(Prof[j], Cy)). Let us inspect this issue in the
previous activated user profile concepts with thralues will  following:
form the operational profile which will be used to a) Relevance Propagation Technique

refolrrgulage th? userquery:[ f th tional prafilesed In our user profile modeling approach, we use a new
¢ r]'c ee I ?n %/han excerpt of the %per? 'Oné"mg? fese contextual technique to select the context-relevamcepts

0 reformuiate the user query, In oraer to reauteta focus - g5 the ontological user profile that is represenés semi-
the act|v_ated concepts. The split of the profilévio aspects iy ctured data like RDF tree. RDF is metadataa(adiout
(ontological/operational) allows a clear Sep?‘fa““““ data) to describe information resources, it istemiin XML.
concerns between understanding the available us s the dataset of ODP is availablé in RDE. and our
information and taking into account that can beduselead ontological user profile is inferred from this RRfFaph of

asearch. _ _ _ ODP as shown in Fig. 6, thus we can imagine the
3) Algorithm of the Operational Profile Retrieval representation of the user profile that is showRim 7, this

_ As we mentioned previously, the ontological usefil®  4raph contains the concepts and the leaf noddsigtaph is

in our approach is represented as an instancer&fegence  5nnotated by values and interest scores for thigsa

domain ontology in which the concepts are annotdied We apply our technique, depending on relevance

interest value and scores derived and updated ditpli  ,ropagation, on this ontological profile graph ttivate for

based on the user's information. In order to exte  gach query-context concepty[§ its semantically related

operational profile, the query-context [}, which is  concepts from the ontological user profiRrof, This

computed during the construction of the task mo@l, method consists of computing the node weight, Aechbde

mapped on the ontological user proﬁ?epfu to activate for  |gjevance to the query-context concepts. This &turd

each query-context concept its semantically relaettepts  athod consists of three steps:

by applying our technique that is depended onéf@vance 1 cajculate Weight (], Prof,[j]): the weight of the query-

propagation [25]. The execution of this techniguidepicted  -ntext concepts {n the user profile conceprrof,.

in the following Algorithm: Each leaf node in the ontological profile is a pair

_ . X - (Profy[jl, V(Profy[j])), where Profy[j] is a concept in the

Input: Prof,: Profile for useru, given as a vector of reference ontology and W(of[j]) is the interest value

concepts and weighted value. annotation for that concept. The weight of the guemtext
Cq: Query-Context ¢= <G, G, ...,.G> to0 be answered by ¢oncept i] in the user profile concept nogkeof,[j] is 1, if
the algorithm. this node contains the concepfifand 0 otherwise.
Output: Res: Vector of sorted context-related user’s

concepts.

1 I Cyli]is inProfj]
0

Weight(c, (i1, Prof [ j1) ={

1: SendC, to aProf, Otherwise
2:  For j=1to SizeProfy) 2. Next we calculate the weight of query-contexhaapt
For i =1to SizeC,) Cq[i] in the ancestor nodes by thg relevance propagatin
Calculate: Weight(Cyi], Prof,[j]) from this node to the ancestor node:
End 1

Propagatiolr(Prog [i1, Prof [n]) =WeigHC [i],Prof [ ]) *

End MaxQist(Prof [j], Prof[n]) +1)
For j = 1 to Size Prof) . ]
Fori = 1 to Size C,) where: Prof[j: user profile concept aj. Prof[n]: user
IF (Weight(C{[i], Prof[jl)) # 0 profile concept ah which is one of the ancestor nodes of the
l Then: Relevance Propagation nodej (concepy).
End Dist(Prof, [j],Prof[n]) : Semantic distance between the two
nd user profile nodes.
For j = 1to Sizelprofy) 3. Aggregation:
CalculateRelevance (Prgfi], C,) Once all the weights of query-context concepisate
énd calculated for all user profile nodes (contain Hreestors
3: Reg = Vector of user profile context-related conceptsn0des), we have to calculate the relevance scoeadif user
and its Relevance score for the query contgxt C profile node for all concepts of context quen=GC,, G,
4: Sort Res using the Relevance (Prof, G, as ...,.G> denoted N. This can be estimated in two methods,
comparator. either “And method” or “OR method”.
And method:
We additionally need a function to estimate thegheof Here, the weight aggregation of nodes uses thevioil

the query-context concepts, @ the user profile concept formula: . .
Prof,: (Weight(C([i], Prof,[j])) and the relevance of the user N = Relevance(Prof,[n] ,C [i]) = D|:| [Weight(Prof, [ n], x)],
profile conceptProf, for all query-context concepts,C Xl
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Thus, depending on the previous formula, the esleg
scoreN is not null for only the nodes which contain dét
query-context concepts directly or in their ancestodes.
Thus this will give the smallest relevant sub treatains the
previous concepts£<C,, G,..., G>.

We use the formulAand, only when we need user profile
fragments that contain all the query concepts, @eglect
those contain some of query concepts. This caseois
appropriate to our system, so we will use @R method for
computing the relevance score of user profile nddeshe
guery-context concepts.

OR method:

The weight aggregation of nodes uses the followin

formula:

N" = Relevance(Prof ,[n] ,C [i]) = » [Weight (Prof [ n], x)],
x,OC,[i]

The relevance scofé is not null if the node contains one of
the query-context concepts directly or in their estor
nodes. So this will give fragments of user profitat are
sorted by decreasing orderNf
Example:

Let's consider the initial query q, and the queoytext
C, which is composed of three concepts={C;, C,, C}.

We consider also the user profile which is composed
of many concepts represented as RDF graph (meja&ea
7 shows the user profile graph

The leaf nodesxs, ng, ne, N1, Ny @annotate by values, and
interest score to these values. Now we calculae t
relevance of the user profile nodes for the quentext G
using the formulas of weight and propagation. Baneple
we calculate the relevance score fore the mgde
Weight(c, .n) =1

Weight(c,.n.)=1 Weight(c,.n,)=1

nl

Figure 7. Example of a user profile graph Profu.

Then we follow the algorithm to compute the relean
score of the node, for the concepts £ C,, C;. We have to
propagate the weight not null ig:

Weight (n,,C;) _
Max (Dist (n,,n,)+1) -
Weight (n,,C,) _
Max (Dist (n,,n,)+1)

Pr opagation C3(n7, n,) =

1
2
1
2

Pr opagation (ng,n,) =
C.
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Weight (n,,C,) _1

Max (Dist (n,,n,)+1) 3

Pr opagation (ng,n,) =
Cl

And:

Relevance(n,,C,) =

OR:

=1

Weight (n,,C,') = T

i=1,23

*1*
2

Wl
N[~

3
Relevance(n,,C,) = iz=1:Weight(n4,Cq') = %+% +% =%
We do the same steps to compute the relevance store
the other user profile nodes, the results are shiowiable 5
for the “And method” and the “Or method”.

If we consider the And’ method then the smallest

%elevant sub tree that contains all query concisptise sub-

tree that is presented by the negeand its descending nodes
to leafs, because the nodghas the most relevance score as
shown in Table 5.

But if we consider theOR’ method then the nod® has
the most relevance score, as shown in Table 5 bétothis
case the most relevant result is the sub-tree wilich
presented by the node and its descending nodes until the
leaf nodes.

As we mentioned previously, the leaf nodes may be
annotated by many values, and each one annotatesauire
VS so we select the value that has the greater ®ras a
result the concepts of the user profile relatedht query-
context concepts arey, ng, Ny, Nyp and the values afg, Nyo

hWhich have greater scoxs

These concepts and their values constitute theatbpeal
profile; we will depend on this operational profitegenerate
the reformulated queries SRQ, based on the usélepand
his/her context, those queries can be easily ustitkisearch
process to get relevant results which are needed to
accomplish the task at hand.

TABLE V. RELEVANCE SCORE OF USER PROFILE CONCEPTRROF,
USING BOTH“AND METHOD” Ny, “OR METHOD"” N* RESPECTIVELY.

Nodd] cL fc2] c3a| N Nodd[ c1 Jc2f ca T w
n1 || 0.2 Jo0.25] 0.25]0.0125 ni o2fo2500250 0.7
n2 || 0.2540.3330.3330.0277 n2 [ 0.25§0.3390.339 0.916
n3fofjofjo 0 nsfofofof o
n4 [fo.334 0.5 | 0.5 [0.0833 na 0334 05| 05 [1. 333
ns || 0 1 0 0 ns | 0 1 0 1
neff ofofj o 0 nefl o fof o] o
n7 o5 O 1 0 n7fos5f O 1] 15
ng f| 1 0 0 0 ng || 1 0 0 1
n | 0 0 0 0 no ff o 0 0 0
nl0f] O 0 0 0 ni0ff o 0 0 0
ni1f] 1 0 0 0 ni1|f 1 0 0 1
ni2f] 0 0 0 0 ni2f|f o 0 0 0
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D. SRQ Model (State Reformulated Queries)

Short queries usually lack sufficient words to capt
relevant documents and thus negatively affect gtgeval
performance, and thus fail to represent the inféionaneed.
Query expansion is a technique where original qusry
supplemented with additional related terms. Existijuery
expansion frameworks have the problem of poor eotwer
between expansion terms and user's search goal,
instance, if the querjaguar be expanded as the ternaifo,
car, model, cat, jungle.} and user is looking for documents
related to car, then the expansion terms such asrgh
jungle are not relevant to user’s search goal.

1) SRQ Definition
In the following, we will introduce a new notion &

For
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computed using the Task model which was
previously explained.

« Terms which represent the query-relevant concepts
from the ontological user profile with its values
(operational profile). The algorithm of extracting
these terms from the ontological user profile was
previously explained. These terms are denoted user

profile attributes &4, ap, ..., ay).
b) Query Refinement
After the user query is expanded by new termsjdbé
of query refinement must be applied in order tosaber only
the terms that are related to the actual task ggntnd
disregard those are out of focus for the given exiniThus
Query refinement is the incremental process ofsfaming

Reformulated Queries (SRQ) which are provided by than initial query into a new reformulated query SR@Qt

reformulation of the initial user querieg related to the
current task, depending on the actual state otaisisand the
user profile. The states of the current task apressed by
activities which are required to accomplish thisktand
grouped in UML activity diagram including the rétats
between them, each state represents one searansdse
change from one state to another is done overwihen the
useru; complete the actual activity and start the nex¢.on
Thus for two different task states, submitting siaene query
the relevant results will not be the same.

Let g= {ty, t..., t;} be an initial query which is related to
the task at hand. The state reformulated quenhattask
state§ and for a specific user profilg is: SRQ<Q,R,S>,
this quer¥ contains the initial query and the expansion
terms Eq:{tqi y 42 4 g3, ...}. Thus we have to get the
expansion terms® = {t, 1, t,2, ty3...} Which are relevant to
user’s search goal by exploiting user’'s impliciedeack at
the time of search. The relevant resifsat the state§ are
produced by applying {BQ<Q,P,S§>on an information
retrieval system. We expect that the resilfsat the task

reflects the user’s information need in more adeway.

Sometimes irrelevant attributes may be presentdtian
retrieved user profile concepts, and thus irrelevarms are
recommended by the operational profile, in ordekkéep
only the relevant user profile attributes for therent task
stateS, we compare between these generated attributes and
the actual state attributes, next we consider ttribate of
the previous task state, and then we exclude from t
generated user profile attributes those non sinuiiéin the
state attributes. Also we have to exclude the dafgid terms
if they exist in the resulting SRQ.

Another method for filtering the previous termshyg
asking the user to choose the relevant terms befdding
them to the final reformulated query.

Finally, state reformulated queries SRQ are built
according to the syntax required by the used searghme in
order to submit the queries SRQ and to retrievevesit
results to the user at the actual state of theentitask.
Boolean operators can be used to construct thé dunery
and adequate care is taken to ensure that the dunady

state§ are more relevant than those produced by using th@eets the syntax requirements, after each stepusbeis

initial queryq at the same stag

A search is handled as follows: the user exprdsiséser
query, our assistant identifies the context of #garch, and
it creates the context description and proposevaal terms
to be added to the initial query. The initial ugaery will be
reformulated depending on these relevant termsderao
generate SRQ (State Reformulated Query) to imptbee
retrieval performance. The assistant then subrhits ntew
reformulated query SRQ to a search engine on thie &vid
gets the results. The documents are then presented user
in the order of decreasing estimated relevance.

2) Query Reformulation Phases

The two phases to generate the State Reformulated e

Queries (SRQ) are: query expansion and query retiné
a) Query expansion

The initial query is expanded with two types of geted
terms which are denoted expansion ternts £ {tq 1, tq2,

[P

¢ Terms which represent the actual state of the strre
task A (asy, sy, -..8g). There is at least one term for

each task state which describes this state, this st
term is denoted state attribig These attributes are

asked if the query reflects his intension. If $® final query
is constructed using the appropriate syntax anchited to
the search engine.

For the Boolean operator, we uséntl’ with the terms
that are extracted from the actual state of theeatirtask,
and ‘Or" with the terms that are extracted from the
operational profile, because the task state temasaklvays
required while the operational profile terms can be
sometimes abandoned. For example, we can imagme th
state reformulated query as follows:

SRQ: g AND hotel OR 2 starsORsingle
where:
g is the initial user query.
« “hotel the state term that represents the task actual
state (state attribute).
e "2 stars and “singlé’ are the relevant terms from
the operational profile.

E. System Architecture

Fig. 8 illustrates the system architecture. It comab the
three models which are described in the previousicses:
The task model, the user profile model and the &RQel.
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| UserQuen g ={ty, t, ..., h} |
L Tasks :={ A, A,..., A
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Figure 8. System Architecture.
IV. EVALUATION reformulation, or more generally to the use of othe

assistants, we should verify that using a user estnt
improves the search results, by focusing the sysienthe
most relevant part of the profile. The standardiuateon
measures from the Information Retrieval field reguihe
comparison between the performances of retrieval:
e Using the initial user query without any
personalization and contextualization.
Using the user query with simple personalization,
depending only on the user profile, (i.e., regaslle

The evaluation of the personalized informationiegtl
in context systems is known to be a difficult anghensive
[26] due to the dynamic aspect of the system enwmient
and its strongly adaptive properties. A formal aasibn of
the contextualization techniques requires a sicguifi
amount of extra feedback from users in order to smea
how much better a retrieval system can perform it
proposed techniques than without them. Our proposed
approach which was described in this paper haven bee !
implemented in an experimental prototype, and delsyereal of the user context, more precisely regardless of
users. Evaluation in the context of an evolvingl-vearld his/her task at hand). _ _
system is always a challenge. In order to evalaaie to * Using the state reformulated queries SRQ which are
quantify the improvement provided by our system parad generated depending on the user context and his/her
to the direct querying of a search engine without
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irrelevant terms are excluded (query refinementspha
finally, the system generate the appropriate state

configurations reformulated query SRQ for each task state:

Si: Book a flight=S,RQ :{ trip Paris + “Flight” OR Ticket

agents are used simultaneously by the assistanin whe ORInexpensive

handling user query. Thus our experiments have deee
with three agents: the « default » agent simplkdah to
Google, and a « personalized » agent which usesigbe
profile to rank the results without taking the aoittinto
account. A third agent « personalization with cabiés also
used.

A. Experimental Study

In order to evaluate the use of the task conteyettwer
with the user profile to contextualize returnedutes a
prototype around the search engine, Google for plans
built using the Google API. This program buildsog bf the
initial user queries, the returned results by Geptiie result
on which the user clicked, and the summaries,stidlad
ranks of the returned
information is used to compute the evaluation roetat the
experimental queries and to evaluate the performafour
system. To conduct the experiments and calculag
evaluation metrics, 10 users are asked to useystera to
perform similar tasks by submitting initial queriekhe 10
users are classified in three groups, novice, nmediand
expert, depending on their experience levels in mder

science and search engine. Each one is asked tuoitsub

queries on 3 different scenarios, where we putusers in
specific scenariosto make them thinking about imgit
appropriate queries for these scenarios. We depeamnd
scenarios such as travel, shopping, restauranttsegr etc.
we will illustrate an example of these scenarioshi& next
section. Consequently a total of 30 queries arectsd as
experimental queries. The prototype records resultghich
the users clicked, which we use as a form of initpliser
relevance in our analysis.

After the data is collected, we remove from the

experimental queries that were no contextual in&tiom
available for that particular query, and thus wd haog of
30 queries averaging 3 queries per user. We wibizte, at
each experimental query, the evaluation metrighénthree

cases: using classic search engine Google, usidg on

personalized search without user context, and using
system based on user context and his/her profile.
1) Example of the experimental scenarios
Here we will take an example of the scenarios #rat

results from Google. This log

S;: Book a hotel=>S,RQ { trip Paris + “hotel” +2 star OR
singlg.

Ss: Search for tourist informatioa>S;RQ :{ trip Paris +
“Monument50OR WeatherOR plan OR Metro}.

Sy Find a restaurant>$4,RQ { trip Paris + “restaurant +
Italian OR Vegetaria.

Ss: Tourist photos=SRQ { trip Paris + “Photos}.

Ss: News about Paris CityySsRQ: {trip Paris+ “News” OR
Weathe}.

where:
“Flight”, “hotel”, “Monument§ “restaurant, “Photo$ and
“News” are the terms that represent task state attributes
“Ticket”, “Inexpensive”, “2 star”, “single”, “Weathe”,
‘plan”, “Metro”, “Vegetarian” and ‘“Italian” are the
relevant terms from the user operational profile.
¢ To evaluate our proposed framework we have to céenpu
r}he evaluation metrics based on the experimentgissmos.
B. Evaluation Metrics

There are many evaluation metrics in the literafarehe
classic information retrieval evaluation, these nostoften
depend on relevance judgments for the returnedtsesune
of the most known of them is the “Precision and d@Réc
(PR), this metric takes into account the rate déwvant
retrieved documents (precision) and the quantityetdvant
retrieved documents (recall). Another metric is Bmecision
atn (P@N) [27], P@N is the ration between the number o
relevant documents in the firstretrieved documents anmd
The P@N value is more focused on the quality ofttpe
results, with a lower consideration on the qualityhe recall
of the system. These evaluation metrics for cla$sican be
also applied by IIR (Interactive Information Retd)
authors [9], but IR system authors must incorgotaiman
subjective judgments, either implicitly (analyziimgeraction
logs) or explicitly (asking the users to rate thesults to
provide a best order).

The classic IR evaluation metrics are not sufficiem
evaluate our system due to the contextual aspedhef
system and the need to provision a real user judgerihus
to evaluate our proposed framework, the used nsetnigst
cover on one hand the evaluation of the proposedresion

used in the experimental study. We consider th& tasierms which are used to reformulate the initialr ugeery,

“Travel which was discussed in the sectitask modeling
(section 3). We have illustrated in Fig. 3, a UMttidty

diagram for the usey; that contains all activities needed to

perform this task. Now when the user submits hitaln
queryq, which is related to the current task, in our fplam,

let it beq: “Trip to Paris, the task model will assign the task
“Travel to this query as the first step. Next, the UML

activity diagram for this task which is shown ingFi3 is
retrieved. The system then uses the attributesiassed with
each task state and the user profile attributegfoducing
the relevant terms (query expansion phase), negt

and on the other hand they must cover the evaluaifo
returned results. Thus we will use three metrics:
Quality: measures the quality of expansion terms.

» Precision@k: measures the retrieval effectiveness.
Dynamics: measures the capability of adapting ¢o th
changing needs of users and the changing states of
his/her task at hand.

Now we will compute these three evaluation metrics:

quality, precision@k, and dynamics, based on the
thexperimental scenarios.
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1) Quality
Let g be an initial user query, given an IR systé?e(tgl), is
the set of documents actually visited by the useqf Thus

D represents the relevant results which are evaluatatie
user at his/her actual context and taking into actdis/her
profile usingq. Therefore, the ideal information retrieval

system should retrieve these documéiitsn the foreground
and present them to the user at the specific cbntex

Given a query expansion system, B be the set of
expansion terms for the quegyi.e.:

E® ={r,,,7q2 Tqgr}

Then the quality of the expansion terms is defired
follows:

‘ P (E(Q), Dc(q))‘

Quality= ‘E(q)‘

where:
p (E(q) , D(q))

that's mean:
p(E®,D@) ={rf DE®,0d 0D st. 7 O d}

For example, if we take the scenario presentechén t
previous section and the user qugsy trip Paris”, during
this scenario, we take the second statei8ch is searching
a hotel in Paris, at this actual task state we wrethe query
g by using Google and we present the returned setulthe
user, then the user visits the relevant documedrs. & the

user visits 5 documents tHQﬁq) =5 At this actual state,S

our system proposes set of expansion teﬁ%s this set
contains 5 terms which are: trip, Paris, hotelte?, ssingle.

. The matching terms betwedR” andD

Thus: E*=E. From these 5 terms, if there are 3 termsE(q)

existing in the 5 visited documenris’ at S, then:
P (E(q) , D(q)) =3
Thus the quality of the expansion terms over thisrygq is:

E(q)' D@
Quallty = p(E(q)C) =0.6

We do the same steps for the other queries atffleeetht
states of this task and then we can compute theagwe
quality of the expansion terms over 10 queries stibdnby
10 different users. In consequence, the averagéyjobthe
expansion terms by our system is 0.73 for this aten
Finally we can compute the average quality of tkigaasion
terms over all experimental queries (30 queries)that
different scenarios.

If we depend only on the user profile to generdie t

expansion term&%for the same user's queries at the same

context and the same conditions, thus 2 will be
different from the first case. In the same stepsceleulate
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the average quality of expansion terf which are
extracted from the user profile and do not takirtg account
the user context at the same user’s queries foprieous
scenario tfip Paris). In consequence the average quality is
0.34 in this case.

We notice that the average quality of the generated
expansion terms, depending on user profile and amext
(first case), is higher than that generated depgndnly on
the user profile. Thus our system has an improvémén
about 39% in the average quality of the generatpdresion
terms compared with that of standard personaligstbss.

2) Precision@k

The second metric is therecision@Kk Let DY be the set
of top n documents retrieved by the IR system using the
gueryg. To define retrieval effectiveness, we determime t

number of documents iR which are closely related to the

documents P’ . We use cosine similarity (previously
explained) to define the closeness between two rdents.

Let Or"be a set of documents froRi” for which the cosine
similarity with at least one of the documentf is above a
thresholoesim, that's mean:

D ={d|d, 0D®,0d, 0DY stSim(d,d))=0,,|

Thus, to measure the retrieval effectiveness, wWmalehe
Precision@kas follows:

‘D(q)
Lri

k

precision@ =

To facilitate the experiments, let's=20, thenPs
represents the first 20 documents from the retdeesults
by the IR system (Google for example) by using dtate
reformulated query SRQ which contains the expansions

In the previous section, we mentioned it
represents the relevant results for the initialr upeery q,

theseD” are evaluated by the user at his/her actual cbntex

and taking into account his/her profile. In ordedefine the

(SRQ (@) .
closeness betweeRz - and D:"we compute the cosine

similarity between the documents of the two setee W
determine the number of documents fr&4 ° which are
closely related to the document®ii. Let D ;SRQ’ be a set of

documents fronPs ° for which the cosine similarity with
at least one of the document® is above a threshofim.
In this study we defin® ;SRQ’ with the threshold valueSim

= 0.5], because as we know the value of cosindasiityi is
in the range of [0, 1], we consider the middle paia the
threshold value, thus:

D& ={d|d 0Dg®,m, 0D® stSim{d d,)= 05}

20
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‘D(SRQ
precision@ = r

Thus:

K

Note that, the set of relevant documehisis obtained
from the query log or from the user exploring & #mippets

of the returned results whereas the'%g?g is obtained from
our experimental retrieval system after simulating query
sequence and submitting the reformulated queries.

Now we compute the retrieval
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experimental queries in the same experimental sicsnand
the same users. Fig. 9 shows a comparison between t
Precision@5, Precision@10, Precision@20 averagesirof
proposed system and those of the standard seathbuvi
any reformulation and personalized search basgdamthe
user profile. We notice that the precision averageour
proposed framework is more precise than the puetisi
average of the standard Google search in the speagk
state, and more precise than that of the querymefiation

performance gystem hased on the user profile in the same task Thus

(precision@k of our proposed query reformulation system ¢ retrieval system is more effective at a spedbntext

based on user profile and his/her context forxgleemental
queries of the experimental scenarios. We giveviihges 5,
10, 20 to k, in order to compute thBrecisior@5,
Precision@.0 andPrecision@20.

We consider again the scenartoaVel’ in the previous
section and the querg="trip Paris’. We take, as an
example, the second statev@ich is searching a hotel in

Paris, at this task state W’Réq)‘:f’ and the &RQ is: {trip
Paris + “hotel” + 2 star OR singlg. We execute this RQ
by using Google and then we comptl]lére”m in the three

cases (k=5, k=10, k=20) by calculating the cosinglarity

betweenD® andDs > for k=5, Dio" for k=10 andDs
for k=20. Thus:
‘D (SzRQ)‘ 3
recision@ 5 = ' =—=0.6
p @ c c

where:
D ={d|d, 0D, 0, 0D s.tSim( d, )= 05}

D;*? s the set of top 5 documents retrieved by IR syste
using $SRQ.

For K=10:

‘D(%RQ)

rlO = 1% =05
Whereb‘rw ={d|d,0D$™, 0, 0D® stsim@ d,)z 05}
‘ D (SRQ)

rzo =g = 04
where: D> ={d|d 0Dg™, 0, 0D® stSim(, d, )= 08}

0

precision@.0=

For K=20:

precision@20=

Otherwise we can computed **
judgment of relevant results from the top
returned results by using SRQ. That means theavsduates
the relevant results himself without using the gesi
similarity, but this will require more feedbacksiin the user.

In the same method, we can calculate the precifionr
system for the other task states in the actualntakenario
and for the others task states in the three expetah
scenarios.

In order to quantify the improvement provided by ou
system compared to the direct querying of a seandine
without reformulation or with simple personalizatjo
depending only on the user profile, we calculaterdtrieval
performance of the standard Google search systehtren
retrieval performance of the query reformulatiorsteyn

than that of the classic information retrieval sys$ and the
personalized retrieval systems at the same context.

1
O Reformulation
using User Context
0,8 + User Profile
(SRQ)
06 +— 1 B Reformulation
’ using only User
Profile (rq)
0,4 T T
| Without
Reformulation (q)
1 .
0

precision@5 precision@10 precision@20

Figure 9. Comparison between the Precision@k averages dfiffieeent
systems.

3) Dynamics
The third evaluation metric is the dynamics in gquer
expansion. For a query our system of query reformulation
returns different expansion terms at different cdleaessions

of the task at hand. L& and & be the set of expansion
terms for a query at two different task statésandj, we
define the dynamics between the two statpas follows:

W, j)=1-Sm(E®, E®)

For example, to calculate the dynamics in query

based on the usesxpansion terms for the two stateg S, of the previous
K experimental scenaridrével) and the querg= trip Paris,

we have to calculate the similarity between theaagpns
terms proposed in the two states. The all expartgions in
this two states S S are 9 terms, there are 2 common terms,
and thus the similarity between these two staté¥9sand
the dynamics will be:

(srq)

0 (s,s,) =1- Sim(E{

EGM)=1-(£) = 078

(NN

In the same method we can calculate the dynamics in
qguery expansion terms of the other states andhforthree
experimental scenarios. Fig. 10 shows the averdgieo
dynamics in query expansion over the experimeniatigs

based only on the user profile, by using the samgich are submitted during the three proposed sizma
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In fact the personalization-based query expansiomroviding relevant results for mobile users. Initidd, we

systems have a dynamics of zero in all cases, bedhese
systems always return the same expansion termk fask
states irrespective of user's search goal or tdskess
because the expansion terms, in this case, are logsthe
user’s profile only.

notice that our proposed system is more effectinerwthe
task has many clear and different states (sucthexsravel
task). In this case our system has high dynamieggansion
terms among the states of this task. Whereas thgoped
system is less effective with the simple tasks Hsas

We notice from Fig. 10 that our proposed systeméaas shopping task), in this case our system has smadrdics in

small dynamics in the expansion terms among thessta
the simple tasks, such as scenarigt®pping, and it has a
high dynamics in expansion terms among the stdtdbeo
complex tasks, such as task in scenaritrdv¢l). Thus our
proposed framework is able to adapt to the changeegs
of the users and generate expansion terms dyndynical

1
DOReformulation
using user
0.8 _ context + user
profile
06 17 mReformulation
| using user profile
0,4 | [ ]
0,2 1 BWithout
reformulation
0 T :
Average Average Average
Dynamics Dynamics Dynamics

(scenario_1) (scenario_2) (scenario_3)

Figure 10.The average dynamics in query expansion termsuosystem
in the three experimental scenarios.
C. Discussion

From the various experiments, we observed that o
proposed framework provides more relevant expartsions

the expansion terms among the states of this ypsist

One of the system disadvantages, which has emerged
during the experiments, that when the expansiomder
increase greatly the precision of our system wdtréase,
but we cannot determine a specific ideal number of
expansion terms. Indeed the limitation of our ekpents is
the manual relevance judgments by several uséssistidue
to the dynamic aspect of our system and the absehee
standard test collection for the context-based quetlized
information retrieval systems.

However the experiments show that our approach of
context-based information retrieval can greatly riove the
relevance of search results.

V.

We have proposed a hybrid method to reformulate use
queries depending on an ontological user profild ager
context, with the objective of generating a nevonefulated
query more appropriate than that originally expedssy the
user. The objective of the new reformulated quesgaded
State Reformulated Queries SRQ is to provide tlee with
context-based personalized results, we proved in
experimental study that these results are moreaetehan
the results provided by using the initial user guerand
those provided by using the user query with simple
personalization, depending only on the user profilethe
same context, because the user profile is notaateall the

CONCLUSION AND FUTURE WORKS

an

UYime, thus we consider only the preferences thatimrthe

semantic scope of the ongoing user activity for

compared with the query expansion mechanisms based harsonalization, and disregard those are out aisidor a

user profile only. Most importantly,
dynamically adapt to the changing needs of the ser
generating state reformulated queries for the ahitiser

qgueryq in each search session. These generated quer@s SRser context: we define the task which the user

will be different from one task state to anothertfie same

our system can

given context.
In this paper, the user context describes the siserrent
task, its changes over time and its states, bedefine the

undertaking when the information retrieval processurs

user and the same initial queryConsequently these queries gng the states of this task. The stages of thepe$krmance

SRQ provide more relevant results, in a specifiotext,

are called task states and the transition from stage to

compared with the results returned by the standardnsiher means that the user has completed thie sfatpe

information retrieval system IRS using the initiser query
g or the results returned by the personalized infdion
retrieval systems.

In fact we notice from the experiments that outeysis
more effective when the user is not expert in caepu
science because he/she needs an aide to formudatpiery
that reflects his/her needs. Also our system isctiffe when
the user needs are vague, especially when hehe icontext
of performing one task. Our system is also effectivhen
the user query is short, so the query expansiohledt to
disambiguate the query and to provide relevant lteesu
Because the queries of mobile users are often,siratttheir
information needs are often related to contextaatdrs to
perform one task, thus our system is more effective

current task.

Consequently the user queries which are submitted
during the task at hand are related to this tasleed that are
part of it. Because the queries of mobile userofiem short,
and their information needs are often related toteodgual
factors to perform task at hand, thus an intelliggssistant
that can propose new reformulated query before gtibgit
to the information retrieval system is more effeetin the
case of a mobile user. Therefore our system is meeéul in
providing relevant results for mobile users.

On the other hand, we initialize a user profile using
mass of information existing on his/her workstation
(personal files), and next we retrieve relevaninelets from
this profile to use them in query reformulation.olur system
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the user profile is ontological because it is carged by from the probability distribution of the events whihave
considering related concepts from existing concepts followed these observed events in the past. Fomplg
domain ontology (such as ODP taxonomy). Our progposewhen the task at hand consists of predicting WW\§epao
approach involves new methodology to retrieve querybe requested by a user, the last observed evetd beu
related elements from the ontological user profildis  simply the last visited WWW page or it could contai
methodology has been applied successfully to xetrie additional information, such as the link which weBowed
information from the semi-structured data. to visit this page or the size of the document.
We have constructed a general architecture thabitas In perspective we can also improve the assistént o

several models: task model, user profile model 8R)  generating reformulated queries (SRQ) to be masdlient
model. And we have constructed a new general laggua by using the ChatBot technique; that means thetassican

model for query expansion including the contexfiaators
and user profile in order to estimates the parammeétethe
model that is relevant to information retrievalteyss.

Directory Project taxonomy) and a linguistic knoedgde
(WordNet) to improve web querying processing beeahse
linguistic knowledge doesn't capture the
relationships between concepts and the semantiwlkdge
doesn't represent linguistic relationships of thenaepts.

knowledge generate the so-called query contextpYdeed
that the integration of linguistic and semanticonmfiation
into one repository was useful to learn user’s.task

chat with a user in order to focus on the actusl &iate.

Further validation by using different types of gasrand

domains is required to provide more conclusive eviz.
We use both a semantic knowledge (ODP Operirurther work is also needed to determine the cistantes
under which the approach may not yield good results

We plan also to evaluate this method by using amoth
semanticevaluation protocol by constructing a test coltattiand

determining relevant results for several queries frarticular
context, and next comparing between these relenemuits
Parsing the user query by the two previous types ofind the results that are returned by our systenthioisame
gueries in the same context.

UML activity diagram is used to represent the user’ [1]

current task in order to detect the changes owee in the
activities needed to accomplish this task and fscdbing
all the sequences of the performed task. Eachigciivthe
generated UML activity diagram expresses the tas&tsal
state.

(2]

Our “State Reformulated Query” system has been

implemented in a prototype and applied to web gseWe
had achieved an experimental study using few sEnay
several users; the preliminary results from thdqiype are
encouraging. Also we proposed an evaluation prétebach
uses three evaluation metrics to cover the evaluaif the
expansion terms and the evaluation of returnediteesthe
aim is to quantify the improvement provided by system
compared to the personalized reformulation questesys
and the standard search without reformulation. Frbm

(3]

(4]

various experiments, we have proved that the peapos [5]

framework provide more relevant results comparedhto
standard information retrieval system and the rasejuery
expansion mechanisms based only on the user profilgs,

the experiments showed that our proposed contesdeba

approach for information retrieval can greatly ion® the
relevance of search results.

A. Future Works

(6]

(71

This research can be extended in several directions

Firstly to optimize the quality of generated terarsd then
the precision of results, secondly to optimizedikeection of
the user’s task and its states by improving thle tasdel.

To facilitate the use of the contextual model, wa ase
the contextual graph [28], instead of UML activiliagram
to represent the user's current task. In our futwoek we
plan to use this contextual graph.

In future work for this research, we propose to ase

Markov models to select the actual task state witfliby
predicting from a number of observed events, the eeent

(9]

(10]
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Abstract—The growth of industrial activities during the last
decades and the diversity of industrial products require stan-
dards and common methodologies for building and integrating
systems. It is also required that working groups use the same
terminologies and concepts needed for each domain. The Model
Driven Engineering approach aims to give an answer, while using
a high level method based on models and transformations. In this
paper, we use this approach to model ubiquitous systems. Those
systems are composed of devices interconnected through various
kinds of network, in order to get and provide information. We
present a model for this class of systems and, its use, in terms
of analysis and simulation, in the field of energy while studying
real cases from our industrial partner, Terra Nova Energy.

Keywords-Domain Specific Language; Model Driven Engi-
neering; Ubiquitous Systems; Analysis; Simulation.

I. INTRODUCTION

Ubiquity is often defined as the property of being able
to be in several places at the same time. In the field of
Information Technologies, this definition can be improved in
two different ways, that may look opposite. Here is the first
approach: as in [2] users are surrounded with “intelligent”
systems, that may deliver them needed information: in this
case, computing technologies are used in order to locate users,
to understand their environment, to anticipate their needs
and to make it possible that any information they require
is available anywhere at anytime. The second approach is
to offer people to be able to get information on a system
located somewhere and to be able to act safely on it: here,
computing technologies are used to make it possible to be
“virtually” present in several places at the same time. We
place our work in the second approach, in order to model
and analyze telecontrol applications as a kind of ubiquitous
systems.

Terra Nova Energy (TNE) is an innovative company [3] that
provides solutions for data mining in the fields of electricity,
hydraulics and pulse-energy. It integrates sensing, acting and
communicating devices in telecontrol systems, for collecting
data from different sites using various technologies. TNE’s

systems allow real-time operating and provide processes for
handling different data.

In order to improve its development, this company is facing
two problems: how to design remote monitoring systems as
automatically as possible and how to speed up their on-site
deployment ?

To answer these questions, we intend to use a based
model approach, relying on specific components for telecontrol
domain and libraries integrating industrial parts coming from
various providers. Our project is to build a framework [4]
following the Model Driven Engineering (MDE) methodology
[5][6] to setup a telecontrol ontology and proper transforma-
tions for building, generating, analyzing and deploying such
ubiquitous telecontrol systems.

Our aim is to define a generic meta-model and to use it for
various systems, as case study examples, one of them being
of the TNE system.

This paper is organized as follows: first of all, the MDE
approach, Domain Specific Languages (DSL) and transfor-
mations that may be conducted are briefly introduced. Then,
we explain the originality of our work while describing our
method. In the Section IV, we introduce the proposed generic
meta-model, and in Section V this general meta-model is
applied to our case study, while defining an instance for
TNE. Then, we explain how to carry a static analysis on a
given instance and show the first results. We then describe
automatic transformation that makes it possible to simulate,
using PtolemylIl [7], an instance. Finally we discuss our
method and we finish by further work.

II. RELATED WORKS

In this section, we introduce some basic notions about the
MDE approach and DSL, and how to carry out transformations
on models in order to analyse them. A focus is also made on
simulation concepts and tools.

A. The MDE approach

A model is an abstracted view of a system that expresses
related knowledge and information. It is defined by a set of
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rules, used to interpret the meaning of its components [8][9].
A model is defined according to a modeling language that
can give a formal or a semi-formal meaning description of a
system depending on modeler’s intention. Modeling languages
can be textual or graphical.

The model paradigm has gained importance in the field
of systems engineering since the nineties. Its breakthrough
was favoured by working groups like the Object Management
Group (OMG) [10] that has normalized modeling languages
such as Unified Modeling Language (UML) and its profiles
(such as System Modeling Language - SysML [11]- and -
UML Profile for Modeling and Analysis of Real Time and Em-
bedded Systems - MARTE [12] - for real-time systems). This
group also provides the Model Driven Architecture (MDA)
software design standard. The MDA is the main initiative for
Model Driven Engineering (MDE) approach.

Four abstraction levels have to be considered: a meta-meta-
model (M3 on Figure 1) that represents the modeling language,
which is able to describe itself; a meta-model level (M2)
that represents an abstraction of a domain, which is defined
through the meta-meta-model; a model level (M1) that gives
an abstraction of a system as an instance of the meta-model;
finally, the last abstraction level is the real system (MO).

Tools have been defined to implement the MDE approach.
Some have general and wide purposes, like those designed
for the UML language, others have been defined for specific
and reduced classes of applications, as in [13] that aims to
specify wireless sensor network systems in order to generate
code. Another approach is to use Domain Specific Language
to specify a specific semantic and/or syntactic rules for a class
of applications. One of DSL’s definition is given by [14]: "A
Domain Specific Language is a programming language or exe-
cutable specification language that offers, through appropriate
notations and abstractions, expressive power focused on, and
usually restricted to, a particular problem domain”.
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B. Model transformation

In order to breathe life into models [15], model transfor-
mations aim to exceed the contemplative model view to a
more productive approach, towards code generation, analysis
and test, simulation, etc.. Models are transformed into other
models that may be handled by specific tools or that may
be transformed again into other models. Two kinds of trans-
formation are used, exogenous, if the source and the target
of the transformation do not have the same meta-model and
endogenous, if source and target have the same meta-model.
We use the latter here in order to perform a static analysis of
the built models.

Generally, static analysis deals with the observation of the
system and the check of some properties before real sys-
tem development, production or code implementation. As an
example, formal verification and model checking techniques
[16][17] are used to verify models. In this paper, static analysis
is only carried out in simple cases, but relevant for TNE. We
will focus on placement but other studies have been reralized
(cost, bandwidth, etc.). As soon as the model is designed,
it may provide the enfinee with answers: Are my sensors,
repeaters, routers placed in a proper location? Are there better
configurations?

Concerning the first question, there are several works
dealing with these points like [18], which studied Wireless
Network Sensors (WSN) placement for smart highways: it
gives a solution based on geometric resolution algorithms in
outdoor and open space. In our case, indoor deployment envi-
ronments, including various fixed and mobile obstacles, have
to be studied. Component placement depends on the monitored
zone, on the chosen topology, on the network capacity, etc. The
second question can be addressed by optimising the placement
configuration.

C. Simulation concepts and tools

Simulation improves the understanding of a system without
having to actually handle it, either because it is not yet defined
or not available or because it can not be manipulated directly
because of cost, time, resources or risk [19].

The modeling stage is the most critical phase of the simula-
tion. To get a good modeling several issues must be addressed.
It is necessary to :

« Analyze the problem to solve and set goals matching the

specifications,

« Define the inputs and outputs of the system,

« Identify the interactions between the elements and build

a conceptual model,

o Identify the dynamics of the system i.e., the system

behavior over time in its environment (super-system)

o Study the most relevant elements of the system.

Figure 2 represents the classical simulation work flow. The
notion of super-system has been added in order to express the
external environment of the modeled system. The simulation
can be made from a predefined scenario or interactively. This
solution then allows the user to gradually build the execution
trace of events.
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Fig. 2. Simulation scheme

There are many simulation tools such as: Labview [20],
Simulink/Matlab [21], Scicos/Scilab [22], Ptolemyll [7], Oc-
cam [23], etc. As in our case study, the aim is to simulate
ubiquitous systems, we need a simulator that uses communi-
cating entities. Occam and Ptolemyll have been selected and
studied, and the latter has been chosen. The other simulation
tools are generally used for general scientific problems and
mathematical calculations.

The actor is the key concept of Ptolemyll, and the Vi-
sualSense extension [24] of this language includes generic
actors designed for sensor networks such as sensor-actuator,
communication channels (wired and wireless)... In addition,
PtolemyllI offers a wide range of calculation models known as
director: discrete event, synchronous data flow, appointments,
etc.. The graphical approach of Ptolemyll is also a strength,
which allows a visual monitoring of the simulation.

The next section describes the suggested meta-model for
telecontrol and its derivation for TNE’s remote monitoring
needs.

III. OVERALL APPROACH

The aim of this work is to apply the methods and techniques
defined by the MDE approach, in order to improve the
development of ubiquitous applications. The main idea is to
have one (and only one) high level model of the system and
to use a collection of tools that may transform the model into
various results, such as code to be deployed on systems, input
files for simulators, 3D models etc..

Right now, in most projects, engineers use an informal
description of systems and separated tools. This is enhanced
in the field of ubiquitous applications, as these types of
applications are quite recent, rely on components coming from
various companies and use different network providers. Exist-
ing development environments are not yet ready to manage
such applications, but there exists a lot of work that has been
done that could be interconnected and re-used.

It is a long term work and, in this paper, we focussed only
on three main aspects:

o The first one is to define a meta-model (Section IV), that
will make it possible to capture the maximum information
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on the system to be modelized. Using existing meta-
models was an opportunity [25], but, either they are
too general such as UML, or too specialized such as
SysML. In our case we have defined our own DSL
for telecontrol, according to Eclipse Core (Ecore) meta-
model [26], and we have tried to take into account
the specifity of ubiquitous applications. From this meta-
model, we are able to build the unique model (or instance)
of a system. This instance can be seen as the main input
of the transformation tools.

o The second aspect developed in this article (Section V)
is the analysis of the instance. In that case, we have just
“had a look” to it and we have tried to assess some
properties. Transformations are used to extract interesting
information and to present it in a comprehensive manner.

o The last aspect (Section VI) is the simulation of a system.
Starting from an instance of the system, transformations
are applied in order to produce input files for an “on
the shelf” simulator. The transformation rules have to
be chosen carefully to preserve equivalence between the
modelled system and the simulated system.

The originality of this work relies on the definition of

a meta-model for ubiquitous systems and the building of
transformations within the MDE approach.

IV. SUGGESTED META-MODEL

In this section, we describe the meta-model we are sug-
gesting to specify systems based on communicating objects.
Only a high level view and the main concepts are presented.
Starting from this meta-model, we derive a specific instance
for TNE.

A. Generic meta-model

At a first level of abstraction, we have build our domain
around systems containing entities that communicate with
one another as stated in [27]: ”A system is a construct or
collection of different elements that together produce results
not obtainable by the elements alone”. In the meta-model
proposal (Figure 3), a system, denoted by System, can contain
other systems according to the ownedSystem reference, in
order to provide the “system of the system” notion. Regarding
entities, they are modeled by Entity and its system containment
is referenced by the itsEntity relationship. Entity paradigm in
our meta-model aims to be a generic and general concept
formed by extracting common features from our telecontrol
domain. An entity can be logical or physical and can be also
composed of other entities (ownedEntity).

Moreover, entities are described using several related con-
cepts trying to keep information about their physical proper-
ties, communication facilities or behaviour. These concepts are
modeled as follows:

o The Structure element defines the interrelation or arrange-
ment of different physical parts or the organization of
elements that provide coherence, shape and rigidity to an
entity. It may describe mechanical, chemical or biological
aspects.

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



International Journal on Advances in Intelligent Systems, vol 4 no 3 & 4, year 2011, http://www.iariajournals.org/intelligent_systems/

150
El System
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0.- | Hbata | o relatedStructure
itsData 1.%
0. * itsEntjty
mesData n ; ; H Behavior
destination H Entity - itsBehavior
0.* - 0.*
(XN IX)
0..*lownedEntity
0.1
source itsTask H Task
0.*
H Message
0..*itsMessage 0.1 0.*
H Contactinterfac nestedTask
0..* itsConPoint
itsEnergy H Energy
Q- = autonomy : EDouble
contact 0..1 = kind : PowerKind
| | | 0..1 its@oc
H User H Medium H Device H Environment TimeClock
Fig. 3. A view of generic meta-model components (Basic package)

behavior, contact interfaces, data, messages and tasks.
Different types of medium may be described and classi-
fied following their own specifications, wired or wireless
for example.

User is used to model a person interacting with other
entities, it is a kind of human avatar. Like other entities

« Actions performed by entities are described by the Task
concept. They can be internal, such as making computa-
tion, external such as sending out information and also
connected to the real world such as sensing or acting on
a real device. .
o The Contactlnterface element allows connection between
entities. It can be a physical contact, or a logical interface User can have different presentations depending on model
depending on the specification level, on the refinement view.
degree or on its own structure. « The different entities composing the system are subjected
o An entity may contain Data related to itself or to its to some physical conditions and constraints that influence
environment. the global behaviour. In our meta-model we introduce
o The Message element provides data exchange between the Environment concept to describe such conditions.
entities. To send (or to receive a message) from entity Because we are dealing with a complex system, the
A to entity B, A and B must be connected through Environment is an entity of this system and not just an
Contactlnterfaces, directly or, it may exist a path of external element. In our modeling approach, Environment
entities that may forward messages. acts on internal elements in order to build a general
o To each entity, a Behavior concept is added, in order framework of circumstances for the evolving system and
to describe the different tasks an entity may perform. gives context for ubiquitous entities and systems that are
From this concept, code generation or simulation may context-aware.

be improved. « The concept of time is crucial for telecontrol systems that

Energy is a major concern in ubiquitous applications.
Entities consume energy in different manners and also

is why a TimeClock entity is added to our generic meta-
model to measure, record or indicate time.

may get energy in different ways. The presented generic meta-model intends to specify any

kind of system containing communicating objects. At this
abstraction level, we present only a first aspect (also named
Basic package), without getting into all the details of the meta-
model. Note that environment and medium entities allow to
model the super-systems previously introduced.

As the Entity concept is very general, in order to improve
our generic meta-model, different sub-entities have been de-
fined using the concept of heritage:

o Device represents a physical component such as a sensor,
a router, a computing unit, etc.

o Medium represents an entity, deployed and used between
other entities to enable communication. In classical ap-
proaches, medium is often omitted and considered as a
perfect link. In our work, medium has its own structure,

B. Terra Nova Energy meta-model

In the previous section, a generic meta-model at a first level
of abstraction with some inherited elements from entity such
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Fig. 4. A view of Terra Nova Energy meta-model

as Device has been presented.

According to the concept of inheritance, the TNE meta-
model (Figure 4) is built as an extention and a generalization
of the generic meta-model. The first element is the TNESystem
that inherits from the generic element System. Other elements
have been spread over two sets: generic devices and off the
shelf devices that could be grouped in a specialized library.

1) Terra Nova Energy generic devices: This first set of
elements represents generic devices that allow to add a new
industrial component to a library or to build a specific system.
All these devices inherit from the generic Device, imported
from Basic package as shown in Figure 4. We present them
successively as follows:

o the BoxaNova is the main device of TNE systems. It
collects information, sends orders and manages the entire
flow of data between different devices and users.

o the Router element modelizes a device that handles mes-
sage transfers between different TNE elements. It handles
also some other functions like controlling repeaters, sen-
sors, actuators and some other server facilities.

o Concentrator is used to model a collecting place of data
coming from repeaters, sensors, actuators before sending
them to routers according to requests or preprogrammed
sending tasks.

o Sensor_ActuatorDevice is used to capture measurement
data and to send them or to act pursuant to an order.

o Repeater is used to ensure the link between a Concentra-
tor and Sensor_ActuatorDevice elements if they are not
within reach.

e RadioModule models the device that ensures exchanging
data messages between all other devices when wireless
communication links are used.

Since TNE devices are specialized from the generic element
Devices, they inherit all its properties and references.

2) Terra Nova Energy off-the-shelf devices: This second
set of elements represents the real devices, ready to be used
in the framework. They are another level of specialization of
the first set. They may be grouped in a kind of library (lower
box in Figure 4), composed with industrial devices coming
from different manufacturers and in order to be integrated into
TNE systems. In this paper, we neither describe this library
of devices nor the way they were designed because we focus
on some other properties and aspects of model analysis.

In the next section, we propose a methodology of analysis
showing the usefulness of these presented meta-models, and
their examination and validation on real industrial cases.

V. MODEL ANALYSIS

In this section, we present how to exploit the MDE approach
to analyse placement for a given instance, and automatic
placement of repeaters and concentrators for a system, where
only sensor positions are known.

The first part describes our methodological approach, based
on processing properties and applied constraints for model’s
elements.

A. Presentation

From the TNE domain specific meta-model, presented in
the previous section, an instance that describes a real system
of telecontrol may be defined. According to the user’s needs,
this instance captures a particular concern for a system and
gives the necessary elements and their relevant properties.
Such a model requires some processing stages to meet the final
requirements in terms of analysis. These processing stages are
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done in response to expected system constraints, applied to
its various elements. Figure 5 shows a model overview of the
various elements used to carry out those processes.

The first analysis component (Modelln) loads the instance
that describes a telecontrol system according to its meta-
model. This instance is composed of elements called El-
ementln. The Engine scans the input model, element by
element, in order to find different properties and constraints.
For each property the Amnalyzer checks if it fits well the
associated constraint. When properties are verified, the ele-
ment will be transformed by Transformation and treated by
ElementOut. The ModelOut automatically generates the output
model formed by those transformed elements. Output model
should be consistent with its meta-model, that may be the input
one or another depending on the performed transformation
(endogeneous or exogeneous).

Generally, input models have a tree shape structure and their
components can be composed of other components. Properties
and applied constraints can also have this composition crite-
rion. In order to deal with this kind of structure and having a
generic analyzer, possible compositions have been taken into
account for analyzing and transforming tasks. In Figure 5,
these composition aspects are represented by the Composed
reference.

1
[ EEngne | 0"‘1 H ModelOut |
gl |

[ ] out! ]
itsElement

0..* Y Analyze
vz composed
E Analyzer 0..*
0..*

itsTransformation | 0..* destination 0..*
E ElementOut
[ *fH Transformatio

itsPropert
0. composed: verify 0..%
EE Pro%e oF JU
0..1 appliedOn

Fig. 5. A view of analyzer’s engine model

The next part of this section deals with an application of this
methodology to a system. First of all, analyses for a completely
described given instance are conducted to verify that elements
are well placed and may communicate together properly. Sec-
ondly, we show that the Model Driven Engineering approach
used, may also be helpful to build instances, in the case of
an uncomplete system, where only sensors and actuators are
known, by adding the necessary repeaters and concentrators.

B. First case study with a complete TNE instance

In this first case study, an instance of a TNE meta-model
has been created with a tree editor as shown in Figure
6. It is an abstraction of a TNESystem named Telecontrol-
System_1 composed of two BoxaNova that manage twenty
Sensor_ActuatorDevices. Each BoxaNova consists in two Con-
centrator elements and a Router. Communication between
these components uses two Mediums; a coaxial cable that
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em TMESystem_
=l 4 Boxa MovaBMW_1
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< Contact Interface RT_1-RS232_1
< Coordinates 51.1
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=l = Concentrator CN_1
=l <= Radio Madule \W3M_1
<+ Contact Interface WSN_1-7igBee 1
<+ Contack Inkerface CM_1-Coaxial_1
< Coordinates 51.3
4 Cost 15.0
+- = Concentrator CH_Z
< Medium Coaxial_1
% Medium R5232_1
< Coordinates 51.5
4 Cost 70.0
4| 4 Boxa Mova BM_2
< Medium ZigBee_1
<+ Medium FigBee_2
“r Sensor Actuator Device Sab_1
< Sensor Actuator Device SAD_2
“ Sensor Actuator Device Sab 3

Fig. 6. A screen shot of manual instance creation

connects the first concentrator and the router and a RS232
cable that provides serial communication between the second
concentrator and the router.

Sensors and actuator devices use a ZigBee protocol
(IEEE_802.15.4 standard) [28] to communicate with the Box-
aNova and the concentrators. To complete this task, they
use radioModules. Concentrators also have their own radio
modules. In general, wireless propagation environments in
TNE systems may have different attenuations. Thus, each
communication link between a sensor/actuator and its repeater
or concentrator is defined by a medium with relevant properties
and necessary (contact) interfaces. In our model, this informa-
tion is captured by properties such as the attenuation value,
speed of transmission, signal length, etc.. The connection with
the medium and other elements is ensured by the definition of
two entities as ContactInterface; one for the medium and the
other for the associated element.

The model also captures other information like the physical
location (X, y coordinates) of the different parts of the system.
In this way, a Communication vs. placement analysis has been
conducted. In fact, component’s placement in TNE sytems is
crucial, to ensure good communication and proper information
transfer. As the model is fully known, an analyzer can be
created to verify that every Semsor_ActuatorDevice element
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according to its coordinates may communicate to its corre-
sponding concentrator. This verification takes into account the
attenuation between communicating elements , specified as a
property of the medium that links them. Another analyzer can
be defined and used to inspect the number of sensor/actuator
devices for each concentrator and its compliance to the spec-
ified maxElement property.

From the information analysis of the obtained text file (see
transformation model to text in [15]), manual corrections may
be performed. This task is manageable for small systems
but gets difficult and very expensive for large ones with
many components. The next part gives an illustration of a
methodology that can solve this difficulty.

C. Second case study with a partial TNE instance

In this second case study, only the number and the position
of the sensor/actuator are given. The instance is partial, and the
objective is to automatically find a solution for the repeater’s
and concentrator’s placements. Finding the better placement
is a complex problem and several solutions may be found in
literature [18][28][29]. We used a very simple algorithm for
this study.

In our case the input model is generated automatically
with the required properties: as a first step, an instance of
the TNE meta-model is created with a predefined number
of sensor_ActuatorDevice and an environment that represents
a factory hall. We suppose here that radio measurements
were made in the environment and have identified attenuation
values.

In a second step, a placement analysis engine, composed of
three analysers, is used:

1) The primary analyzer performs an initial refinement
of the input model. First, it divides the environment,
specified in the input model, in zones where medium has
the same attenuation so that the range of sensor-actuator
radio modules, which are currently inside, will reach the
middle. This range is calculated by applying the attenua-
tion value imposed in the input model. Then, depending
on the number of sensor/actuator devices, it creates the
necessary repeaters with their radio modules, and adds
them to the input model, with their coordinates around
the centre of the sub-environment. Finally, it creates
connections (Contactlnterface) between repeaters and
sensor/actuator elements and adds them to the model.

2) A second improvement stage of refinement with the
same processing approach is made by the second an-
alyzer. Its objective is to connect repeaters with con-
centrators. The input model environment is split up into
several zones with new radio module repeater ranges.
The number of added concentrators will depend on their
capacity and also on the number of repeaters within
reach.

3) The third analyzer performs an optimization of the
obtained model, in order to detect the sensor/actuator de-
vices that can communicate directly with concentrators
without the use of a repeater. This analyzer checks for
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each sensor/actuator device if it reaches any concentrator
and changes its connection from a repeater to a con-
centrator. Repeaters without connected sensor/actuator
devices are removed.

At the end of these three analyzes, a new output model is
obtained. It is composed of the initial sensor/actuator devices
and added components (repeaters, concentrators and connec-
tions). Figure 7 shows a simple placement layout of TNE
system components obtained with the following initial inputs:
200 sensor/actuator devices (the location of these elements
has been randomly chosen for the test), an environment that
represents a factory with a 800-meter length and a 600-meter
width and an attenuation value of 5 decibels by meter. Rectan-
gles represent repeaters, triangles represent concentrators and
circles represent sensor/actuator devices.

Fig. 7.

Placement layout

The generated model allows us to have a first proposal
for the positions of the repeaters and of the concentrators in
the environment. This obtained placement is of course not
optimal, as simple hypotheses have been used. Indeed, the
presence of mobile obstacles in the environment and their
influence on signal propagation should be considered. To
optimize the placement and to ensure the highest data rate,
optimal algorithms should also be used. The orientation of
elements should also be taken into account.

Nevertheless, our objective is to show that using model
analysis for ubiquitous systems within MDE approach, may
help engineers in the design of their systems and verifying
some properties at early stages without real implementation.

VI. SIMULATION

In this section, we present how an instance may be trans-
formed into a model to be simulated, that can be used by
a simulation tool like Ptolemyll. The first stage is to define
which actors of the Ptolemyll framework correspond to the
entities defined in our own model for ubiquitous systems.
The second stage consists in the realisation (programming) of
the different transformations needed. We conclude with some
experiments made to validate the process.
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A. From entities” to "actors”

Four different entities have been defined in our model (see
Figure 3): User, Medium, Device, Environment. In this work,
the first one has not been yet described.

1) Medium: The VisualSense extension of Ptolemyll pro-
vides an actor named PowerLossChanel, which may be used to
represent the parametric model of a wireless channel. Range,
power, propagation speed and power propagation factor may
be set up, in order to define the medium used. Values may
also be chosen in order to define a perfect medium without
propagation delay and attenuation.

More, Ptolemyll makes it possible to specify special com-
ponents that may play an attenuation role. For example, these
elements may be used to simulate walls, in order to represent
real environments. The signal propagation is then completely
managed by the tool.

In fact, Ptolemyll includes elements external to the system
and permits the simulation of super-systems.

2) Device: To modelize devices, the choice has been made,
to use the Wireless Composite actor of Ptolemyll, which
contain wireless input and output ports, and the behavior of
which is defined internally by a discrete event model.

In order to represent TNE systems, a specific wireless
composite has to be defined for each TNE specific devices.
Among these, only the sensor will be presented in the rest of
this section.

At a first level, a sensor may be represented as in Figure 8.
The left part corresponds to the control of the input signal in
terms of power; if the power is to low, the input signal is not
processed and not forwarded to the sensing part (right-hand
side of the figure).

receplioncontral

In_sn_1 ;
sensing

Out_sn_1

prdDisassembler

TimeDelay

Fig. 8. Internal view of a wireless composite representing a sensor

The sensor element includes a Finite State Machine (FSM),
which defines its behavior (see Figure 9). It is composed of
three main parts: initialization (top of the FSM), reaction to
inputs (right part of the FSM), which means forwarding values
to a concentrator or a BoxaNova in this case, and reaction to
control orders such as in defect or repaired (left part of the
FSM).

As stated before, for each real element’s behavior has to be
coded with a FSM. This coding has to be made carefully, to
fit as much as possible with the behavior of the real element.
One may imagine that in the future, device’s manufacturers
will deliver their products with such a description, in order to
be directly integrated into simulation tools.
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3) Environment: The environment of the system can not
be fully specified. In our experiments, we considered that
sensors received a random value, as we are interested in value’s
propagation and not in value exploitation.

A WirelessComposite actor has also been used to represent
the environment. This component is able to send information
to the different sensors using a specific medium named en-
vMedium. It is considered a perfect medium to deliver the
values without delay.

As studying the system in case of failures is also addressed
in our research, a second perfect medium (controlMedium) has
been added in order to send orders to the different devices
such as start, stop, defect or repaired. A third medium,
checkMedium is also used to get data from the BoxaNova.

The environment entity makes it possible to express a
simulation scenario where, step by step, values are sent to
sensors and orders are provided to the different devices. It
allows several scenarios, to be tested on the same system.

B. Transformation

As soon as the equivalent actors of Ptolemyll have been
chosen to express the entities of our model of ubiquitous
system, the second stage may be started. It consists in trans-
forming automatically a model of a system into a Ptolemyll
XML input file (eXtensible Markup Language).

It has been considered here that scenarios are seen as
external artifacts of our modelization. The first step is then to
add to our model the different medium defined in the previous
section and the corresponding Contactlnterfaces (see Figure
3). It corresponds to an endogenous transformation, which can
be easily described by rules and implemented. Figure 10 shows
the result of such a transformation, where the left-hand part
described a model before the transformation, and the right-
hand part after the transformation.

platform;/resource/Ker TerraMoyiModel imodg b4l platform: fresource/Ker Terrahlc
< TME System exo = 4 TME System exo
= < Sensor sn_1 = < Sensor sn_1
= < Radio Module = <+ Radio Madule
4 Contact Interface In_sn_1 < Contact Interface In_sn_1
< Conkact Interface Qut_sn_1 < Conkact Interface Out_sn_1
<4 Coordinates 435.0 < Contact Interface control_sn_1

<4 Sensor sn_2 < Contact Interface envin_sn_1
<+ Sensor sn_3 < Coordinates 435.0

4 Sensor sn_4 4 Sensor sn_2

< Sensor sn_S < Sensor sn_3

<4 Sensor sn_6 < Sensor sn_4

< Sensar sn_7 < Sensar sn_S

< Sensar sn_f
< Sensar sn_7
“» Sensor Ackuator Device ack_1

< Sensor Actuator Device ack_1
< Repeater rep_1

< Repeater rep_2

< Repeater rep_3 < Repeater rep_1

< Repeater rep_2

< Repeater rep_3

4 Boxa Mova bn_1

< Medium Medium1_UP
< Medium controlMediom
< Medium envMedium
<4 Medium checkiMedium

(a) (b}
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R . R S 0
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Fig. 10. First transformation
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guard: contralln_isPresent
&& controlIn.data==405
&& controlIn receiver==sander

WaitForRepair

guard: envin_isPresent

sel: data=controlin.data

guard: contralln_isPresent && controlIn data==403.0
set: data=controlin.data

set: date=0.0;

data=0.0

Fig. 9.

The second step consists in an exogenous transformation,
to generate an XML input file for PtolemylIl. The latter will
contain all the needed information in order to express every
entity of the system to model (Medium, Devices, Environment)
with its coordinates, its specific parameters and its behavior.
The transformation is performed automatically and can be used
for every TNE system.

PtolemylIl can then be launched to simulate the system.

C. Results

The transformation chain has been tested on a case study
coming from our partner Terra Nova Energy. The modeled
system is composed of 7 sensors, 1 sensor-actuator, 3 repeaters
and 1 BoxaNova. In this example, only one type of medium
has been used, but the distance between the different elements
has been chosen in order to restrict the atteignability: each
sensor may reach a repeater or the Boxa Nova, some may
reach two repeaters but not more.

Figure 11 shows the different elements and their local-
ization. This type of document corresponds to those that an
engineer may use to describe where and which devices will
be used for a specific application. This document is then
expressed into an model under our Kermeta environment.

guard: confrolin_isPresent
&& controlin.data==404
&& controlln.receiver==sender

guard: controlln_isPresent && controlin.data==403

155

guard: controlIn_isPresent && controlin.data==402
set: data=controlln.data

guard: dateln_isPresent
sot: date=dateln.time

guard: dateln_isPresent
set: date=dateln.time

SetMessageDate

output: outPort=message

DataReception
WaitForMessage

guard: envin_isPresent
sel: data=envin.data

guard: dateln_isPresent
sat: date=dateln.time

SetStopDate

Finite State Machine for a sensor
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(435,265)
~Coemort D

(240,415)

(415,560)

(630,410) (855,390)

BoxaNova
Repeat
1

(1120,480)

(55,610) Re';ea‘

115.710) (235,730) (580,715)

.
3

(110,905)

Fig. 11. Case study specification

Transformations are applied automatically and the XML file
for Ptolemyll is produced. Simulation can be start and the
resulting interface appears on Figure 12.

The top of the figure corresponds to the different devices
modeled by PtolemylI’s actors. The links indicate communi-
cation between the elements. The large circles indicate the
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Fig. 12. Case study inside PtolemyII’s simulation environment
scope of the repeaters and of the Boxa Nova. The bottom of From an unique model, we offer now two different classes
the figure corresponds to a raw trace of the propagation of the of transformations. We would like to improve both of them and
input values, from sensors to Boxa Nova. to validate them on various applications. We also would like to

Several scenarios have been tested, first to verify that the build new transformations in the direction of code generation,
systems works in normal condition, second to check what 3D visualization and simulation, test and verifications.
happens when a sensor or a repeater is down. More exper-
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In this paper, a generic meta-model for modeling ubiqui-
tous telecontrol systems and, specially telecontrol systems is
proposed. A variant of this metamodel is specified to fit the
needs of Terra Nova Energy.

The introduction of the Model Driven Engineering approach
in this field allows us to exceed the contemplative dimension of
models towards productive models. The presented case studies
highlight this approach by suggesting a possible model for
placement analysis for an example of TNE system, using trans-
formations. It also shows how an instance may be transformed
in order to obtain a model to be simulated.
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Abstract—Process management can increase the efficiency and
effectiveness of process activities by structuring and
coordinating their execution. However, its application can
become problematic in dynamic environments such as software
engineering, since rigidly pre-specified process models are not
capable of adequately handling dynamic aspects of the
processes. Therefore, this work presents a declarative,
problem-oriented process modeling technique that enables the
modeling of dynamic sets of candidate activities from which a
subset is automatically selected for execution. The system
selects the subset based on the contextual properties of
situations and subsequently utilizes it to build executable
workflows. Thus, the same process model is used to generate
various workflows matching the properties of different
situations. Preliminary results suggest this technique can be
beneficial in addressing both high workflow diversity and
workflow modeling effort reduction while providing useable
process guidance.

Keywords-application of semantic processing; domain-
oriented semantic applications; automated workflow adaptation;
situational method engineering; process-aware information
systems; software engineering environments

I. INTRODUCTION

This article extends previous work in [1] that describes a
solution for dynamically generating workflows according to
situational properties extraneous to the SE process. Business
process management (BPM) and automated human process
guidance have been shown to be beneficial in various
industries [2][3]. However, existing BPM technology is often
based on rigid models making its application difficult in
highly dynamic and possibly evolving domains with diverse
workflows such as software engineering (SE) [4]. SE is
characterized by multiform and divergent process models,
unique projects, multifarious issues, a creative and
intellectual process, and collaborative team interactions, all
of which affect workflow models [5][6]. These challenges
have hitherto hindered automated concrete process guidance
and often relegated processes to generalized and rather
abstract process models (e.g., Open Unified Process [7] and
VM-XT [8]) with inanimate documentation for process
guidance. Manual project-specific process model tailoring is
typically done via documentation without investing in
automated workflow guidance. While automated workflows
could assist overburdened software engineers by providing

Manfred Reichert

Institute for Databases and Information Systems
Ulm University, Germany
manfred.reichert@uni-ulm.de

direct orientation and activity guidance, the latter must
coincide with the reality of the situation or the guidance will
be ignored, and may cause the entire system to be mistrusted
or ignored. To further adopt automated workflow guidance
in SE environments (SEEs), adaptation and pertinence to the
dynamic and diverse SE situations is requisite.

A. Problem Statement

While SE process models support development
efficiency [9], it remains difficult to provide comprehensive
operational level guidance for activities. The reason is that
process models often remain rather abstract, do not cover all
executed activities, and do not reach the involved actors [10].
Another issue in this dynamic discipline stems from the fact
that reality often diverges from rigidly pre-defined processes
[11][5].

In this paper, we distinguish between two types of
workflows to be processed in any SE project: Intrinsic
Workflows denote workflows covered by the SE process
model. Extrinsic Workflows, in turn, are not part of the
process model, but cover issues that frequently recur in SE
projects and are thus neither explicitly governed nor
supported nor traceable. Examples of such intrinsic and
extrinsic workflows are illustrated in Figure 1. As a
fundamental part of a software development project,
expected activities for source code development and testing
are mostly covered by the SE process model. Other activities
often related to maintenance like bug fixing, test failure
analysis, or refactoring due to quality threshold violations
often exemplify extrinsic workflows since they are unplanned
and occur unpredictably.

Process
(Unified Process, VM-XT, ...)

I
I

I

I

|

|

I
Contains Intrinsic 1
Waorkflow |
I

I

I

I

I

I

I

Bug Fixing
(Extrinsic Workflow)

Refactoring
(Extrinsic Warkflow) Source Code

Figure 1.

Intrinsic vs. extrinsic workflows.

Intrinsic workflows may lend themselves to foreseeable
common workflows with conformant sequences because
they are mostly planned. However, the diversity and ad-hoc
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nature of extrinsic workflows presents a challenge in respect
to their modeling and otherwise. Considering SE, guidance is
desirable for issues such as specialized refactoring, fixing
bugs, technology switches, customer support, etc., yet it is
generally not feasible to pre-specify workflows for SE issue
processing, since SE issue types can vary greatly (e.g., due to
tool problems, API issues, test failure reproduction,
component versioning, merge problems, documentation
inconsistencies, etc.). Either one complex workflow model
with many execution paths becomes necessary, taking all
different use cases into account, or many workflow variants
need to be modeled, adapted, and maintained for such
dynamic environments [12]. The associated exorbitant
expenditures thus limit workflow usage to well-known
common sequences as typically seen with industrial BPM
usage.

In this paper, we use a simplified example of an extrinsic
workflow to demonstrate the problem as well as the
developed solution.

Example 1 (Bug Fixing Issue): As mentioned before, SE
issues that are not modeled in the standard process flow of
defined SE processes (such as OpenUP [7] and VM-XT [8])
include bug fixing, refactoring, technology swapping, or
infrastructural issues. Since there are so many different
kinds of issues with ambiguous and subjective delineation, it
is difficult and burdensome to universally and correctly
model them in advance for acceptability and practicality.
Many activities may appear in multiple issues but are not
necessarily required, bloating different SE issue workflows
with many conditional activities if pre-modeled. Figure 12
shows such a workflow for bug fixing that contains nearly 30
activities (i.e., steps), many of these being conditionally
executed for accomplishing different tasks like testing or
documentation. One example is static analysis activities that
are eventually omitted for very urgent use cases.
Furthermore, there are various reviewing activities with
different parameters (such as effectiveness or efficiency)
where the choice can be based on certain project parameters
(e.g., risk or urgency). The same applies to different testing
activities. Moreover, it has to be determined if a bug fix
should be merged into various other version control
branches.

The resulting workflow problems for environments such
as SE are first that the exorbitant cost of modeling diverse
workflows results in the absence of extrinsic workflow
models and subsequently automated guidance for these types
of workflows, yet these special use cases are often the ones
where guidance is especially helpful and desirable. Second,
rigid, pre-specified workflow models are limited in their
adaptability, thus the workflows become situationally
irrelevant and are ignored [13]. Third, entwining the complex
modeling of situational property influences (e.g., risk or
urgency) on workflows within the workflows themselves
incorporates an implicit modeling that unduly increases their
complexity and aggravates maintenance. The cognitive effort
required to create and maintain large process models
syntactically [14] can lower the attention towards the
incorporated semantic problem-oriented content.
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B. Contribution

This paper contributes a more comprehensive support of
automation for SE. Since the terms of workflow and process
will be used extensively throughout this paper, they are
informally defined here and delimited against each other in
alignment with other definitions, as the ones from Gartner
Research [15] or the Workflow Management Coalition [16].

Business Process Management deals with the explicit
identification, implementation, and governance of processes
as well as their improvement and documentation. This
incorporates different aspects such as organizational and
business aspects or strategic alignment of the activities.
Workflow Management, in turn, deals with the automation of
business processes; i.e., a workflow is the technical
implementation of a process.

Our previous work has described CoSEEEK (Context-
aware Software Engineering Environment Event-driven
frameworK), a holistic approach to support the SE process
that includes semantic technologies for enabling SE
lifecycles [17] and context-awareness [18]. On this basis,
different approaches have been developed. For example, [19]
presents a workflow modeling language for SE that supports
the connection of abstract SE process models with concretely
executed activities. Further, a combination of SE processes
with SQA (software quality assurance) is described in
[20][21][22], enabling the automated integration of software
quality measures into executing SE workflows.

This article, focuses on engendering context-awareness
by utilizing semantic processing and situational method
engineering (SME) [23] for automatically adapting
workflows executed by a process-aware information system
[24]. Support is provided for both intrinsic and extrinsic
workflows. The modeling of contextual property influences
is transferred from the workflows themselves to an ontology,
simplifying that modeling and making property effects
explicit. Dynamic on-the-fly workflow generation and
adaptation using contextual knowledge for a large set of
diverse workflow variants is thus supported, enabling
pertinent workflow guidance for workers in such
environments. As SE workflows, and especially the extrinsic
ones, are very dynamic, the traditional imperative way of
modeling these might not always be appropriate for
capturing their dynamic properties. Declarative approaches
offer a way of modeling that integrates a certain amount of
flexibility into the models [25]. This can be beneficial in
situations, when the exact set of needed activities is not
known prior to execution. Therefore, our work on declarative
workflow modeling and automated generation [26] is also
integrated and extended to form a holistic solution capable of
the following features:

- Incorporating extrinsic workflows including automated
execution support,

- Problem-oriented modeling of extrinsic workflows,
facilitating their systematic creation,

- Support for the easy modeling and reuse of process
fragments, and
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- Automated workflow generation and adaptation
matching various situations using SME in alignment
with the workflows.

The remainder of this paper is organized as follows:
Section II elicits the requirements for the approach we
developed, whereas Section III describes the solution. In
Section IV, the realization is portrayed followed by an
evaluation in Section V. Related work is discussed in Section
VI, followed by our conclusion in Section VII.

II.  REQUIREMENTS

This section presents detailed requirements that have to
be satisfied to enable comprehensive automated process
support for SE as described in the preceding section. These
requirements have been elicited based on experiences
collected at industrial partner companies of this project
supported by a literature study. The requirements have been
split up into three areas: Process coverage, process modeling,
and the modeling of contextual factors in alignment with the
process.

Process coverage: To enable comprehensive process
support, a tool for process governance should cover the
actual activities as closely as possible. This particularly
includes extrinsic activities mostly unaddressed by standard
process models.

Requirement R:CovinEx (Intrinsic / extrinsic support):
There should be a facility to support both intrinsic and
extrinsic activities by an automated system or framework.

Requirement R:CovU (Uniform workflow realization):
Both intrinsic and extrinsic activities should be executed in a
uniform way to support uniform assistance for the user and
to enable easy tracking and analysis of executed workflows.

Modeling: To support the users not only at executing the
workflows but also at creating them, an easy way of
modeling shall be provided that also accommodates the
special properties of the extrinsic workflows.

Requirement R:ModDy (dynamic modeling): Compared
to intrinsic workflows, extrinsic workflows are more
dynamic and less foreseeable. Their modeling should enable
coverage of various possible situations without bloating
process models or making them too complex.

Requirement R:ModRe (modeling for reuse): The
workflow modeling itself should remain easy and foster the
reuse of modeled solutions or the parts thereof.

Requirement R:ModHi (hide complexity): The workflow
modeling should hide the inherent complexity of the
workflow models to assist the user with problem-oriented
creation of the models.

Contextual modeling: To be able to generate workflows
matching various situations, a method of modeling
contextual influences and connecting them to the workflow
models is required. Facilities to gather contextual
information is also necessary.

Requirement R:CtxGet (Gather contextual information):
There should be facilities to automatically gather information
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on the current situation from users or the development
environment.

Requirement R:CtxInf (Model contextual influences): The
modeling environment should be capable of modeling
contextual influences to be able to use situational
information directly.

Requirement R:CtxCon (Connect workflow and context):
A facility to model the connections of contextual properties
to workflow activities is required to enable their automated
situational selection.

III.

This section describes the concepts we developed to
address the aforementioned requirements.

SOLUTION APPROACH

A.  Solution Procedure

The solution developed in this paper utilizes CoSEEEK.
It incorporates a set of sensors that enable the automatic
gathering of contextual information as, e.g., state transitions
of certain SE tools or SE artifacts (cf. R:CtxGef). In this
paper, facilities are developed to model contextual properties
that can be used to describe a situation as, e.g., ‘Risk’ or
‘Complexity’ (cf. R:CtxInf). These properties, in turn, have
calculated values that can be derived from various sources as
the skill level of a user executing an activity or the measured
code complexity of a processed source code artifact. To be
able to contextually integrate process execution into the
projects and thus enable the process to be influenced by the
properties of various situations, explicit connections of
process management concepts to context properties are
introduced (cf. R:CtxCon).

As concrete workflow execution is often relatively
dynamic in SE, a rigid pre-planning of activity sequences is
not always advantageous. Therefore, we provide a means of
declaratively modeling candidate activities for a workflow at
build-time that enables a system to automatically select
appropriate activities for various situations at run-time (cf.
R:ModDy). The modeling is designed to be hierarchical,
separating workflow models into several nestable blocks.
These blocks can be modularized and be logically treated as
simple activities, fostering their reuse in multiple workflow
models and simplifying these (cf. R:ModRe). To support
process engineers in modeling declarative context-dependent
workflows, an easy way of specifying context properties,
workflows, contained blocks, and activities is provided (cf.
R:ModH:).

Utilizing this modeling method, extrinsic workflows can
be addressed (cf. R:CovinEx). To unite this with traditional
imperative process modeling that is still useful for more
predictable processes [24], our approach unites both ways of
modeling under a common process management concept (cf.
R:CovU). The succeeding sections will provide details on
CoSEEEK and will introduce the different parts of the
concept: contextual extensions to process models, modeling
of contextual influences, gathering of contextual information,
and declaratively modeling processes.
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B.  Software Engineering Environment

To be able to provide the aforementioned features, a
system or framework must incorporate certain facilities:

A. A technical facility to automatically gather and process
information from the development environment.

B. A facility to manage all contextual information and to
relate it to process management.

C. A facility to govern workflows to support process
execution.

D. Flexible and reliable data storage and communication to
connect all modules of the framework and thus all parts
of the solution.

This section gives a brief overview of CoSEEEK and
how it realizes these facilities. CoOSEEEK is founded on a
hybrid semantic computing approach towards improved
context-aware SEEs [18]. Its conceptual architecture is
shown in Figure 2.

The environment (cf. Facility A) in a SE project consists
of artifacts and SE tool usage. The collection and processing
of information concerning these items is realized by two
CoSEEEK modules: Event Extraction provides sensors
acquiring events of state changes from various SE tools like
IDEs (Integrated Development Environments) or source
control systems. Event Processing, in turn, is used to process
the detected events. It enables the combination of multiple
low-level events (e.g., switching to the debug perspective in
an IDE) to derive higher-level events (e.g., the user is doing
bug fixing).

The management of high-level contextual information is
realized by Context Management (cf. B) that utilizes
semantic web technologies such as an ontology and a
reasoner.

Process Management Context Management

*

Event Processing

4 Data Storage

Event Extraction
A

SE Tools

Artifacts

Figure 2. CoSEEEK conceptual architecture.

Workflow governance and support (cf. Facility C) is
done by Process Management. To respond to the dynamicity
of SE workflow execution, this module enables dynamic
workflow execution, meaning that it is capable of correctly
and dynamically adapting running workflows.

Shared data (cf. Facility D) is provided by the Data
Storage module, which is realized as a tuple space [27]. A
loosely-coupled communication infrastructure is provided
with each module able to store and receive events.

CoSEEEK provides comprehensive automated process
support to address the aforementioned challenges. While the
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automated support provided for intrinsic workflows is
imperatively modeled and described in [28], both the support
for extrinsic workflows as well as the method for their
semantic, problem-oriented modeling (utilizing situational
method engineering) are an emphasis of this paper.

C. Context-aware Business Process Management

CoSEEEK aims to provide holistic infrastructural support
for SE projects concerning software development process
execution. This is achieved by assisting project participants
during their various activities. The process is tightly
integrated with contextual information and the project
environment. This section introduces the basic contextual
extensions to process management on which most
framework features rely. In our prior work [22][21] we
developed these extensions for standard intrinsic workflow
execution. Together with [1] and [26], this article now
extends this approach with support for a greater degree of
workflow dynamicity as well as for extrinsic workflows. To
elucidate the overall concept, we first summarize how the
contextual extension of process management concepts is
realized.

To enable the contextual integration of process execution
into SE projects, the Context Management module and the
Process Management module are tightly integrated. The
main responsibility of the Process Management module is to
govern the activities in both intrinsic and extrinsic
workflows. This includes dynamic adaptations to running
workflows as well as correctness guarantees (e.g., absence of
deadlocks and correct data flow) for both workflow
execution and adaptation [29][30]. The Context Management
module has three main responsibilities:

- It collects and aggregates contextual information
retrieved from users or SE tools.

- It adds annotations to the process management concepts
and extends these.

- It has high-level workflow governance authority,
connecting context information using the logical
capabilities provided by semantic web technology and
the functionalities of the Process Management module.
This connection is illustrated in Figure 3.

The Process Management module shows three sample
workflows ‘A’, ‘B’, and ‘C’ which have been modeled based
on standard workflow patterns such as AND- or XOR-gates
(see [31][32]]33] for readings on different kinds of workflow
patterns). These three workflows as well as each of the
contained activities have mappings in the Context
Management module that are directly connected to them. A
workflow is mapped by a so-called Work Unit Container,
and an activity is mapped by a so-called Work Unit. Note
that the horizontal governance (governance of the activities
in a workflow) is handled by the Process Management
module, while the vertical governance (governance of the
connection between the different workflow levels) is
managed by the Confext Management module. This
enhances connection flexibility as illustrated in Figure 3.
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For example, the termination of the Work Unit ‘A2’ does
not depend on a sub-workflow, but on another activity in
another process (Work Unit ‘B3’ in Figure 3); refer to [22]
for further details. The Work Unit Container ‘B’ illustrates
the extensions made in the Context Management module: it
enables an explicit definition of human tasks on multiple
levels. The Assignment represents a high-level activity that
requires multiple steps and is therefore connected to a Work
Unit Container. An example for this is the development of a
new component like a new GUI screen. The steps needed to
complete such an Assignment are the Assignment Activities
that are connected to the Work Units. Examples of the former
include ‘Implement Solution’ or ‘Implement Developer
Test’. These activities, in turn, can be decomposed into
smaller tasks that involve interaction with certain tools.
These tasks are called Atomic Tasks in our approach and
include checking out source code, modifying a source file in
an IDE, etc. These different levels of activities enable fine-
grained activity support and the automatic connection of
these activities with the project environment. For example,
activities that are planned via project management software
like microTOOL inStep [34] can be both automatically
imported and guided by Assignment Activities related to that
type of Assignment. Further, system awareness of what the
developer is really doing is facilitated via Atomic Tasks.
These are automatically inferred by the events and extracted
by sensors of the corresponding tools. That procedure is
further detailed in [22]. The contextual extensions also
include other concepts that may appear in SE process models
like VM-XT’s Activity Groups.

As described, extrinsic workflows have other properties
than their intrinsic counterparts. On the one hand, they are
extraneous to the SE process. Thus, they are not modeled as
part of the latter and they are hard to trace. Some of these
workflows may be automatically or semi-automatically
initiated, while others may rely on manual activation by
users. On the other hand, their internal governance is more
difficult. The concrete activity configuration can largely
depend on situational properties like time pressure or quality
goals. Therefore, the imperative way of modeling as favored
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by traditional process management may not always be
suitable. Hence, our approach introduces a declarative way
of modeling including contextual influences, to
accommodate the dynamicity of such workflows.

Including the aforementioned properties, there are three
dimensions in which the workflows can differ: their
affiliation to the SE process (i.c., intrinsic vs. extrinsic), the
type of workflow modeling (i.e., imperative vs. declarative),
and the automation level of their initiation (i.e. automatic vs.
manual). Figure 4 illustrates this by different concrete use
cases the system will enable, situated in a three-dimensional
space where the x-axis denotes the process affiliation, the y-
axis illustrates the type of modeling, and the z-axis depicts
the automation level for workflow enactment triggering.

—— Automatic
Follow-up
Activities

Late binding

Activity /— Manually started

Declarative —_
~ Issue processing

Z-Axis [ Intrinsic

Extrinsic Automatically started

X-Axis...Process Affiliation; Y-Axis...Type of Modeling; Z-Axis...Automation Level

Figure 4. Workflow modeling dimensions.

The first use case (red sphere) deals with standard
process execution. This implies workflows belonging to the
SE process (intrinsic) whose activity sequencing is known a
priori (imperative modeling). To integrate these activities
with external project planning, the Assignments are imported
from, for instance, project management software and the
associated workflow for an Assignment is subsequently
started.

In contrast, issues occurring during projects (yellow
sphere) are ad-hoc, do not belong to the process, and are very
dynamic, relying on the properties of the situation. From our
interactions with industrial partners, this is not unusual. One
of these is the following situation: A requirements’ analyst
prepares a special build of the produced software for a
customer demonstration. He notices that some crucial
function does not work in that build and, because of the time
pressure, directly contacts a developer about this issue. The
developer immediately starts working on the issue and,
within an hour, delivers a fix directly to the analyst, enabling
him to hold a successful customer presentation.

Another use case (orange sphere) is illustrated by so-
called follow-up activities that are extrinsic but can be
required by the outcome of an intrinsic activity. For
example, if a developer changes code belonging to an
interface component, it may be required to not only adapt
unit tests, but also to reflect these changes in the architecture
specification or the integration tests. However, these
activities may have to be processed by other actors in other

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

162



teams, like architects or the test team. [35] introduced a
CoSEEEK facility to automatically reason about such
coherences and to automatically initiate and govern the
follow-up activities.

The last example (green sphere) is enabled by the
combination of imperative and declarative modeling.
Assume a situation where an activity sequence is clear and
therefore imperatively pre-specified by a process engineer.
Though the sequencing of the entire workflow might be
deliberately rigid and most of the activities selected, it might
nevertheless be useful to introduce limited dynamicity in that
imperative workflow: at build-time, for some activities the
category might be clear, but not the concrete characteristic.
Consider review activities as an example. It might be clear
that a review activity shall be integrated, but there are
different variants in that category like ‘Peer Review’, ‘Code
Review’, or ‘Code Inspection’. Each of them has different
properties like effort, duration, or error detection rate. For
such activities, a set of candidate activities can be defined,
enabling the system to choose the corresponding one upon
execution. For example, if there is significant schedule
pressure when the workflow is executed, an activity will be
chosen that has low duration. Of course, a variety of other
combinations is possible as, e.g., semi-automatically started
declarative, extrinsic workflows like bug fixing initiated by
the import of new high priority defects from a defect tracking
system.

D. Applying Situational Method Engineering

Situational method engineering adapts generic methods
to the actual situation of a project [23]. This is done based on
two different influence factors called process properties,
which capture the impact of the current situation, and
product properties that realize the impact of the product
currently being processed (in this context the type of
component, e.g., a GUI or database component). To strike a
balance between rigidly pre-specified workflows and the
absence of process guidance, the idea is to have a basic
workflow for each use case that is then dynamically
extended with activities matching the current situation. The
construction of the workflows utilizes a so-called case base
as well as a method repository. The case base contains a
workflow skeleton of each of the use cases. In the following
these use cases, which are associated to an SE issue and have
an attributed workflow, will simply be called cases. The
workflow skeleton belonging to a case only contains the
fundamental activities always being executed for that case.
The method repository contains all other activities whose
execution is possible according to the case. To be able to
choose the appropriate activities for the current artifact and
situation, the activities are connected to properties that
realize product and process properties of situational method
engineering.

Each SE issue, such as refactoring or bug fixing, is
mapped to exactly one case relating to exactly one workflow
skeleton. To realize a pre-selection of activities (e.g., Create
Branch or Code Review) which semantically match an issue,
the issue is connected to the activity via an n-to-m relation.
The activities are connected, in turn, to properties specifying
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the dependencies among them. The selection of an activity
can depend on various process as well as product properties.
To model the characteristic of an issue leading to the
selection of concrete activities, the issue is also connected to
various properties. The properties have a computed value
indicating the degree in which they apply to the current
situation. Utilizing the connection of activity and property,
selection rules for activities based on the values of the
properties can be specified. The following example
illustrates these concepts by means of an extremely
simplified bug fixing workflow.

Example 2 (Situational workflow extension): Figure 5
shows different parts of our concept for a bug fixing issue.
On the left side of the figure, the relating case and the
skeleton workflow are shown. That skeleton workflow is then
extended with activities that match the values of the
properties: Activity B (could be e.g., ‘Run Regression Tests’)
is added because of the property ‘Criticality’ and activity C
(could be e.g., ‘Validation to Requirements’) is added
because of the property ‘Complexity’.

(>0
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R — ]
: :
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Fixing
c Workflow Instance / Activt OR- AND-
ase Work Unit Container ctivity Gate Gate

Context icati
User ( > Sensor —J» Communication
Property

Figure 5. SME example

E. Information Gathering

To leverage the automatic support for extrinsic
workflows, the computation of the property values
constitutes a key factor. Our approach unifies process and
product properties in the concept of the property, which can
be influenced by a wide range of factors. The integration of
different modules and applications as well as the unification
of various project areas in CoSEEEK enable the automatic
computation of the values comprising contextual knowledge.
On the one hand, tool integration can provide meaningful
information about the artifact being processed in the current
case. For example, if the artifact is a source code file, static
code analysis tools (such as PMD) can be used to execute
various measurements on that file, revealing various
potential problems. If a high coupling factor was detected,
this would raise the product property ‘risk’ associated to that
file. On the other hand, the integration of various project
areas like resource planning entails contextual knowledge
about the entire development process. An example is the
raising of the process property ‘risk’ if the person processing
the current case is a junior engineer.
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Both of these aspects deal with implicit information
gathering. Since not all aspects of a case are necessarily
covered by implicit information, and not all options for
gaining knowledge about the case are always present, the
system utilizes explicit information gathering from the user
processing the case. To enable and encourage the user to
provide meaningful information, a simple response
mechanism is integrated into the CoOSEEEK GUI (shown in
the next section). Via this mechanism, the user can directly
influence process as well as product properties. To keep the
number of adjustable parameters small, the concept of
product category was introduced. The product category
unites the product properties in a pre-specified way. An
example of this would be a database component or a GUI
component: the database component is likely to have more
dependencies, whereas the GUI component presumably has
more direct user impact. The influence of the product
categories on the different properties is specified in advance
and can be adapted to fit various projects. Selected process
properties can be set directly. The computation of all other
influences on the properties is explained in the following
section.

F. Declarative Workflow Modeling

After completing the computation of the property values,
activities must be selected and correctly sequenced to enable
dynamic construction of the workflow for an SE issue. This
is done utilizing the connection between properties and
activities. An activity can depend on one or more properties.
Examples include selection rules such as:

* ‘Choose activity code inspection if risk is very high,
criticality is high, and urgency is low’ or

* ‘Choose activity code review if risk and criticality are
both high’.

The sequencing of the chosen activities in our initial
approach [1] was very simple and did not allow for choices
or the parallel execution of activities. Therefore, this section
integrates our work from [26] and extends it. Declarative
workflow modeling approaches incorporate a certain amount
of flexibility in the workflow models [25] and thus enable
the latter to be applicable for different situations. However,
the declarative way of modeling can be difficult to
understand [36] and can produce models that are hard to
maintain [37]. Therefore, our declarative workflow modeling
approach is based on very simple constraints and so called
Building Blocks that enable further structuring of the
workflow and structural nesting.

This modeling type is illustrated and compared to
classical workflow modeling in Figure 13. The figure shows
the modeling of the Work Unit Containers above and the
derived workflows for execution below. ‘Work Unit
Container 1’ shows a simple, imperatively modeled
workflow that is also executed in that form (as “Workflow
1”). ‘Work Unit Container 2’ illustrates declarative modeling
of the same workflow: the exact structure of the workflow is
not rigidly pre-specified. There are only simple constraints
connecting activities in the workflow. Examples in Figure 13
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are ‘Requires’, expressing that one activity requires the
presence of another, and ‘Parallel’, expressing that both
activities should be executed in parallel. The generated
workflow for these constraints looks exactly like the
imperatively modeled ‘Work Unit Container 1°. Activities in
the declarative approach also have relations to contextual
properties in order to enable the system to select a subset of
the pre-specified activities for the execution workflow.
Finally, ‘Work Unit Container 3’ demonstrates the use of
Building Blocks. These are used for further structuring the
workflow. Three Building Blocks are shown for sequential,
parallel, and repeated execution of the contained elements in
Figure 13. ‘Workflow 3’ shows how a workflow is built
based on constraints and the Building Blocks. Furthermore, it
demonstrates contextual relations, in this case assuming that
the contextual properties of the situation led the system to the
selection of activities ‘1°, ‘2°, ‘3°, and ‘5’ while omitting
activities ‘4’ and ‘6’.

In the following, all available constraints and Building
Blocks are shown, as well as conditions to be fulfilled for
declarative modeling and that are later checked by the
framework.

The constraints were designed in a way such that they
remain simple and facilitate basic workflow modeling.
Structures that are more complex can be expressed using
Building Blocks. The constraints are categorized into
sequencing constraints and existence constraints. Existence
constraints govern which activities should be present in a
workflow, while sequencing constraints govern how they
should be arranged in the workflow. The available
constraints are shown in Table I.

TABLE L DECLARATIVE CONSTRAINTS

Constraint Meaning

if X and Y are present,

X should appear before Y

if X and Y are present,

they should appear parallel
(like two branches that

are connected by AND

gates in classical process modeling)
if X is present,

Y must also be present

if X is present,

the presence of Y is prohibited

Type

X hasSuccessor Y sequencing

X hasParallel Y sequencing

X requires Y existence

X mutualExclusion Y existence

Utilizing these constraints, very basic workflows are
possible, specifying “should” / “should not” appear together
and a sequence or parallel arrangement.

The Building Blocks that enable complex structures have
been developed to mirror standard workflow patterns for
block-structured workflows [38]. This way of structuring
enables easy separation of the workflow into nested blocks.
These blocks can be activities, patterns, or the workflow
itself. Each block must have a unique start and end point
[39][40][41]. The blocks can be regularly nested, meaning
that they may not overlap [42][41][40]. For workflows that
are not structured like this, in most cases a transformation to
a block structured model can be applied [40][43][41]. For
control flow modeling in workflows, the basic patterns are:
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Sequence, AND-split, AND-join, XOR-split, XOR-join, and
Loop [31]. With these patterns, most models that are used in
practice can be covered since they are the basis of any
process specification language [44][45][46]. They can also
be easily transformed to formal languages like Petri Nets
[29] and to other widespread process languages like WS-
BPEL [47][48]. There also exist other control flow patterns
like the Multi-Choice / OR-split [31]. This work presumes
the sole usage of the basic control flow patterns, because the
use of other patterns can complicate the process model and
promote error-proneness [43][49][50]. Furthermore, it is
possible to construct other control flow patterns using the
basic ones like, e.g., composing an OR-split with XOR- and
AND-splits [38][51]. The available Building Blocks and
their relation to control flow patterns is shown in Table II.

TABLE I BUILDING BLOCKS
Building Block | Control Flow Pattern(s)
Sequence Sequence
Parallel AND-split, AND-join
Loop Loop

Conditional XOR-split, XOR-join

‘Work Unit Container 3 / Execution Workflow 3’ in
Figure 13 demonstrates how nested Building Blocks are
transformed into the control-flow structure of a workflow.

Compared to [26], the Building Block ‘Conditional’ has
been added to cover all basic workflow patterns. This
Building Block implies a deferred decision about the
executed activities: At run-time, based on a certain variable,
the XOR pattern chooses exactly one activity from a set of
contained activities or, in case one empty branch exists in the
XOR pattern, no activity might be chosen. Furthermore, for
the decision made in the XOR pattern, the value range of the
variable used for the decision should be completely covered
to avoid deadlocks in execution [52][53]. This, combined
with the fact that Building Blocks contain candidate activities
from which a subset is to be chosen, makes it error-prone.
The value range can become only partially covered, and it is
possible that two or more activities (from which a selection
was intended by the modeler) are omitted due to context
properties, leaving no valid choice at run-time. In light of
these problems, two options are supported in modeling a
‘Conditional’ Building Block: the first one contains no empty
branch. For this variant, the system checks the coverage of
the value range during construction and no activities can be
omitted for that block. That way, run-time choices not
dependent on context properties can be modeled. The second
variant contains an empty branch. In that case omitting
activities due to contextual factors is permitted. The system
assigns all uncovered sections of the value range to the
empty branch. That way it is possible to model a deferred
decision that incorporates contextual factors including the
case that none of the activities comes to execution.

However, the usage of Building Blocks not only enables
the modeling of workflow structures containing all basic
structural patterns, but also simplifies modeling since it
fosters the reuse of different fragments of a workflow: in
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traditional process management, reuse is limited to
workflows or activities. In contrast, our declarative modeling
approach supports the reuse of fragments of the workflows.
These fragments, captured as Building Blocks, are
encapsulated as simple activities, and thus simplify the
workflow structure and hide its inherent complexity. Another
factor supporting reuse is the relation to context properties:
each simple activity and Building Block can have these
context connections. That way a Building Block can be used
in various different workflows for various situations. The
following example illustrates this.

Example 3 (Building Block): A Building Block for
different code review activities can be defined, containing
review activities with different properties. These are for
example ‘Peer Review’, ‘Code Review’, ‘Walkthrough’, or
‘Code Inspection’. Utilizing connections to context
properties like ‘Urgency’ or ‘Risk’, these activities “know”
the situations to which they apply, and the surrounding
Building Block can thus be easily used for all of these
situations without additional effort.

With this method of declarative modeling, one can model
‘candidate activities’ and relate them to context properties
during build-time, while the system decides at run-time
which of the activities will be used to construct the execution
workflow matching the current situation. This implies that
several activities may be omitted for a certain execution
workflow. To ensure that proper workflows are still
constructible out of a declarative workflow specification, the
system conducts a so-called ‘auto-completion’ on the
specified workflows as illustrated in Figure 6.

A: Auto completion

B: Workflow Examples

N VR e
—»{ C (D
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\_/

Figure 6. Workflow auto-completion example.

In Figure 6(A), the red-dashed constraints are added by
the system. This enables the construction of workflows from
subsets of the specified activities as exemplified in Figure
6(B). A set of conditions is verified by the system to ensure
that correct basic modeling and all specified workflows are
properly completed. These conditions concern the workflows
as a whole as well as the different Building Blocks. An
example of such a condition is shown in the following:

Condition C1: Each workflow shall have a unique start
and end point. This promotes simple and understandable
models as suggested in [43].

The conditions and the auto completion feature are
further explained in [26]. Structural integrity of the
workflows is guaranteed upon creation based on the built-in
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mechanisms of the process management system, which
imply correctness checks for each change operation applied
to the workflow [52].

G. Workflow treatment dimensions

There are different combinations of intrinsic and
extrinsic workflows that are modeled imperatively or
declaratively, as illustrated in Figure 4. This section briefly
explains how different combinations are enabled. As both
declarative and imperative workflows are realized by sub-
types of the Work Unit Container, it is possible to use both
types for intrinsic as well as for extrinsic workflows.

There are different levels of automation concerning
workflow starts: intrinsic workflows are automatically
started as they belong to the running SE process. In contrast
to this, extrinsic workflows can be started out of different
situations: first, they can be started manually by the user
utilizing the CoSEEEK GUI. Second, they can be started
semi-automatically, e.g., when an activity is assigned to a
user in a bug tracking system monitored by a sensor. The
sensor generates an event that causes the instantiation and
start of a new workflow for the respective user. The third
case is the follow-up activities required by other activities.
These are automatically initiated by the system. That case is
illustrated in the following example.

Example 4 (Follow-up activities): Consider a source
code modification conducted as part of an intrinsic activity.
That modification was applied to an artifact that belongs to
the interface of a component. The change thus only impacts
the component itself and its implementation, but also other
areas. The areas ‘testing’ and ‘architecture’ might also be
impacted since eventually the integration tests or the
architecture  specification has to be adapted. The
determination of such impacts from one project area to
another and the governance of the follow-up activities are
described further in [35].

The system shall enable activity support matching
various situations and provide a simple way of modeling.
Therefore, it is not only possible to model dynamic Work
Unit Containers but also dynamic activities. These so-called
Late Binding Activities can be used if it is known that, e.g.,
some type of activity has to be done but it is not known prior
to process execution which exact characteristic the activity
should have [54]. Therefore, the activity is connected to a
Building Block. The latter implies the possibility to model a
set of candidate activities, connect these with context
properties, and govern their sequencing. When the respective
workflow is started, the system determines the matching
activities using the current context properties and integrates
them into the workflow.

H. Concrete Procedure

The concrete procedure for the handling of an SE issue in
is as follows. At first, the workflow for the issue is modeled
declaratively as illustrated in Figure 14. This procedure
comprises composing the workflow out of various Building
Blocks, connecting these to context properties, and
connecting both to a case. After the workflow construction is
completed, the system verifies it. As an entry point for the
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execution of a workflow, there is an event indicating that an
SE issue is assigned to a user. This event can come from
various sources. Examples include the assignment of an SE
issue to a person in a bug tracker system or the manual
triggering by a user via the GUI. The next step is to
determine a case for that issue like ‘Bug fixing’ or
‘Refactoring’. Depending on the origin of the event, this can
be done implicitly or explicitly by the user.

When the case is specified, the workflow starts for the
user, applying the workflow skeleton assigned to that case.
The first execution step is to gather contextual information as
illustrated in Figure 14. This information can come from
various sensors that provide information on the state
transitions of SE tools or directly from the user via the GUI.

After having determined the properties of the case, the
additional activities matching the current situation and
product are selected. The set of activities is then checked for
integrity and correctly sequenced utilizing semantic
constraints. Subsequently, the activities are integrated into
the running workflow that provides activity guidance for the
user.

If one or more of the properties change during the
execution of the workflow, the prospective activities are
deleted (if still possible) and a new sequence of activities is
computed.

I Modeling Effort

The presented approach consists of many components
and introduces a fair amount of complexity. However, this
does not impose complicated modeling or workflow
enactment for the user. The required components are
discussed in the following:

- Context Properties: The system needs explicitly
modeled context properties for the selection of
appropriate activities. These properties have to be
connected to other facts to be automatically computed.
An example for this is ‘If the skill level of the applying
person is low, the risk is increased’. These properties
can be reused for all cases and have thus only to be
modeled once.

- Activities: The workflows consist of activities that have
to be modeled and to be connected to context properties
to enable the system to know when they apply. Like the
properties, the activities only have to be modeled once
and can be reused.

- Building Blocks: Building Blocks are used to group
activities together and to govern their sequencing. They
are further connected to context properties and can be
reused. Building Blocks offer great potential for reuse
and for simplifying modeling: They are encapsulated as
simple activities and thus simplify the structure of the
containing Work Unit Container. Consider the four
code review activities of example 3: These four
activities can be grouped together, e.g., in a Parallel
Building Block called ‘Review Activities’. For future
workflows, the Ilatter can be wused instead of
incorporating multiple activities and choices, leaving
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the system responsible for selecting the matching
activities for the current situation during run-time.

- Cases: For each concrete issue like ‘Bug Fixing’, one
case is defined. The definition of a case is very simple
since all defined activities, context properties, and
Building Blocks can be reused. The structure of the
cases is also very simple as there are only four
constraints needed for connecting the activities or
Building Blocks. More complex control flow modeling
is handled and encapsulated by the Building Blocks.

IV. REALIZATION
This section describes the concrete implementation of the
SE issue process introduced in the preceding section.

A. Technical component realization

Before describing the procedural realization, the
technical realization of the participating components is
briefly introduced as illustrated in Figure 7.

Process Management

AristaFlow

Event Processing
Esper

Context Management

Data Storage

XML Tuple
XISt
Hackystat
C-—-NaK -

Artifacts

( source code ) ( test code

Figure 7. CoSEEEK realization architecture.
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While various other Java (Mantis, inStep, PMD, xRadar,
etc.) and .NET (Visual Studio 2010, Team Foundation
Server) SE Tools are integrated, to exemplify the realization
just a few will be described. Source code and test code
Artifacts are processed via the version control management
system Subversion and the IDE Eclipse. All communication
between the modules is performed using a custom XML
implementation of the Tuple Space paradigm [27] that uses
the eXist XML database [55] for collaborative event storage
and Apache CXF for web service communication. The
Hackystat framework [56], which provides a rich set of
sensors for various applications, is used for Event Extraction
via its tool sensor components and for storage of high
volume basic events in a relational database. Event
Processing is performed via the complex event processing
(CEP) [57] tool esper [58], that detects and triggers higher-
order complex events from the multiple basic events.

The Process Management module requires an adaptable
process-aware information system (PAIS) to cope with the
dynamic nature of SE processes the current approach seeks
to address. Therefore, the AristaFlow BPM suite (formerly
ADEPT?2) [52][39] was chosen for its realization. It allows
authorized agents [59] to dynamically adapt and evolve the
structure of process models during run-time. Such dynamic

International Journal on Advances in Intelligent Systems, vol 4 no 3 & 4, year 2011, http://www.iariajournals.org/intelligent_systems/

process changes do not lead to unstable system behavior, i.e.,
none of the guarantees achieved by formal checks at build-
time are violated due to the dynamic change at run-time [42].
Correctness is ensured in two stages. First, structural and
behavioral soundness of the modified process model is
guaranteed, independent from whether or not the change is
applied at the process instance level. Second, when
performing structural schema changes at the process instance
level, this must not lead to inconsistent or erroneous process
states afterwards. AristaFlow applies well-elaborated
correctness principles in this context [60]. Despite its
comprehensive support for dynamic process changes,
ADEPT2 has not considered automated workflow
adaptations so far.

The Context Management module has three main
responsibilities: it realizes the case base, the method
repository, and contains context information about the entire
project. This information is stored in an OWL-DL [61]
ontology to unify project knowledge and to enable reasoning
over it. The use of an ontology reduces portability,
flexibility, and information sharing problems that are often
coupled to relational databases. Additionally, ontologies
facilitate extensibility since they are, in contrast to relational
databases, based on an open world assumption and thus
allow the modeling of incomplete knowledge. To
programmatically access the ontology, the Jena API [62] is
used within the Context Module. Reasoning and
classification of information is provided by the reasoner
Pellet [63].

B. Concrete Procedure

This section illustrates the communication of the modules
by means of a concrete example that is depicted in Figure 15.
Basic event extraction and event processing is presumed. In
that concrete case, the bug tracker Mantis is used in
conjunction with a sensor that generates an ad hoc workflow
event when an SE issue is assigned to a person (1) and is
stored in the XML tuple space. That event contains
information about the kind of issue for case selection and
about the person. In case of a real ad hoc issue not recorded
in a bug tracker, the event for instantiating a workflow can
be triggered from the GUI as well, requiring the user to
select a case manually (1). The GUI is a lightweight web
interface developed in PHP that can be executed in a web
browser as well as preferably directly in the users IDE.
Figure 8(A) shows the GUI: in the upper area, contextual
information is displayed while the lower area is reserved for
workflow governance. The upper area also provides the
option to start a case manually. The event is then
automatically received by the Process Management module
(cf. Figure 15(2)), which instantiates a workflow skeleton
based on the template of the selected case (3). The activity
components of AristaFlow (called environments) for these
workflows are customized to communicate over the Tuple
Space (4) and thus, enable user interaction during the
execution of each activity. The first activity of each SE issue
is ‘Analyze Issue’ to let the user gain knowledge about the
issue and provide information about process and product
properties to the system via the GUI (5). Figure 8(B) shows
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the GUI that enables the user to directly adjust process
properties and to choose a product category that affects
product properties.
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The adaptation of running workflows works as follows:
the workflow skeleton is instantiated, offering the user the
aforementioned ‘Analyze Issue’ task to provide information
as shown in Figure 15(6). The information from the user is
encapsulated in an event received by the process module (7).
The Process Management module sends an event via the
tuple space (8) that is received by the Context Management
module (9). The latter provides the set of activities to be
inserted in the running workflow (10, 11). The Process
Management module utilizes that information to perform the
adaptation of the workflow, inserting all required activities
(12). Thus, the process is already aligned to the current
situation and product when the user continues.

C. Context Module

This subsection describes how the Context Management
module utilizes the ontology to derive property values and to
select appropriate activities. To leverage real contextual
awareness, the ontology features various concepts for
different areas of a project. These are semantic
enhancements to process management utilized for intrinsic
workflows, quality management, project staffing, and
traceability. For process management, the concepts of Work
Unit, Work Unit Container, Assignment, Assignment Activity,
and Afomic Task are used to enrich processes and activities,
and with semantic information as illustrated in Figure 3.
Quality management features the concepts of the Metric,
Measure, Problem, Risk, Severity, and KPI (key performance
indicator) to incorporate and manage quality aspects in the
project context. The concepts of Person, Team, Role, Effort,
Skill Level, and Tool are integrated to connect project
staffing with other parts of the project. To further integrate
all project areas and to facilitate a comprehensive end-to-end
traceability, the concepts of 7ag and Event can be connected
and used in conjunction with all other ones. The relevant
concepts are shown in a simplified excerpt from the ontology
in Figure 16.
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To predefine the different SE issues, a set of template
classes has been defined with their workflow skeletons and
activities as well as the properties applying to them. Each
Issue Template is connected to a Work Unit Container
Template storing the information about the concrete process
template in AristaFlow. The Work Unit Container Template
has two disjoint subclasses for representing imperative and
declarative workflows: the Imperative Container Template
containing Work Unit Templates, and the Declarative
Container Template containing Building Block Templates.
The latter are used to model candidate activities for
declarative workflows and have various subclasses. These
incorporate the different Building Block types as the
Sequence or the Loop for modeling. However, there are also
concepts used for validation purpose by the reasoner, e.g., to
validate the different Building Blocks. For example, a
Sequence may not contain parallel activities (in that case it
would be classified as an [Inconsistent Sequence). Other
concepts are used for structural validation (e.g., Building
Block with Successor, Building Block Start). That way it can
be checked, e.g., if a container has a unique starting point
(otherwise it would be classified as an Inconsistent
Declarative Container). The validation procedure is
explained in [26]. Since Activity is a subclass of the Building
Block, simple Activities and complex Building Blocks are
treated equivalently. The Issue Template is also connected to
one or more Property Templates, yielding the capability to
specify not only a unique set of activities for each Issue, but
also a unique set of Properties with a unique relation to the
activities.

When completing the modeling, the workflow is checked
for correctness utilizing various conditions for the workflow
itself and the contained Building Blocks. One example of
these conditions is ‘Condition 1’ introduced in Section IIL.F.
The realization of this condition in the ontology is discussed
in the following:

Condition C1: To check whether a unique start and end
point are specified, the BuildingBlock has two sub-classes
BuildingBlock Start and BuildingBlock End. A
BuildingBlock is classified as a BuildingBlock Start if it has
no predecessor. If multiple parallel BuildingBlocks are
executed at the beginning of the workflow, none of them
should have any predecessor. The same applies to
BuildingBlock End and successors:

BuildingBlock Start = BuildingBlock N —3hasPredecessor
A —3hasParallel BuildingBlockWithPredecessor

Two concepts define a BuildingBlock with a successor or
predecessor:

BuildingBlockWithPredecessor = BuildingBlock A 3hasPredecessor
BuildingBlockWithSuccessor = BuildingBlock A 3hasSuccessor

To validate a modeled workflow, the concepts
Consistent SME Workflow Container and Inconsis-
tent SME Workflow Container are used. The condition is
that if a container has two BuildingBlock Start individuals
not connected in parallel, it constitutes an inconsistent
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container.  Currently, the check is implemented
programmatically via the Jena framework. After validating
the workflow, the completion procedure also mentioned in
Section IIL.F is conducted, enabling the system to construct
consistent workflows out of subsets of the specified
activities. We refer interested readers to [26] for further
details.

When a new SE Issue is instantiated, it derives the Work
Unit Container and the Properties from its associated Issue
Template. Each Property holds a value indicating how much
this Property applies to the current situation. These values
can be influenced by various factors also defined by the
Property Template. Figure 16 exemplifies three different
kinds of influences currently used. Future work will include
the integration of further concepts of the ontology that
influence the Properties, as well as extending the ontology to
fully leverage the context knowledge available to CoSEEEK.

The ProductCategory specified in the GUI has a direct
influence on the product Properties. Furthermore, there can
be Problems relating to the processed Artifact, e.g., indicated
by violations of source code metrics. The Skill Level of the
Person dealing with the SE Issue serves as example for an
influence on the process properties here. There are four
possible relations between entities affecting the Properties,
and the Properties capture strong to weak negative as well as
positive impacts. These are all used to compute the values of
the Properties. The values are initialized with ‘0 (neutral)’
and are incremented / decremented by one or two based on
the relations to the different influences. The values are
limited to a range from ‘-2 (very low)’ to ‘2 (very high)’,
thus representing five possible states of the degree to which
the property applies to the current situation.

To select appropriate Building Blocks according to the
current properties, six possible connections are utilized.
These are ‘weaklyDependsOn’, ‘stronglyDependsOn’, and
‘dependsOn’, meaning the Activity is suitable if the value of
the Property is ‘1 (high)’ or ‘2 (very high)’, or just positive
and the other three connections for negative values. Each
Building Block can be connected to multiple Properties.
Based on an Issue, for each attributed ActivityTemplate a
SPARQL query is dynamically generated which returns the
corresponding Activity if the Properties of the current
situation match. Listing 1 shows such a query for an Activity
‘act’ that is based on an ActivityTemplate ‘at’ and depends on
two different Properties ‘propl’ and ‘prop2’ which are, in
turn, based on Property Templates ‘ptl’ and ‘pt2’.

Listing 1

PREFIX project:
<http://www.htw-aalen.de/coseeek/context.owl#>
SELECT ?act
WHERE {

?act project:basedOnActivityTemplate ?at.

?at project:title "AT CodeReview".

?issue project:title "CodeFixRequired".

?issue project:hasProperty ?prop.

?prop project:basedOnPropertyTemplate ?pt.

?at project:weaklyDependsOn ?pt.

?prop project:weight "1".

?issue project:hasProperty ?prop2.

Activity selection SPARQL query
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?prop2 project:basedOnPropertyTemplate ?pt2.
?at project:stronglyDependsOn ?pt2.
?prop2 project:weight "2".}

Based on this activity selection, the Work Unit Container
comprises all applicable Building Blocks and Activities.
Based upon this, the workflow skeleton is adapted and Work
Units are generated for the Activities that are to be executed.
This is described in detail in [18].

The significance of this contribution is, on the one hand,
that workflows for SE issues, which are extrinsic to
archetype SE processes, are not only explicitly modeled, but
also dynamically adapted to the current issue and situation
based on various properties derived from the current product,
process, the context, and the user. Thus, it is possible to
provide situational and tailored support as well as guidance
for software engineers processing SE issues. On the other
hand, the proposed approach shows promise for improving
and simplifying process definition for extrinsic workflows.
The initial effort to define all the activities, issues, properties,
and workflow skeletons may not be less than predefining
huge workflows for the issues, but the reuse of the different
concepts is fostered. Thereafter, the creation of new issues is
simplified since they only need to be connected to activities
they should contain. The latter are later automatically
inserted to match the current situation. Yet the main
advantage is of semantic nature: the process of issue creation
is much more problem-oriented using the concepts in the
ontology versus creating immense process models. The
process engineer can concentrate on activities matching the
properties of different situations rather than investing
cognitive efforts in the creation of huge rigid process models
matching every possible situation. Likewise, the analysis of
issues allows simple queries to the ontology returning
problem-oriented knowledge such as ‘Which activities apply
to which issues’ or ‘Which activities are applied to high-risk
time critical situations’.

D. Modeling Effort

This section provides further details about the real
modeling effort required for specifying declarative
workflows including contextual properties. A web-based
GUI was developed to support this kind of process modeling,
multiple screenshots of which are shown in Figure 17. The
screens on the left side depict the full GUI, while the ones on
the right side show only selected relevant parts.

The GUI enables the easy creation of context properties,
activities, Building Blocks, and cases. For each of these, one
screen in the GUI enables the creating, editing, and deleting
of these items. Figure 17(C) shows the screen containing the
list of Building Blocks. From that list, the screen for editing /
creating Building Blocks can be accessed, as shown in Figure
17. (B). It enables defining a name, a description, and a
category for the Building Block. The type of Building Block
can also be selected and, according to the type, the special
properties of the block. Figure 17(B) shows this for a
‘Sequence’: on the left, the contained activities / Building
Blocks can be specified, and on the right, the context
properties to which the specified Building Block should
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apply. Activities can be defined similarly as shown in Figure
17(D): A name, a description, and a category can be defined,
as well as context properties to which the activity shall
apply.

The definition of context properties is depicted in Figure
17(D). For them, a name, a description, and influences can
be defined. The example shows the ‘Skill Level’ of the
person processing the activity as influence, which is defined
to enhance the context property ‘Risk’ when it is low. The
definition of cases can be easily accomplished as well (cf.
Figure 17(A)). Besides a name and a description, the user
can define how Building Blocks or activities shall be
included utilizing the four basic constraints.

E. Case learning

Taking the variety of possible SE issues into account, it is
not likely that all of them will be modeled a priori. To
support the integration of cases for new issues into the
system, our approach features the so-called ‘Case learning’
functionality. It enables the user to start a new issue even if
the latter is not known by the system. The user can then
choose which activities to process for that issue and the
system records it. The relevant part of the CoOSEEEK GUI is
shown in Figure 9. Via the lower part of that GUI, the user
can name the issue he is processing and choose an activity
category and activity to process. When he clicks ‘Process
Activity’, the activity chosen is recorded for that new issue.
When the issue is finished, the user clicks ‘Complete Issue’
to stop the issue recording.

Context Checklist Settings About
Process:
Risk:
1] + -+
Urgency:
il + +4
Complexity:
0 + -+
Dependencies:
1] + ++
Select Product Category I Gl vI
Complete I
Hew Issue
Mame:
Choose activity "
-
categary: I Rieview J
Choose Activity: I Code Review ﬂ
Process Activity

Figure 9. GUI with case learning feature.

A process engineer can then utilize that information to
model workflows for new cases. That way, if an unknown
issue was recorded multiple times, the applicable Building
Blocks to cover that various possibilities can be derived by a
process engineer. Future work can even consider deriving
new workflow templates automatically, similar to the
approach shown in [46][64]. It considered the automatic
generation of new process models from different instance
variants derived from the same model to provide models that
better match real execution.
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V. EVALUATION

This section illustrates the advantages of the proposed
approach via a synthetic, but concrete practical scenario
generated in a lab environment. Future work will include
analysis of currently ongoing industrial case studies utilizing
CoSEEEK with partners of the research project.

A.  Scenario Solved

For the bug fix issue presented in Section I.A, the
concrete scenario considered two possible generated
workflows. More precisely, for this scenario, a set of
properties has been defined as well as activities and their
dependencies on these properties. The first case deals with an
urgent fix of a GUI component. That component is assumed
to be part of a simple screen not often used by customers.
The second case deals with a database component. The fix is
assumed to have an impact on multiple tables in the
database. Table III depicts the product and process properties
that were selected for cases in this scenario as well as the
values that were chosen for them by the developer via the
CoSEEEK web GUIL

TABLE IIL EXAMPLE SME PROPERTIES OF CASES

Component GUI (Case 1) | DB (Case 2)

Product criticality o +

Properties user impact ++ o

dependencies - +

complexity o +

risk 0 +

Process risk - o

Properties urgency + -

complexity - +

dependencies 0 o

It is assumed that no other influences exist for the
properties. The activities being part of this scenario are
shown in Figure 18. The figure illustrates different levels of
encapsulated Building Blocks that foster easy modeling,
while hiding the inherent complexity of the approach: on the
top level, where the ‘Case’ is modeled, there is only a simple
sequence consisting of activities and Building Blocks that
realize the workflow structure. The scenario also shows the
advanced flexibility of the approach. Activities can be
flexibly integrated: the ‘Validation to Requirements’ activity
will not always be required. Therefore it is simply integrated
and connected to a very high value (++) of the complexity
property. (This connection is not shown in Figure 18 to
preserve better readability.) The testing activities were
integrated, mutually excluding each other in the initial
workflow. In the declarative specification, they are grouped
in a Parallel Building Block and connected to different
situational properties. Thus, the situation determines the
execution of more than one or none of them. The two types
of Conditional Building Blocks are also included. The review
activities are mutually exclusive and it is possible that none
of them comes to execution. Opposed to this, the
‘Integration’ Building Block requires one of the two mutually
exclusive activities to be executed. To support better
readability, Figure 18 shows only a selection of the mutual
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connections between Building Blocks and the connections of
Building Blocks to situational properties.

The chosen values lead to the selection of different
activities for the different workflows as illustrated in Figure
10. Because of the low complexity of the GUI case, the bug
fix needs no special preparation or design. Due to the direct
user impact of the GUI component, a GUI test and the
documentation in the change log has been chosen. The unit
test activities have been modeled to be applicable only for
cases that are not urgent and thus they were omitted. Due to
the risk and complexity of the database component and the
task relating to it, the creation of a separate branch as well as
an explicit check for dependencies have been prescribed. In
the given case, the ‘Design Solution’ activity was
nevertheless omitted since it was modeled to be only
applicable if ‘Complexity’ is very high (++). Unit as well as
regression test activities were included because of low
urgency and high criticality, whereas the creation of a
regression test was conditionally integrated depending on the
presence of regression tests. A code review has also been
prescribed due to the complexity and criticality of the case.
The higher dependencies of the database component also
caused the inclusion of an activity to inform other team about
the changes. The integration activities are also more complex
here for working with multiple branches. A requirement
constraint ensures the presence of the ‘Branch Integration’
activities if a separate branch was created.

GUI Case Workflow
‘Adapt Unit
Test

Analyze Implement % ) Run Unit

Document in Integrate and Close Issue
\ Change Log Build /

Database Case Workflow

Adapt Unit
Test
O_»(Analyze ) > ( Create CR ) > ( Check ) > ( Implement ‘,H.
Issue Branch Dependencies Solution <& <&

Create
Regression Test
H
< <

Run Unit
Test

Integrate and Check for other
Build Branches

<O StartPoint ) End Point <@ XOR-Gate () Amivi«y)

Run Regression Code Inform other
Test Review Team

Create

Patches Close Issue

Figure 10. Examples of generated workflows.

These workflows are much simpler than the pre-modeled
example mentioned in the Problem Scenario section.
Assuming the presence of an activity and Building Block
library, the modeling is also simpler and more problem-
oriented. The automated adaption supports workflow
diversity, reducing complexity and maintenance compared to
all-encompassing models. The scenario illustrates the
usefulness of the guidance via the chosen activities by these
two considerably different workflows containing tasks
matching the situation as well as the processed artifact.
Future case studies will be used to further evaluate the
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practicality of the workflows and to refine the properties and
their relation to the activities.

B.  Further examples of use cases

This section illustrates other use cases that typically
occur in SE projects to show the broader applicability of the
approach and its reuse and simplicity capabilities. These use
cases deal with technology swapping, migration, customer
support, and infrastructural issues and are illustrated in
Figure 11.

Additional Cases

Technology Swap / Migration:

‘ Analyze ‘ Prepare ‘ Development
Issue Transfer Cycle
Customer / 3rd Level Support:
‘ Analyze Contact

Issue Actuator
Infrastructural Issue:

Analyze Contact ) Infrastructure
Close Issue
Issue Actuator ) Treatment )

Figure 11. Additionally modeled use cases.

Documentation

Testing Integration Close Issue ‘

Support

Close Issue
Treatment ‘

‘Migration’ deals with the migration to a new software
version of a supporting technology as, for instance, a web
services framework. ‘Technology Swap’, in turn, deals with
the replacement of a technology. Both of them are similar
with the main difference being that ‘Technology Swapping’
is more complex and riskier. Therefore, they can be
consolidated into one case. That use case includes a ‘Prepare
Transfer’ Building Block containing activities to, e.g.,
analyze the new technology or technology version.
Subsequently, the activities ‘Development Cycle’ and
‘Documentation’ are attached. The latter is extended to also
include internal documentation, since in case of migrations
or technology swaps internal documents of the developers
may have to be adjusted. After that, the activities for testing
and integration are included.

The case of ‘Customer / 3™ level Support’ deals with
situations where developers provide direct support to
customers and start with the receipt of a support request. At
the top level it has a very simple workflow: the actuator of
the support request is to be contacted and the support activity
is to be executed. The ‘Contact Actuator’ Building Block
therefore contains multiple conditional activities for
contacting the customer by mail, telephone, or directly. The
Building Block for the treatment, in turn, contains conditional
activities for direct and deferred treatment. Direct treatment
means the immediate fixing of a problem and contains the
aforementioned activities for development, testing, etc.
Deferred treatment, in turn, includes activities for creating a
new entry in the bug tracking system. Both of the top level
Building Blocks described here also contain the option not to
execute any activity. That way various situations can be
handled. For example, if the developer realizes that the
problem was only caused by misunderstanding or customer
misconduct, he can just contact the customer to sort out the
problem and close the case.

The ‘Infrastructural Issue’ use case deals with problems
relating to the infrastructure that are reported to the
responsible person. For this case, the ‘Customer / 3™ level
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Support’ case can almost be completely recycled since there
may also be the necessity to contact the actuator of the
request to gain additional info or to provide support on it.
The second activity, the resolution of the issue, if required,
contains slightly modified activities compared to the other
cases. There is also the option for deferred treatment
involving the creation of a new bug report. Immediate
treatment is split into two activities: for simple cases such as
a version change or simple compatibility issue, the issue can
be directly resolved, but in more complex cases such as
instability or licensing changes, further clarification, e.g.,
with the project manager might be required.

VL

This section discusses work in different areas related to
the presented concept.

RELATED WORK

A. Contextual Integration of Process Management

The combination of semantic technology and process
management technology has been used in various
approaches. The concept described in [65] utilizes the
combination of Petri Nets and an ontology to achieve
machine-readable process models for better integration and
automation. This is achieved creating direct mappings of
Petri Net concepts in the ontology. The focus of the approach
presented in [66] is the facilitation of process models across
various model representations and languages. It features
multiple levels of semantic annotations such as the meta-
model annotation, the model content annotation, and the
model profile annotation as well as a process template
modeling language. The approach described in [67] presents
a semantic business process repository to automate the
business process lifecycle. Its features include checking in
and out as well as locking capabilities and options for simple
querying and reasoning that is more complex. Business
process analysis is the focus of COBRA presented in [68]. It
develops a core ontology for business process analysis with
the aim to improve analysis of processes to comply with
standards or laws like the Sarbanes-Oxley act. The approach
described in [69] proposes the combination of semantic and
agent technology to monitor business processes, yielding an
effective method for managing and evaluating business
processes. A similar approach is followed by SeaFlows [70].
While these approaches feature a process-management-
centric use of semantic technology, CoSEEEK not only aims
to further integrate process management with semantic
technology, it also integrates contextual information on a
semantic level to produce novel synergies alongside new
opportunities for problem-oriented process management.

B.  Automated Process Support

With regard to automatic workflow support and
coordination, several approaches exist. CASDE [71] utilizes
activity theory to provide a role-based awareness module
managing mutual awareness of different roles in the project.
CAISE [72], a collaborative SE framework, enables the
integration of SE tools and the development of new SE tools
based on collaboration patterns. Caramba [73] features
support for ad-hoc workflows utilizing connections between
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different artifacts, resources, and processes to provide
coordination of virtual teams. UML activity diagram
notation is used for pre-modeled workflows. For ad-hoc
workflows not matching a template, an empty process is
instantiated. In that case, work between different project
members is coordinated via so-called Organizational
Objects. Finally, EPOS [74] applies planning techniques to
automatically adapt a process instance if certain goals are
violated. These approaches primarily focus on the
coordination of dependencies between different project
members and do not provide unified, context-aware process
guidance incorporating intrinsic as well as extrinsic
workflows.

C. Flexible Process Models

The problem of rigid processes unaligned to the actual
situation is addressed in different ways by approaches like
Provop [12], WASA2 [75], ADEPT2 [52], Worklets [76],
DECLARE [77], Agentwork [78], Alaska [79],Pockets of
Flexibility (PoF) [80], ProCycle [81][82], and CAKE2 [83].

Provop provides an approach for the modeling and
configuration of process variants; i.e., starting with a given
process reference model, a particular process model variant
can be configured taking contextual properties into account
as well [84]. As opposed to our approach, however, the
Provop context model is relatively simple and does not
consider ontologies or semantic processing. A similar
approach, which requires form-based user interaction when
configuring a process model variant, is provided in [85].

WASA2 and ADEPT2 constitute examples of adaptive
process management systems. Both enable dynamic process
changes at the process type as well as the process instance
level; e.g., to cope with organizational changes or to deal
with exceptional situations when executing a certain
workflow instance. In particular, ADEPT2 enables the
common application of both kinds of changes [86]. A
detailed overview of these and other adaptive process
management systems can be found in [87].

Worklets feature the capability of binding sub-process
fragments or services to activities at run-time, thus not
enforcing concrete binding at design time. DECLARE, in
turn, provides a constraint-based model that enables any
sequencing of activities at run-time as long as no constraint
is violated. Similarly, Alaska allows users to execute and
complete declarative workflows. A combination of
predefined process models and constraint-based declarative
modeling has been proposed in [80], wherein at certain
points in the defined process model (called Pockets of
Flexibility) it is not exactly defined at design time which
activities should be executed in which sequence. For such a
PoF, a set of possible activities and a set of constraints are
defined, enabling some run-time flexibility. However, the
focus of DECLARE, Alaska and PoF is on the constraint-
based composition and execution of workflows by end users,
and less on automatic workflow adaptations.

Agentwork [78] features automatic process adaptations
utilizing predefined but flexible process models, building
upon ADEPT1 technology [88]. The adaptations are realized
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via agent technology and are applied to cope with exceptions
in the process at run-time.

Finally, ProCycle provides integrated and seamless
process life cycle support enabling different kinds of
flexibility support along the various lifecycle stages. In
particular, ProCycle combines the ADEPT2 framework for
dynamic process changes with concepts and methods
provided by case-based reasoning (CBR) technology like
CBRFlow [89]. More precisely, conversational case-based
reasoning is applied to reuse process changes (e.g., ad-hoc
changes of single process instances) in similar problem
context [90]. A comparable approach is provided by CAKE2
[83].

As opposed to the CoSEEEK approach, all these
approaches do not utilize semantic processing and do not
incorporate a holistic project-context that unifies knowledge
from various project areas. For a more in-depth discussion of
flexibility issues in the process lifecycle, we refer to [91].

VIL

The SE domain epitomizes the challenge that automated
adaptive workflow systems face. Since SE is a relatively
young discipline, automated process enactment in real
projects is often not mature. One of the issues herein is the
gap between the top-down abstract archetype SE process
models that lack automated support and guidance for real
enactment, and exactly the actual execution with its bottom-
up nature. An important factor affecting this problem are
activities belonging to specialized issues such as bug fixing
or refactoring. These are on the one hand not covered by
archetype SE processes and are on the other hand often so
variegated that pre-modeling them is not feasible or currently
cost-effective.

The approach presented in this article combines a set of
features to support such dynamic process execution:

CONCLUSION AND FUTURE WORK

- Execution support is provided for both intrinsic and
extrinsic workflows. This includes a uniform way of
execution for both although modeled differently.

- The higher level of dynamicity that is inherent to
extrinsic workflows is accommodated by a declarative,
problem-oriented method of modeling. The latter
enables defining a dynamic set of candidate activities
rather than modeling huge rigid workflow templates.

- The hierarchical structure of the declarative modeling
approach featuring the concept of the Building Blocks
supports the modeling in many ways: complexity is
hidden at build-time as well as at run-time. Reuse is
fostered as process models can be separated not only by
sub-processes but also by separating them into logical
blocks.

- Executable workflows are generated as the system
automatically chooses a matching set of activities for
various situations. This is enabled by the use of SME
and the explicit modeling of contextual influences and
the direct integration with process execution.

The broader application of this approach would be
beneficial in domains similar to SE that exhibit dynamics
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and high workflow diversity with adaptable workflows for
uncommon workflows. It provides useable context-relevant
guidance while reducing workflow modeling efforts and
maintenance by modeling influences separate from the
workflows themselves.

Our future work will consider refinements and extensions
to the modeling approach that are shown to be beneficial in
our industrial studies. That includes the integration of further
concepts to the ontology that influence the Properties, as
well as extending the ontology to fully leverage the context
knowledge available to CoSEEEK. Automated analysis of
executed workflow instances and the automatic derivation
and recommendation of new workflow templates are also
planned.
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Adding Self-scaling Capability to the Cloud to meet Service Level Agreements

An Open-source Middleware Framework Solution
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Abstract - Cloud computing raises many issues about
Virtualization and Service-Oriented Architecture (SOA).
Topics to be addressed regarding services in Cloud computing
environment include  contractualization, monitoring,
management, and autonomic management. Cloud computing
promotes a "'pay-per-use' business model. It should enable to
reduce costs but requires flexible services than can be adapted,
e.g., to load fluctuations. This work is conducted in the
European CELTIC Servery cooperative research project,
which deals about a telecommunication services marketplace
platform. This project focuses amongst others on the self-
scaling capability of Telco services in a cloud environment.
This capability is achieved thanks to Service Level Agreement
(SLA) monitoring and analysis (i.e., compliance checking), and
to autonomic reconfiguration performed according to the
analysis results. SLAs contractualize the services and the cloud
virtualized environment itself. In order to achieve the self-
scaling capability, a specialized autonomic loop is proposed.
Our proposal is based on the Monitor, Analyze, Plan, and
Execute autonomic loop pattern (defined by IBM) that has
been enhanced via the introduction, and the use of SLA. The
implementation we provide is based on the following open-
source middleware components: Service Level Checking, OW2
JASMINe Monitoring, OW2 JASMINe VMM. Our proposition
has been validated in the context of the Servery project [1].

Keywords - Cloud Computing; Autonomic Computing; Self-
Scaling; Service Level Agreement; Virtualization; Open-source
Middleware.

l. INTRODUCTION

Today, almost all Information Technology (IT) and
Telecommunications industries are migrating to a Cloud
computing approach. They expect that the Cloud computing
model will optimize the usage of physical and software
resources, improve flexibility and automate the management
of services (i.e., Software as a Service, Platform as a Service,
and Infrastructure as a Service). Cloud computing is also
expected to enable data centers subcontracting from Cloud
providers.

As a consequence, Cloud computing is seen as a way to
reduce costs via the introduction and the use of "pay per use"
contracts. It is also seen as a way to generate income for
Cloud providers that can be:

e Infrastructure providers,

e Platform providers,

e And/or software providers.

Francois Exertier and Julien Legrand,

Bull,
{francois.exertier, julien.legrand}@bull.net

Cloud computing raises many issues. Many of them are
related to Virtualization, and Service-oriented Architecture
(its implementation and its deployment). These issues take
place at both the hardware and/or software levels.

Cloud computing also raises issues related to services

contractualization, services monitoring, services
management, and autonomic for the Cloud.
In this paper, we address these last issues for

telecommunication services offered to customers through the
Cloud. These issues are critical: indeed, economical concerns
(i.e., the establishment and the use of the pay-per-use
contracts) require the ability to contractualize services (via
the use of service level agreements: SLA), to monitor and
manage them, to check services contracts compliance, and to
manage virtualized environments.

This paper is organized as follows. The next section
provides background about Autonomic computing, Service
Level Checking, and Service Level Agreement. Section 3
presents the related works. Section 4 details the autonomic
approach we have followed, and the use of SLA. Section 5
focuses on the targeted Servery use cases (i.e., self-scale-up,
and self-scale-down). Section 6 details the open-source
solution we propose. Section 7 describes the implementation.
We present the validation and the results obtained in Servery
in Section 8. Last section concludes this paper and gives
directions for future work.

Il.  BACKGROUND

This section presents general background about
autonomic computing, service level checking, and service
level agreements.

A. Autonomic computing

Autonomic computing refers to computing systems (i.e.,
autonomic managers) that are able to manage themselves or
others systems (i.e., managed resources) in accordance to
management policies and objectives [2].

Thanks to automation, the complexity that human
administrators are facing is moved into the autonomic
managers. Administrators can then concentrate on defining
high-level management objectives and no longer on the ways
to achieve these objectives.
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In [3], Horn defines principles of autonomic computing
following a biological analogy with the human nervous
system: a human can achieve high-level goals because its
central nervous system allows him to avoid spending time on
managing repetitive and vital background tasks such as
regulating his blood pressure.

They also specify four main characteristics for describing

systems' self-management capabilities:

e Self-Configuration that aims to automate managed
resources installation, and (re-)configuration.

e  Self-Healing that purposes to discover, diagnose and
act to prevent disruptions. Here, note that self-repair
is a part of self-healing.

e  Self-Protect that aims to anticipate, detect, identify
and protect against threats.

e  Self-Optimize that purposes to tune resources and
balance workloads in order to maximize the use of
information technology resources. Self-scaling is a
subpart of self-optimization.

B. Service Level Checking

Generally speaking, Service Level Checking (SLC)
involves a target service and a system in charge of collecting
monitoring information and checking SLA compliance.

More precisely, the target service offers probes, and its
usage (or a derived usage) is contractualized with at least one
SLA. SLA definitions are based on information that can be
obtained through the services probes (directly or via
computation). The SLC system takes as input information
regarding the target service as well as SLA, and produces
SLC results about the SLA compliance, the SLA violation,
or errors that occurred during the information collection or
checking steps.

In the Cloud computing context, the target services can
include software, platform and/or infrastructure, or can even
be a Cloud itself (i.e., a set of software services, platform
services and infrastructure services).

The SLC results can be used:

e To inform, e.g., the target service administrator, or
the hotline support,

o Todynamically select services at runtime, depending
on the compliance between SLA and the services
"really"” offered,

e To make  decisions
preoccupations, e.g., Green,

e Prior to a deployment, e.g., in order to analyze the
target compatibility,

e To provide analysis
enforcement mechanism,
In an autonomic loop,
And/or to terminate a contract.

regarding specific

information to a SLA
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C. Service Level Agreement

A SLA (i.e., a service contract or a contract associated to
a service) can be used in order to specify the service offered
by a service provider or the service expected by a service
client. Contracts can be both about functional or non-
functional aspects. A single SLA can contractualize several
services, and several different SLA can contractualize the
same service (e.g., a SLA for autonomic preoccupations,
another for Green preoccupations).

In [4], Beugnard and al. define four contract levels of
increasingly negotiable properties: Syntactic level, e.g., the
Java interfaces, Behavioral level that requires the definition
of pre and post conditions, Synchronization level, which
specifies the global behavior in terms of synchronizations
between method calls, and finally, Quality of Service level
that specifies the expected QoS.

Web Services Agreement Specification is a specification
for SLA in the Web Services domain [5]. It is proposed by
the Open Grid Forum [6].

I1l.  RELATED WORKS

This related works section describes the solutions for
autonomic computing proposed by equipment and IT
vendors (i.e., IBM, Oracle, HP, Motorola, Cisco, Alcatel-
Lucent, etc.). The focus is set on the use of SLA-based
service level checking as analyzing part (in autonomic
MAPE loop) and the ability to manage virtualized
environments (mandatory today in Cloud computing).

First, IBM uses policies managers as analyzers for the
MAPE loop. IBM promotes the use of the Simplified Policy
Language (SPL). SPL is based on Boolean algebra,
arithmetic functions and collections operations. It also uses
conditional expressions [7]. IBM Tivoli System Automation
targets the reduction of the frequency and of the duration of
service disruptions. It uses advanced policy-based
automation to enable the high availability of applications and
middleware running on a range of hardware platforms and
operating systems. These platforms and systems can be
virtualized (or not). Tivoli's products family targets mainly
availability and performance [8].

Second, Oracle provides the WebLogic Diagnostics
Framework in order to detect SLA violations [9]. The Oracle
Enterprise Manager 10g Grid Control can monitor services
and report on service availability, performance, usage and
service levels. It doesn't manipulate SLA but a similar
concept named Service Level Rule [10]. Oracle Enterprise
Manager 11g Database Management is a solution to manage
databases in 24x7. It self-tunes and self-manages databases
operating w.r.t the performance, and it provides proactive
management mechanisms (that involve service levels) in
order to avoid downtime and/or performance degradation
[11]. Oracle handles and manages virtualization through its
Oracle VM Management Pack [12]. Oracle also leads
research concerning Platform As A Service (PaaS) and the
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Cloud, and provides a product called Oracle Fusion
Middleware (OFM) [13]. OFM targets amongst others
management automation, automated provisioning of servers,
automate system adjustments as demand/requirements
fluctuates. Unlike [2], Oracle specifies only three steps for
the autonomic loop: Observe, Diagnose, and Resolve [14].

Third, autonomic architectures proposed by other
equipment and IT vendors focus mainly on basic autonomic
features in IT products [15]. These remaining architectures
do not use policies managers or SLA-based service level
checking as analyzing part, and do not manage virtualized
environments.

The coming sections illustrate that our solution is in line
with the MAPE loop pattern. It uses a SLA-based SLC as
analyzing part and it manages virtualized environments.
Moreover, unlike IBM and Oracle, it is an open-source
solution: indeed, it only involves open-source middleware
components.

IV.  APPROACH

The approach followed in this work is well in line with
the Monitor, Analyze, Plan, and Execute loop pattern defined
by IBM: the MAPE loop pattern (see Figure 1). In addition,
we chose to design and implement a SLA-driven Analyze
step. We believe that the use of SLA in the Analyze step is a
pertinent choice, indeed, SLA enables the description of
complex situations/states as they can be encountered in the
Cloud.

A. MAPE Loop

In [2], the authors defined that, similarly to a human
administrator, the execution of a management task by an
autonomic manager can be divided into four parts (that share
knowledge):

e Monitor: The monitor function provides the
mechanisms that collect, aggregate, filter and report
details (such as metrics and topologies) collected
from a managed resource.

e Analyze: The analyze function provides the
mechanisms that correlate and model complex
situations (with regard to the management policy).
These mechanisms enable the autonomic manager to
learn about the IT environment and help predict
future situations.

e Plan: The plan function provides the mechanisms
that construct the actions needed to achieve goals
and objectives. The planning mechanism uses policy
information to guide its work.

e Execute: The execute function provides the
mechanisms that control the execution of a plan with
considerations for dynamic updates.

These parts work together to provide the control loop

functionality.

International Journal on Advances in Intelligent Systems, vol 4 no 3 & 4, year 2011, http://www.iariajournals.org/intelligent_systems/

Autonomic manager

\\\\ Analyze Plan
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Knowledge
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Sensors WEEEEENN———— Effectors |
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y

Figure 1. Autonomic loop (or MAPE/MAPE-K loop) [2].

B. Service Level Agreement

Each SLA we manipulate, must, at least, specify:

e  Aunique identifier,

e |ts beginning and ending dates,

e A temporality/occurrence (the value of a temporality
defines the length of a sliding time slot; the value of
an occurrence defines a number of consecutives SLO
violations),

A non-empty set of Service Level Objectives (SLO),
And a human-readable description.

SLO can be seen as articles/clauses within a contract. A
SLO must, at least, specify:

e Aunique identifier in the SLA,
The targeted information,
A comparison operator,
A threshold value,
And a human-readable description including,
amongst others, the measurement unit of the targeted
information.

By default, a SLA is violated when the conjunction of its
SLO is false, and when its temporality/occurrence is crossed.

Regarding the four contract levels defined in [4], SLA we
manipulate definitely belong to the fourth level: QoS
contracts.

V. THE SERVERY USE CASE

This section presents the Servery research project and the
self-scale-up, and self-scale-down use cases.

A. Servery research project description

This sub-section presents Servery's context. First,
Servery (which targets a Service Platform for Innovative
Communication Environment) is addressing the still
unsolved problem of designing, developing and putting into
operation efficient and innovative mobile service
creation/deployment/execution  platforms  for networks
beyond 3G [16].
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One of the main goals of Servery is to propose a services
marketplace platform where Telco services can be executed,
and where end users can search, browse and access the
executed services. Services published in the Servery
marketplace platform can also be executed in others
platforms belonging, e.g., to the telecommunication
operators themselves. The services targeted in Servery are
stateless services.

The Figure 2 below shows the overview of Servery's
context diagram, i.e., end users that are external actors of the
system use Telco services provided by the Servery

Marketplace Platform.
ﬂervery Marketplace Platfornm

[ SMS service J[SMS Service F'm]

[ MMS %NMS service F'I’D]

[ Text?Speech ][I'EthSpEEEh F’rc]

[ Map—s‘n?'vﬁ?‘—}[ Wap service 2 ]

[Genlucallzatmn ] FED\D:aMzatmn 2]

End users

[ Meteo service J[ Meteo pro ]

/

o

Figure 2. Servery's context diagram.

B. Servery self-scale-up use case

This sub-section presents the Servery self-scale-up use
case. The goal of this use case is to maintain the overall QoS
of the services executed in the Servery marketplace platform
and of the marketplace platform itself while the user load
grows up. QoS is directly (and indirectly) defined via SLAs.
Here, the user load is represented by the number of end users
(and consequently by the number of requests sent to the
services). The services targeted are Telco services, e.g., SMS
services, weather forecast services, etc.

C. Servery self-scale-down use case

This sub-section presents the Servery self-scale-down use
case. This use case's goal is to maintain the overall QoS of
the services executed in the Servery marketplace platform
and of the marketplace platform itself while the user load
falls down. The idea, here, is to minimize the cost of the
services execution in the Servery marketplace platform, and
of the marketplace platform execution itself while preserving
services' QoS (at a defined level). A positive side effect of
the reduction of the overall system's size is that it also
enables the system to be Greener.

VI. SOLUTION FOR SERVERY SELF-SCALING

As presented in the related works section, our proposition
is well in line with the MAPE loop pattern defined in [2].
Our idea is to define SLAs between the administrators of the
Servery marketplace platform and the marketplace platform
itself. The whole MAPE loop proposed is based on these
defined SLAs. It is named Servery marketplace management
platform. Its monitoring and analyzing parts depend directly
on the elements and metrics specified in the SLAs. As a
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reminder, the Servery marketplace platform is a Cloud. It
means that three types of entities can be distinguished: the
entities belonging to the software level, the platform entities
and the infrastructure entities. SLAs defined can specify
information related to these three types of entities.

More precisely, the analyzing part contains two distinct
sub-parts: the SLC [17], and the JASMINe Monitoring (and
its Drools module) [18]. The SLC is in charge of requesting
the relevant probes and collecting the monitoring data. It is
also in charge of checking the compliance of the defined
SLAs with the collected monitoring data. It produces SLC
results about the SLA compliance, the SLA violation, or
errors occurred during the checking or information collection
steps. JASMINe Monitoring takes these SLC notifications as
input and checks their frequency over a configurable sliding
time slot. This analysis over a sliding time slot is realized by
a Drools module. Drools is a business logic integration
platform which provides a unified and integrated platform
for rules, workflow and event processing [19]. Using a
sliding time slot analysis is interesting because it avoids
launching the planning and executing steps for non-
significant/non-relevant events.

JASMINe Monitoring is also in charge of the planning
part and leads the execution part. All the execution actions
related to the virtual machines management is done via the
mechanisms provided by JASMINe Virtual Machines
Management (JASMINe VMM) [20].

The Servery marketplace platform (see Figure 3) was
designed with a front-end element (i.e., an Apache HTTP
Server) and at least one services execution environment (i.e.,
an OW2 JOnAS open-source Java EE 5 Application Server
[21]). This design enables us to be able to scale-up, and
scale-down the Servery marketplace platform and the Telco
services deployed in it. In short, the Apache front-end acts as
a load balancer. Note that the Apache front-end and all the
JONAS server(s) are run in virtual machines themselves run
over the Xen hypervisor technology - an open source
industry standard for virtualization [22].

/ Servery Marketplace Platform

Services

End users A—

Services |

-
Xen hypervisor }/

Figure 3.  Servery marketplace platform architecture.
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This marketplace platform design is interesting, because
it enables to easily support the addition and/or removal of
services execution environments. Its only constraint is the
need to reconfigure the front-end element in order to take
into account additions and/or removals.

VIl. PROTOTYPE

This section presents the proposed solution. It involves
two high-level modules:

The Servery marketplace platform that is in charge
of providing services to the end users.

And the Servery marketplace management platform
that ensures the scale-up, and scale-down autonomic
properties.

The Servery marketplace management platform involves
four distinct modules:

The Service level checking module is in charge of
requesting the relevant probes and collecting the
monitoring data from the Servery marketplace
platform. It is also in charge of checking the
compliance of the defined SLAs with the monitoring
data collected. It produces SLC results that are sent
to JASMINe monitoring. SLC is developed by
France Telecom.

JASMINe Monitoring is part of the OW2 JASMINe
project. The OW2 JASMINe project aims to develop
an administration tools suite dedicated to SOA
middleware such as application servers (Apache,
JOnAS, ..), MOM (JORAM, ...) BPM/BPEL/ESB
solutions (Orchestra, Bonita, Petals, etc.) in order to
facilitate the system administration [23]. JASMINe
Monitoring takes SLC notifications as input and
checks their frequency over a configurable sliding
time slot. It is also in charge of the planning step and
it leads the scale-up and scale-down execution steps.
JASMINe Monitoring is developed by Bull.

Cluster scaler is in charge of transmitting execution
actions to JASMINe VMM. It is also in charge of the
reconfiguration of the Apache Load Balancer in
order to take into account the virtual machine just
added. Cluster scaler is developed by Bull.
JASMINe VMM is in charge of the management of
the virtual machines created and executed over the
Xen hypervisor. JASMINe VMM aims at offering a
unified Java-friendly API and object model to
manage Vvirtualized servers and their associated
hypervisor. In short, it provides a JMX hypervisor-
agnostic fagade/API in front of proprietary
virtualization management protocols or APIs (such
as the open-source Xen and KVM hypervisors, the
VMware ESX hypervisor, the Citrix Xen Server
hypervisor, and the Microsoft Hyper-V hypervisor).
JASMINe VMM is developed by France Telecom.

Note that the solution we propose is a fully open-source
and Java-based solution, and that all communications are
done via the Java Management eXtension technology (JMX).

A. Self-

We

scale-up use case
now present the nominal steps executed by our

solution when the need of a scale-up action is detected, and
when a scale-up action is then executed (see Figure 4).

~

/ Servery Marketplace Platform

\[ \ Xen hypervisor

Service
Level
Checkin:

Motif JMX
(SLA violation)

/1

Servery Marketplace Management Plalforrn[

Cluster
Scaler

Lo e

Create WV

@ = :

Scale up

N

Figure 4. Overview of the self-scale-up solution.

Here, the Servery Marketplace Platform initially contains
two virtual machines (one containing the Apache LB, and
one containing a JOnAS server and Telco services). The fact
that end users request/interact with the (services of the)
Servery marketplace platform is referred to as step number 0.
A nominal execution involves 6 steps (from 1 to 6).

First, the objective of SLC is to check the compliance of
the Servery Marketplace Platform (and its Telco services)
with SLAs related: to the Software As A Service (SaaS)

level (i.

e., Telco services level), to the PaaS level (i.e.,

JONAS server level), and to the Infrastructure As A Service
(1aaS) level (i.e., virtual machines level). Consequently, SLC
requests probes related to the Telco services, the JOnNAS
server and the virtual machine with regard to the contracts

wanted.

Amongst all the possible probes, we have chosen to

focus and collect the following Telco services (SaaS)
information:

The
[ ]
[ ]

The number of requests processed during the last
(configurable) time period

The total processing time during the last period

The average processing time during the last period

JONAS server information chosen was:

The current server state (e.g., starting, running)

The number of active HTTP sessions

The number of services deployed/running in a server

The virtual machine information chosen was:

The virtual machine CPU load
The total memory (heap and no-heap)
The used memory (heap and no-heap)

Second, SLC results are sent to JASMINe monitoring.
JASMINe monitoring then checks the frequency of the SLC
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results corresponding to a violation. If the frequency of the
violations is too high (e.g., more than five violations in a one
minute sliding time slot), it means that a scale-up action is
needed. So, JASMINe monitoring plans this scale-up action
(thanks to information known about the marketplace
platform) and executes it. Here, it means that JASMINe
monitoring plans to introduce and configure another virtual
machine containing a JOnAS server and the Telco services.

Third, the scale-up action is sent to the Cluster Scaler.

Fourth, Cluster Scaler commands the JASMINe VMM to
create a new virtual machine (containing a JOnAS server and
the Telco services).

Fifth, JASMINe VMM commands the Xen hypervisor in
order to introduce the specified virtual machine. By
introducing a virtual machine, we mean creating,
instantiating and launching the virtual machine (and its
content).

Sixth, Cluster Scaler is informed that the requested
virtual machine has correctly been instantiated and is now in
the running state. Then, Cluster Scaler reconfigures the
Apache Load Balancer in order to take into account the new
virtual machine (and its content) just introduced.

Finally, the load induced by the end users requests is now
dispatched between the two virtual machines (containing the
JONAS Servers and the services).

B. Self-scale-down use case

We now present the design of the nominal steps that
should be executed when the need of a scale-down action is
detected, and when a scale-down action is then executed (see
Figure 5). Let's start with a Servery Marketplace Platform
that initially involves three virtual machines (one containing
the Apache LB, and two containing each a JOnAS server and
the Telco services). The fact that end users request/interact
with the (services of the) Servery marketplace platform is
also referred here to as step number 0. A nominal scale-down
execution involves 6 steps (from 1 to 6).

\
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E_'
- g
End users
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Figure 5. Overview of the self-scale-down solution.
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First, SLC's objective is, here again, to check the
compliance of the Servery Marketplace Platform (and its
Telco services) w.r.t. the specified SLAs. Therefore, SLC
requests the probes related to the Telco services, the JOnAS
server and the virtual machine. It then produces SLC results.

These results are, then, sent to JASMINe monitoring.
This latter checks the frequency of the violation. Like in the
scale-up steps, we chose that more than five violations in a
one minute sliding time slot means that a scale-down action
is required. If such a case occurs, JASMINe monitoring then
plans the scale-down action, and executes it. A virtual
machine containing a JOnAS server and the Telco services
will therefore be selected (let's say " VM' " in Figure 5.), and
removed from the Marketplace Platform.

After that, the scale-down action is sent to the Cluster
Scaler.

Fourth, Cluster Scaler reconfigures the Apache Load
Balancer in order to take into account the future removal of
the chosen virtual machine.

Fifth, Cluster Scaler requests the JASMINe VMM to
remove the given virtual machine.

Sixth, JASMINe VMM then commands the Xen
hypervisor to remove the virtual machine. By removing, we
mean stopping, and deleting the virtual machine (and its
content). Cluster Scaler is then informed that the requested
virtual machine has correctly been removed.

Consequently, the load induced by the end users requests
is now factorized/centered, here, on the remaining virtual
machine.

VIIl. VALIDATION

This section presents details, screenshots, and results
about the demonstration associated to the scale-up use case.

First, our solution has been demonstrated to CELTIC and
French National Research Agency (ANR) experts during the
Servery project's mid-term review.

This live demonstration and the validation were done on
three standards servers: one dedicated to the marketplace
platform, one containing the marketplace management
platform, and one in charge of injecting the end users load to
the marketplace platform.

Over this hardware configuration, we observed that our
whole MAPE loop runs approximately in 10 minutes (this is
an average value coming from ten consecutive
experimentations. These 10 minutes are broken down as
follows:

e 1 minute is taken by SLC and JASMINe monitoring

in order to monitor and detect 5 consecutive SLA
violations in a 1 minute sliding time slot.
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e 1 minute is taken by JASMINe monitoring for the
planning of the scale-up action and the execution
step launching.

e 1 minute is spent by JASMINe VMM in order to
interact with the Xen hypervisor for introducing a
new virtual machine.

e At least 6 minutes are consumed by the creation, the
boot and the initialization steps of the (just
introduced) virtual machine.

e Less than 1 minute is spent by Cluster Scaler to
reconfigure the marketplace platform and check its
state.

Note that the creation of the virtual machine can be
reduced to a dozen seconds via the use of virtual machine
templates; the boot and initialization steps are complex to
shorten.

Figure 6 below is a screenshot of SLC. It shows SLC
results: here, one violation of the SLA tsla_id_3 has been
detected).
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Figure 6. Screenshot of SLC with a SLA violation.

Figure 7 is a screenshot of JASMINe VMM. It shows the
marketplace platform after a self-scale-up. Three virtual
machines are displayed: one containing the Apache LB
(called apache) and two containing each a JOnAS server and
the Telco services (called jonasWorkerl and jonasWorker3).
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Figure 7. Screenshot of JASMINe VMM with 3 Virtual Machines.
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Figure 8 below shows the number of requests, the
average processing time, and the CPU load corresponding to
jonasWorkerl. Here, we have injected two identical loads on
the Apache LB. The first load has led to a SLA violation and
the marketplace platform has been self-scaled-up. The
second load has been injected after the self-scale-up action;
the load is now balanced amongst the two jonasWorkers.
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Figure 8. Screenshot of JASMINe Monitoring graphs.

IX. CONCLUSION AND FUTURE WORK

In this paper, we have presented an innovative open-
source solution for self-scaling the cloud to meet service
level agreements. Our solution has been applied to the Cloud
Computing context via two self-scaling use cases coming
from the European CELTIC Servery cooperative research
project. Applying our proposal to these use cases has led us
to several conclusions.

First, according to the objectives, it enables to self-scale a
virtualized cloud depending on the compliance with SLA. It
also enables separating concerns related to the monitoring,
analyzing, planning and executing steps in an industrial
context and in the frame of industrial use cases.

Second, our solution is functional and efficient. It has
been demonstrated in front of experts and validated.

Third, an important challenge we solved with this
solution was to find, extend/modify, and integrate open-
source middleware pieces with respect to industrial
constraints raised by our R&D centers.

Last, but not least, this solution is well accepted by both
France Telecom and Bull project teams.

As future work, we plan to introduce several other
monitoring probes in the marketplace platform, to extend the
SLC module in order to check more complex SLAs, and to
embed it in JASMINe monitoring in order to take advantage
of its monitoring mechanisms.

We also plan to study how self-scale-up and self-scale-
down mechanisms can coexist, as well as the self-scaling of
statefull services.
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We also wish to use JASMINe VMM capabilities in

order to test our solution on a VMware based marketplace
platform.

Finally, it would be interesting to enhance our current

solution by adding self-scaling capability at a lower/finer
grain, i.e. SaaS grain, in addition of the current PaaS grain;
the OW?2 Sirocco middleware can be an interesting basis to
do so [24].
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Abstract— In the Future Internet, programs will run on a
dynamically changing collection of services, entailing the
consumption of a more complex set of resources including
financial resources. The von Neumann model offers no useful
abstractions for such resources, even with refinements to
address parallel and distributed computing devices. In this
paper we detail the specification for a post-von Neumann
model of metrics where program performance and resource
consumption can be quantified and encoding of the behaviour
of processes that use these resources is possible. Our approach
takes a balanced view between service provider and service
consumer requirements, supporting service management and
protection as well as non-functional specifications for service
discovery and composition. The approach is evaluated using a
case study based on an airport-based collaborative decision-
making scenario. Two experimental approaches are presented:
the first based on stochastic process simulation, the second on
discrete event-based simulation.

Keywords-adaptive metrics; $04;
constraints; QoS; discrete event simulation.

measurements;

1. INTRODUCTION

This paper presents the SERSCIS-Ont metric ontology
first introduced in [11], together with an expanded evaluation
section.

A (relatively) open software industry developed for non-
distributed computers largely because of the von Neumann
model [8], which provided the first practical uniform
abstraction for devices that store and process information.
Given such an abstraction, one can then devise models for
describing computational processes via programming
languages and for executing them on abstract resources
while controlling trade-offs between performance and
resource consumption. These key concepts, resource
abstraction supporting rigorous yet portable process
descriptions, are fundamental to the development and
widespread adoption of software assets including compilers,
operating systems and application programs.

In the Future Internet, programs will run on a
dynamically changing collection of services, entailing the
consumption of a more complex set of resources including
financial resources (e.g., when services have to be paid for).
The von Neumann model offers no useful abstractions for
such resources, even with refinements to address parallel and
distributed computing devices. In this context, we need

Roman Nossal

Austro Control
Osterreichische Gesellschaft fiir Zivilluftfahrt mbH
Vienna, Austria
roman.nossal@austrocontrol.at

something like a ‘post-von Neumann’ model of the Future
Internet of Services (including Grids, Clouds and other
SOA), in which: program performance and consumption of
resource (of all types) can be quantified, measured and
managed; and programmers can encode the behaviour of
processes that use these resources, including trade-offs
between performance and resource consumption, in a way
that is flexible and portable to a wide range of relevant
resources and services.

In this paper, we describe the metric model developed
within the context of the SERSCIS project. SERSCIS aims
to develop adaptive service-oriented technologies for
creating, monitoring and managing secure, resilient and
highly available information systems underpinning critical
infrastructures. The ambition is to develop technologies for
such information systems to enable them to survive faults,
mismanagement and cyber-attack, and automatically adapt to
dynamically changing requirements arising from the direct
impact of natural events, accidents and malicious attacks.
The proof of concept (PoC) chosen to demonstrate the
SERSCIS technologies is an airport-based collaboration and
decision-making scenario. In this scenario, separate decision
makers must collaborate using a number of dynamic
interdependent services to deal with events such as aircraft
arrival and turn-around, which includes passenger boarding,
baggage loading and refuelling. The problem that decision
makers face is that the operations are highly optimised, such
that little slack remains in the turnaround process. If a
disruptive event occurs, such as the late arrival of a
passenger, then this has serious knock-on effects for the rest
of the system that are typically difficult to handle.

The focus for our work is therefore to support the needs
of both service providers and consumers. Our goal is to
allow providers to manage and protect their services from
misbehaving consumers, as well as allowing consumers to
specify non-functional requirements for run-time service
discovery and composition should their normal provider
become unreliable. In this sense, SERSCIS-Ont combines
previous approaches from the Semantic Web community
focusing on service composition, and from the service
engineering community focusing on quantifying and
managing service performance.

The rest of the paper is organised as follows. Section II
defines and clarifies the terminology used for metrics,
measurements and constraints. In Section III, we present the
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SERSCIS-Ont metric model. Here each metric is discussed
in a detail along with the constraints which can be imposed
upon these metrics. Section IV reviews the state of the art for
related work and compares and contrasts research work done
in adaptive system metrics with SERSCIS-Ont. Section V
describes the scenario and experiments that are used to test
the applicability of the SERSCIS metrics. Section VI
presents the results of the validation experiment carried out
using stochastic process modelling and simulation. Sections
VIII and IX elaborate the experimental scenario by
describing, respectively, Key Performance Indicators (KPI)
for each actor and failure scenarios. These are then
demonstrated in Section IX using the results of a discrete
event-based simulation experiment. Finally, we conclude the
paper in Section X.

II.  METRICS MEASUREMENTS AND CONSTRAINTS

It is important to distinguish between the terminology
used for metrics, measurements and constraints. In Figure 1.
we show the conceptual relationships between these terms.

Provided
o [ e
Monitoring ,
Observer L Report Constraint
Obtains Provided Contains
reports via via
RenaEnd Bounds

Procedure

Reflects P
Observes Behaviour Monitoring
Data Value
Obtained
Service
(or resource) Has

by
Figure 1.

Has Associated

with

Applied Denoted

v Measurement by q
Metric
Procedure
Denoted
by

Metrics, Measurements and Constraints

Feature
of Interest

Services (or sometimes the resources used to operate
them) are monitored to provide information about some
feature of interest associated with their operation. The
monitoring data by some measurement procedure applied to
the feature of interest at some time or during some time
period. Metrics are labels associated with this data, denoting
what feature of interest they refer to and (if appropriate) by
which measurement procedure they were obtained. Finally,
monitoring data is supplied to observers of the service at
some time after it was measured via monitoring reports,
which are generated and communicated to observers using a
reporting procedure. It is important to distinguish between
monitoring data for a feature of interest, and its actual
behaviour. In many situations, monitoring data provides only
an approximation to the actual behaviour, either because the
measurement procedure has limited accuracy or precision, or
was only applied for specific times or time periods and so
does not capture real-time changes in the feature of interest.
Constraints define bounds on the values that monitoring data
should take, and also refer to metrics so it is clear to which
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data they pertain. Constraints are used in management
policies, which define management actions to be taken by
the service provider if the constraints are violated. They are
also used in SLA terms, which define commitments between
service providers and customers, and may specify actions to
be taken if the constraints are violated. Note that
management policies are not normally revealed outside the
service provider, while SLA terms are communicated and
agreed between the service provider and customer.
Constraints refer to the behaviour of services or resources,
but of course they can only be tested by applying some
testing procedure to the relevant monitoring data. The testing
procedure will involve some mathematical manipulation to
extract relevant aspects of the behaviour from the monitoring
data.

III.  SERSCIS METRICS

In SERSCIS, we aim to support metrics which will
represent the base classes that capture the physical and
mathematical nature of certain kinds of service behaviours
and measurements. These are described below.

A. Absolute Time

This metric signifies when (what time and date) some
event occurs. It can be measured simply by checking the
time when the event is observed. Subclasses of this metric
would be used to refer to particular events, e.g., the time at
which a service is made available, the time it is withdrawn
from service, etc. There are two types of constraints imposed
on this metric. (1) a lower limit on the absolute time,
encoding “not before” condition on the event. (2) an upper
limit on the absolute, encoding a “deadline” by which an
event should occur.

B. FElapsed Time

This metric just signifies how long it takes for some
event to occur in response to some stimulus. It can be
measured by recording the time when the stimulus arises,
then checking the time when the subsequent event is
observed and finding the difference. Subclasses of this
metric would be used to refer to particular responses, e.g.,
the time taken to process and respond to each type of request
supported by each type of service, or the time taken for some
internal resourcing action such as the time for cleaners to
reach an aircraft after it was scheduled and available. In the
SERSCIS PoC, it should be possible to ask a consumer task
for the elapsed times of all responses corresponding to the
metric, and possibly to ask for the same thing in a wider
context (e.g., from a service or service container).
Constraints placed on elapsed time are (1) an upper limit on
the elapsed time which encodes a lower limit on the
performance of a service. (2) a lower limit which is typically
used only in management policies to trigger actions to reduce
the resource available if a service over-performs. If there are
many events of the same type, one may wish to define a
single constraint that applies to all the responses, so if any
breaches the constraint the whole set is considered to do so.
This allows one to test the constraint more efficiently by
checking only the fastest and slowest response in the set.
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Sometimes it may be appropriate to define constraints that
include more than one response time. For example, suppose
a service supports aircraft refuelling but the amount of fuel
supplied (and hence the time spent actually pumping fuel) is
specified by the consumer — see Figure 2.

Triggering event (i-th
refuelling request received)
Refuelling completed

Fuel starts flowing
Fuel stops flowing

Figure 2. Service response times

In this situation, the service provider cannot guarantee
the total response time T(i), because they have no control
over the amount of time C(i) for which the fuel will actually
flow into the aircraft. But they can control how long it takes
for a fuel bowser to reach the aircraft after the refuelling
request is received, and how long it takes to connect and
disconnect the fuelling hoses and get clear after fuelling is
completed, etc. So the service provider may prefer to specify
a constraint on the difference between the two elapsed times.
In SERSCIS, anything that is constrained should be a metric
(to keep the SLA and policy constraint logic and schema
simple), so in this situation one should define a new metric
which might be called something like ‘fuelling operation
time’. One then has two options to obtain its value (1)
measure it directly so values are returned by the
measurement procedure; or (2) define rules specifying the
relationship between the new metric’s value and the other
metrics whose values are measured.

C. Counter

This metric signifies how often events occurs since the
start of measurement. It can be measured by observing all
such events and adding one to the counter (which should be
initialised to zero) each time an event occurs. In some
situations it may be desirable to reset the counter to zero
periodically (e.g., at the start of each day), so the metric can
refer to the number of events since the start of the current
period. In this case it may be appropriate to record the
counter for each period before resetting it the retained value
for the next period. Subclasses of this metric would be used
to refer to particular types of events, e.g., the number of
requests of each type supported by the service, or the number
of exceptions, etc. In the SERSCIS PoC, it should be
possible to ask a consumer task, service or container for the
counters for each type of request and for exceptions arising
from each type of request. Note that some types of request
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may only be relevant at the service or container level, and for
these the counters will only be available at the appropriate
level. Constraints here are upper and lower limits encoding
the commitments not to send too many requests or generate
too many exceptions or to trigger management actions. There
are also limits on the ration between the numbers of events
of different types.

D. Max and Min Elapsed Time

These metrics signify the slowest and fastest response to
some stimulus in a set of responses of a given type, possibly
in specified periods (e.g., per day). They can be measured by
observing the elapsed times of all events and keeping track
of the fastest and slowest responses in the set. Subclasses of
this metric would be used to refer to particular types of
response, e.g., times to process and respond to each type of
service request, etc. In the SERSCIS PoC, it should be
possible to ask a consumer task, service or container for the
minimum and maximum elapsed times corresponding to the
metric. Constraints on such metrics signify the range of
elapsed times for a collection of responses. Only one type of
constraint is commonly used: an upper limit on the
maximum elapsed time, encoding a limit on the worst case
performance of a service.

E. Mean Elapsed Time

This metrics signifies the average response to some
stimulus for responses of a given type, possibly in specified
periods. It can be measured by observing the elapsed times
for all such responses, and keeping track of the number of
responses and the sum of their elapsed times: the mean is this
sum divided by the number of responses. Subclasses of this
metric would be used to refer to particular types of response,
e.g., times to process and respond to each type of service
request, etc. In the SERSCIS PoC, it should be possible to
ask a consumer task, service or container for the mean
elapsed time corresponding to the metric. Constraints on this
metric are the same as those for the elapsed time metric.

F. FElapsed Time Compliance

This metric captures the proportion of elapsed times for
responses of a given type that do not exceed a specified time
limit. Metrics of this type allow the distribution of elapsed
times to be measured, by specifying one or more compliance
metrics for different elapsed time limits (see Figure 3. ).

3 Fraction taking
upto7.5m
Fraction taking
upto6m

Fraction taking
upto3m

Fraction F(T) of responses with elapsed time up to T

3 mins 6 mins 7.5 mins

Elapsed time (T)

Figure 3. Elapsed time distribution
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When measuring elapsed time compliance, it is
convenient to make measurements for all the metrics
associated with a distribution like Figure 3. One has to
observe the elapsed times for all relevant responses, and keep
track of the number of responses that were within each
elapsed time limit, and also the total number of responses.
The value of the elapsed time compliance metric at each
limit is then the ratio between the number of responses that
did not exceed that limit and the total number of responses.
Subclasses of this metric would be used to refer to particular
types of responses and time limits. For example, one might
define multiple elapsed time compliance metrics for different
time limits for responses to each type of request supported by
the service, and for some internal process time. In the
SERSCIS PoC, it should be possible to ask a consumer task,
service or container for the elapsed time compliance for
responses corresponding to the metric. It may also be useful
to support requests for all elapsed time compliance metrics
for a given type of response, allowing the compliance of the
entire distribution function to be obtained at once. Note that
some types of request may only be relevant at the service or
container level, and for these the elapsed time distribution
function will only be available at the appropriate level.
Constraints for this metric are normally expressed as lower
(and sometimes upper) bounds on the value of the metric for
specific responses and time limits. SLA commitments
typically involve the use of lower bounds (e.g., 90% of
responses within 10 mins, 99% within 15 mins, etc.), but
both upper and lower bounds may appear in management
policies (e.g., if less than 95% of aircraft are cleaned within
10 mins, call for an extra cleaning team).

G. Non-recoverable resource usage and usage rate

These metrics capture the notion that services consume
resources, which once consumed cannot be got back again
(this is what we mean by non-recoverable). In most cases,
non-recoverable usage is linked to how long a resource was
used, times the intensity (or rate) of usage over that period. It
can be measured by observing when a resource is used, and
measuring either the rate of usage or the total amount of
usage at each observation. Subclasses of the non-recoverable
usage metric would be used to refer to the usage of particular
types of resources, for example on CPU usage,
communication channel usage, data storage usage etc. In the
SERSCIS PoC, it should be possible to ask a consumer task,
service or container for the usage rate at the last observation,
and the total usage up to that point. Ideally this should trigger
a new observation whose result will be included in the
response. The response should include the absolute time of
the last observation so it is clear whether how out of date the
values in the response may be. Non-recoverable resource
usage is characterized by functions of the form:

U, t) =0 (1)
wen @)
dt

U represents the total usage of the non-recoverable
resource by a set of activities S up to time ¢. The range of U
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is therefore all non-negative numbers, while the domain
spans all possible sets of activities using the resource, over
all times. In fact, U is zero for all times before the start of the
first activity in S (whenever that may have been), and its time
derivative is also zero for all times after the last activity has
finished. The time derivative of U represents the rate of
usage of the non-recoverable resource. This must be well-
defined and non-negative, implying that U itself must be
smooth (continuously differentiable) with respect to time,
i.e., it cannot have any instantaneous changes in value.

Constraints for non-recoverable usage and usage rate are
typically simple bounds on their values. Both upper and
lower bounds often appear in management policies to
regulate actions to decrease as well as increase resources
depending on the load on the service:

Lo < UGS, ty) —U(S, t1) <Ly 3)

represents a constraint on the minimum and maximum total
usage for a collection of activities S in a time period from #,
to #;, while:

du(s,t) 4)
OSTSMl,Vt:tO StStl

represents a constraint on the maximum and minimum total
usage rate for a collection of activities S during a time period
from ¢, to #,. Note that it is possible to have a rate constraint
(4) that allows a relatively high usage rate, in combination
with a total usage constraint (3) that enforces a much lower
average usage rate over some period. Alternatively, a
contention ration could be introduced for usage rate
constraints to handle cases where a resource is shared
between multiple users but may support a high usage rate if
used by only one at a time.

H. Maximum and Minimum Usage Rate

These metrics capture the range of variation in the usage
rate (possibly in specified periods, which is described above.
They can be measured by simply retaining the maximum and
minimum values of the usage rate whenever it is observed by
the measurement procedure. Subclasses of these metrics
would be used to refer to maximum and minimum usage for
particular types of resources. Constraints on maximum and
minimum usage rate take the form of simple bounds on their
values. Note that if we constrain maximum usage rate to be
up to some limit, and the usage rate ever breaches that limit,
then the constraint is violated however the usage rate
changes later.

1. State

This metric captures the current state of a service, with
reference to a (usually finite) state model of the service’s
internal situation (e.g., the value of stored data, the status of
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supplier resources, etc). The value of the metric at any time
must be a state within a well-defined state model of the
service, usually represented as a string signifying that state
and no other. It can be measured by observing the internal
situation of the service and mapping this to the relevant state
from the state model. In the SERSCIS PoC implementation,
it should be possible to ask a task, service or container for its
current state. Note that the state model of a service will
normally be different from the state model of tasks provided
by the service, and different from the state model of the
container providing the service. State is an instantaneous
metric — a measurement of state gives the state at the time of
observation only. To obtain a measure of the history of state
changes one should use state occupancy metrics or possibly
non-recoverable usage metrics for each possible state of the
service. Subclasses of the state metric will be needed to refer
to particular state models and/or services. Constraints can be
used to specify which state a service should be in, or (if the
state model includes an ordering of states, e.g., security alert
levels), what range of states are acceptable.

J. State Occupancy

This metric captures the amount of time spent by a task
in a particular state (possibly in specified periods). It can be
measured by observing state transitions and keeping track of
the amount of time spent in each state between transitions.
Note that for this to be practical one must predefine a state
model for the task encompassing all its possible states, in
which the first transition is to enter an initial state when the
task is created.

The state of a resource on a service is a function of time:

S;(t) ELVt = t, (%)

where Sj(?) is the state of resource i at time ¢z, Y is the set of
possible states (from the resource state model) and ¢, is the
time resource i was created. Constraints on state occupancy
are bounds on the proportion of time spent in a particular
state, or the ratio between the time spent in one state and
time spent in one or more other states.

K. Data Accuracy

This metric captures the amount of error in (numerical)
data supplied to or from a service, compared with a reference
value from the thing the data is supposed to describe. The
two main aspects of interest with this particular metric are
the precision of the data (how close to the reference value is
the data supposed to be) and the accuracy of the data (how
close to the reference value the data is, compared to how
close it was supposed to be). Subclasses of data accuracy
may be needed to distinguish between different types of data
used to describe the thing of interest (single values, arrays
etc), and different ways of specifying precision (precision in
terms of standard deviation, confidence limit etc), as well as
to distinguish between things described by the data (e.g.,
aircraft landing times, fuel levels or prices). In the SERSCIS
PoC, we are only really interested in the accuracy of
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predictions for the absolute time of future events, including
the point when an aircraft will be available so turnaround can
start (an input to the ground handler), the point when the
aircraft will be ready to leave, and various milestones
between these two points (e.g., the start and end of aircraft
cleaning, etc). Constraints on accuracy are typically just
upper bounds on the accuracy measure, e.g., accuracy should
be less than 2.0. Such constraints apply individually to each
data value relating to a given reference value.

L. Data Precision

This is a simple metric associated with the precision
bands for data supplied to or from a service. Data that
describes some reference value should always come with a
specified precision, so measuring the precision is easy — one
just has to check the precision as specified by whoever
supplied the data. The reason it is useful to associate a metric
with this is so one can specify constraints on data precision
in SLA, to prevent data suppliers evading accuracy
commitments by supplying data very poor (wide) precision
bands. Subclasses of data precision are typically needed for
different kinds of things described by data, and different
sources of that data. For example, one might define different
metrics to describe the precision in scheduled arrival times
(taken from an airline timetable) and predicted arrival times
(supplied by Air Traffic Control when the aircraft is en-
route). Note that precision (unlike accuracy) is not a
dimensionless number — it has the same units as the data it
refers to, so metric subclasses should specify this. In the
SERSCIS PoC testbed, it should be possible to ask a
consumer task for the precision of data supplied to or by it.
The response should ideally give the best, worst and latest
precision estimates for the data corresponding to the metric.
Constraints on data precision are simple bounds on its value.
Typically they will appear in SLA, and define the worst-case
precision that is acceptable to both parties. If data is provided
with worse precision than this, the constraint is breached.
This type of constraint is normally used as a conditional
clause in compound constraint for data accuracy or accuracy
distribution.

M. Data Error

This is a simple metric associated with the error in a data
item relative to the reference value to which it relates. In
some situations we may wish to specify and measure
commitments for this ‘raw’ measure of accuracy,
independently of its supposed precision. Subclasses of data
error are typically needed for different kinds of things
described by data, and different sources of data. In the
SERSCIS PoC testbed, it should be possible to ask a
consumer task for the error in data supplied to or by it once
the reference value is known to the service. The response
should ideally give the best, worst and latest error for data
sent/received corresponding to the metric. Constraints on
data error are simple bounds on its value. Typically, they will
appear in SLA, and define the worst-case error that is
acceptable to both parties. If data is provided and turns out to
have an error worse than this, the constraint is breached.
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N. Data Accuracy Compliance

This metric captures the proportion of data items in a
data set provided to or from a service whose accuracy is not
worse than a specified limit. This metric is mathematically
similar to the elapsed time compliance metric, and as before
we may wish to use several accuracy compliance metrics for
the same data at different accuracy levels, to approximate a
data accuracy distribution function. Accuracy compliance
can be measured by keeping track of the total number of data
items, and how many of these had accuracy up to each
specified level. The value of the metric is then the fraction of
data items whose accuracy is within the specified level. In
the SERSCIS PoC testbed, subclasses of accuracy
compliance are typically used to distinguish between
different accuracy levels, types of data and methods for
defining precision, for data forecasting the time of events. To
construct accuracy distributions it is necessary to classify
those events so we know which forecasts to include in each
distribution function. It should be possible to ask consumer
tasks, services or service containers for the value of these
compliance metrics. Constraints on accuracy compliance just
specify bounds on the metrics; thus, specifying what
proportion of data items can have accuracy worse than the
corresponding accuracy limit.

O. Auditable Properties

Auditable property metrics are used to express whether a
service satisfies some criterion that cannot be measured, but
can only be verified through an audit of the service
implementation and behaviour. An auditable property will
normally be asserted by the service provider, who may also
provide proof in the form of accreditation based on previous
audits in which this property was independently verified.
Auditable properties are usually represented as State metrics:
a state model is devised in which the desired property is
associated with one or more states, which are related (out of
band) to some audit and if necessary accreditation process.
Subclasses are used to indicate different auditable properties
and state models. Auditable property constraints typically
denote restrictions on the resources (i.e., supplier services)
used to provide the service. For example, they may specify
that only in-house resources will be used, that staff will be
security vetted, or that data backups will be held off site, etc.
In SERSCIS, such terms are also referred to as Quality of
Resourcing (QoR) terms. As with other state-based
descriptions, auditable properties may be binary (true or
false), or they may be ordered (e.g., to describe staff with
different security clearance levels). It is also possible to treat
Data Precision (and other data characteristics) as an auditable
property which does not correspond to a state model.

IV. RELATED WORK

Characterizing the performance of adaptive real-time
systems is very difficult because it is difficult to predict the
exact run-time workload of such systems. Transient and
steady state behaviour metrics of adaptive systems were
initially drafted in [4], where the performance of an adaptive
was evaluated by its response to a single variation in the
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application behaviour that increased the risk of violating a
performance requirement. A very simple set of metrics are
used: reaction time which is the time difference between a
critical variation and the compensating resource allocation,
recovery time by which system performance returns to an
acceptable level, and performance laxity which is the
difference between the expected and actual performance
after the system returns to a steady state. These metrics are
further specialized in [1] by the introduction of load profiles
to characterize the types of variation considered including
step-load (instant) and ramp-load (linear) changes, and a
miss-ratio metric which is the fraction of tasks submitted in a
time window for which the system missed a completion
deadline. System performance is characterized by a set of
miss-ratio profiles with respect to transient and steady state
profiles. A system is said to be stable in response to a load
profile if the system output converges as the time goes to
infinity, while transient profiles can measure responsiveness
and efficiency when reacting to changes in run-time
conditions. The SERSCIS-Ont metrics provide a superset of
these concepts, appropriate to a wider range of situations
where accuracy and reliability may be as important as
performance and stability.

A more recent alternative approach to defining adaptive
system metrics is given by [6,7]. Here the focus is on the
system engineering concerns for adaptivity, and metrics are
categorized into four types: architectural metrics which deal
with the separation of concerns and architectural growth for
adaptive systems [2], structural metrics which provide
information about the role of adaptation in the overall
functionality of a system (and vice versa), interaction
metrics which measure the changes in user interactions
imposed by adaptation, and performance metrics which deal
with the impact of adaptation on system performance, such
as its response time, performance latency, etc. [2]. The focus
of SERSCIS-Ont is to provide concrete and mathematically
precise metrics covering performance and some aspects of
interactivity, which can be used in such a wider engineering
framework.

The most closely related work is found in the WSMO
initiative [3], which has also formalized metrics for resource
dependability. This was done with the intention of providing
QoS aware service oriented infrastructures. Semantic SLA
modelling using WSMO focuses principally on automated
service mediation and on the service execution infrastructure
[3]. By adding semantic descriptions for service parameters
it is possible for agents to discover and rank services
automatically by applying semantic reasoning. The WSMO
initiative focused its modelling efforts on capturing service
consumer requirements, which can then be used for service
discovery. Work in [5] extends the WSMO ontology to
include QoS and non-functional properties. This includes
providing formal specifications for service level agreements
including the units for measurement, price, CPU usage, etc.
However, the focus is still to support the description of
services for orchestration purposes (service discovery and
selection). SERSCIS-Ont is more even-handed. It can be
used for service discovery and selection, but it is also
designed to support service operators by introducing service
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protection measures from a provider’s perspective such as
the usage limits, service access and control decisions, as well
as workflow adaption, etc.

SERSCIS-Ont is thus also related to the development and
service management specifications such as WSDM. The
WSDM-MOWS specification [9] defines 10 metrics which
are used to measure the use and performance of a general
Web  Service. These include NumberOfRequests,
NumberOfFailedRequests and NumberOfSucessfulRequests
which count the messages received by the Web Service end
point, and whether the service handles them successfully. In
SERSCIS-Ont we have a more general Counter metric, of
which these WSDM-MOWS metrics can be regarded as
subclasses specifically for Web Service management.
WSDM-MOWS also defines ServiceTime (the time taken by
the Web Service to process all its requests), and
MaxResponseTime and LatestResponseTime. In SERSCIS-
Ont these would be modelled as subclasses of usage and
elapsed time, and SERSCIS-Ont then provides additional
metrics such as min/max/mean responses and response time
compliance metrics. WSDM-MOWS specifies a state model
for Web Service operation with states {UpState, DownState,
IdleState, BusyState, StoppedState, CrashedState,
SaturatedState}, and metrics CurrentOperationalState and
LastOperationStateTransition all of which can be handled
easily by SERSCIS-Ont. The one area where WSDM-
MOWS goes beyond SERSCIS-Ont is in providing metrics
for the size of Web Service request and response messages:
MaxRequestSize, LastRequestSize and MaxResponseSize.
These can be modelled with difficulty using SERSCIS-Ont
usage metrics, but if SERSCIS-Ont were applied to Web
Service management, some extensions would be desirable.

V. VALIDATION EXPERIMENTS

To verify that SERSCIS-Ont really is applicable to the
management of service performance and dependability, the
project is conducting two types of experiments: the first
involving stochastic process simulation and the second
extends to discrete event simulation. In the latter case, a
testbed has been developed which comprises SERSCIS
dependability management tools along with emulated
application services based on air-side operations at Vienna
Airport. This is a discrete event simulation in which realistic
application-level requests and responses are produced, and
the full (not emulated) management tools are tested using
SERSCIS-Ont metrics in service level agreements and
monitoring and management policies.

A. Scenario Description

The scenario used to validate the metric model is based
on Airport Collaborative Decision Making (A-CDM). A-
CDM is an approach to optimizing resource usage and
improving timeliness at an airport. It is about all partners at
an airport working together, openly sharing accurate
information and — based on the information — making
decisions together. Through the use of A-CDM predictability
of airport operations is improved. All actions involved in
turning around an aircraft can be planned more accurately
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and the plans can more easily be controlled with respect to
the actual operation.

A-CDM also has a European, network-wide perspective.
The Central Flow Management Unit (CFMU) of Eurocontrol
monitors the capacity of airspace sectors and imposes
restrictions by issuing so-called slots in case congestion
might arise. Currently, this planning is mainly based on
flight plan information that is filed up to three hours before
the actual flight. Changes, in particular last minute changes
e.g., due to late passengers, are not taken into account.
Hence, everyday a huge amount of airspace capacity is
wasted due to inaccurate information. The Airports applying
A-CDM can more accurately determine the take-off time of
departing flights. CFMU can then update their network
planning based on information that closely reflects the real
traffic to be expected. Hence, slot wastage is minimized for
the benefit of all airspace users.

The testbed scenario for the evaluation is based on the
workflow that is executed during an aircraft turn-around. The
workflow represents the interaction of the main actors in a
turn-around, i.e., the ANSP, a ground handler and ramp
service providers. Each step in the workflow uses a service
to perform the step. Services are provided by different actors.
Most services can be provided by more than one service
provider. In this case the service user has the choice of the
service provider, for which he has to take into account
several Quality-of-Service criteria.

The workflow, which is shown in Figure 4. consists of
three sub-workflows being executed in parallel. After the
aircraft goes in-block passenger disembarkation starts. At the
same time a baggage handler starts to offload the luggage
from the aircraft. The third sub-workflow deals with
refuelling the aircraft. It can only be started after
disembarkation of passengers is finished. Going back to the
first sub-workflow, when disembarkation is finished an
optional security check of the plane for left items can be
performed by either the crew or a security company under
the crew’s supervision. When this is done the crew leaves the
aircraft. Cleaning of the aircraft and catering commence in
parallel. For the latter to be released the new crew is required
as they have to check the number of meals provided. Upon
completion of cleaning and release of catering another
optional security check can be performed given that
refuelling has completed as well. After the security check
embarkation of passengers can begin if the landside
workflow is ready for boarding.

The second sub-workflow is concerned with offloading
the luggage and loading the new luggage. It is completely
independent of the passenger and cabin-related workflow.
Finally, the third sub-workflow has the purpose of refuelling
the aircraft. As mentioned above, it can only commence once
disembarkation has completed. In turn, completion of
refuelling is a precondition for passenger embarkation.
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Figure 4. Airside Workflow for Aircraft Turnaround

B. Validation Objectives

This evaluation is done by validation, which applies the
system to a chosen scenario. From the results of validation
one can derive the usefulness of the system for the given
application.

In the chosen A-CDM scenario the SERSCIS
mechanisms and tools must demonstrate two characteristics:

e They must be able to implement and execute the
real-world scenario in the fault-free case. This
property ensures that the SERSCIS tools capture the
scenario requirements and are able to accompany the
execution of the processes. Note that in order to gain
acceptance with the potential users, the tools and
mechanisms must adapt to the real-world processes,
not the other way round.

e They must be able to handle failure cases and
improve the execution of the processes in these
cases. While the above fault-free case shows the
possibility to execute the processes with SERSCIS
support, this validation aims at proving the added
value of SERSCIS. The tools and mechanisms must
improve the handling of failure cases.

Several test runs were conducted to demonstrate the

above characteristics. The properties of the SERSCIS tools
and mechanisms were evaluated by use of so-called Key
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Performance Indicators (KPIs), which are described in
Section VII.

VI. STOCHASTIC PROCESS SIMULATION EXPERIMENTS

SERSCIS validation work initially focused on the use of
stochastic process simulation based on queuing theory [10].
A simplified Markov chain model was developed for a single
aircraft refuelling service, and the resulting equations solved
numerically to compute the expected behaviour. This
approach is faster and easier to interpret than a discrete event
simulation, though it uses simpler and less realistic models of
services and their interactions.

The basic model of the refuelling service assumes that
around 20 aircraft arrive per hour and need to be refuelled.
The service provider has 3 bowsers (fuel tankers), which can
supply fuel to aircraft at a certain rate. The time taken for
refuelling varies randomly between aircraft depending on
their needs and how much fuel they still have on landing, but
the average time is 7.5 minutes. However, with only 3
bowsers, aircraft may have to wait until one becomes
available before refuelling can start. The SERSCIS-Ont
metrics used to describe this service are:

e a counter metric for the number of aircraft refuelled,
and an associated usage rate metric for the number
of aircraft refuelled per hour;

e anon-recoverable usage rate metric for the time the
bowsers spend actually refuelling aircraft, from
which we can also obtain the resource utilization
percentage;

e an elapsed time metric for the amount of time spent
by aircraft waiting for a bowser (the refuelling
service cannot control how long the refuelling takes,
so QoS is defined in terms of the waiting time only);
and

e clapsed time compliance metrics for the proportion
of aircraft that have to wait for different lengths of
time between 0 and 20 minutes.

We also assume that the service will refuse an aircraft,
i.e., tell it to use another refuelling company rather than wait,
if it would become the 10™ aircraft in the queue. This is
captured by a further counter metric, which is used to find
the proportion of arriving aircraft that are refused service.

The first simulation considered an unmanaged service
(no SLAs), and produced the following behaviour (See Table

I):

TABLE L. UNMANAGED SERVICE SIMULATION
Metric Value

Service load 20 aircraft / hour
Service throughput 19.5 aircraft / hour
Percentage of aircraft that do not have to wait 33.6%
Percentage that do not have to wait more than | 74.6%
10 mins
Percentage that do not have to wait more than | 94.4%
20 mins
Percentage of aircraft refused service 2.6%
Mean waiting time 6.1 mins
Resource utilization 81.2%
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The QoS is relatively poor because the random variation
in aircraft arrival and refuelling times means queues can
build up, leading to a high proportion of aircraft having to
wait, and some having to wait for a long time or even being
sent to other service providers.

To investigate how the metrics could be used to manage
the service, the simulation was extended so airlines must
have an SLA with the service provider before they can use
the service. Each SLA lasts on average 1 week, and allows
an airline to refuel an average of 3 aircraft per hour. The
extended model assumed about one new SLA per day would
be signed, giving an average load roughly similar to the total
load in the first simulation. We also assumed the service
provider would refuse to agree more than 12 SLA at a time,
so the load could temporarily rise up to 50% higher than the
capacity of its resources. We wished to investigate how well
the use of SLA as a pre-requisite for service access allowed
such overloads to be managed. The results of this second
simulation were as follows (See Table II):
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Metric Value
Percentage that do not have to wait more than | 96.0%
10 mins
Percentage that do not have to wait more than | 99.9%
20 mins
Percentage of aircraft refused service 0%
Mean waiting time 3.4 mins
Resource utilization 74.7%

TABLE II. MANAGED SERVICE SIMULATION
Metric Value
Service load 0-36 aircraft / hour
Service throughput 21.1 aircraft / hour
Percentage of aircraft that do not have to wait 22.4%
Percentage that do not have to wait more than | 60.4%
10 mins
Percentage that do not have to wait more than | 89.7%
20 mins
Percentage of aircraft refused service 4.9%
Mean waiting time 9.4 mins
Resource utilization 87.8%

While the use of this SLA allowed the service provider to
anticipate the load from a pool of potential consumers, it
could not improve QoS with a fixed set of resources. In fact,
the compliance metrics are now much worse than before,
with only a small increase in the total throughput because the
load exceeds the resource capacity around 25% of the time.
Further tests showed that reducing the number of SLA the
service accepts does not help much as this only lowers the
long term average load, whereas overloads and long queues
arise from shorter-term fluctuations. The limit would have to
be much lower (and the throughput substantially lower)
before the compliance metrics were good enough to be of
interest to customers.

The final experiment used a different type of SLA in
which each customer can still have 3 aircraft serviced per
hour on average, but only one at a time. To handle this, we
used a non-recoverable usage rate metric for the number of
aircraft in the system and specified in the SLA that this could
not exceed 1. This simulation produced the following (See
Table 3):

TABLE IIIL. CONSTRAINED SLA SERVICE SIMULATION
Metric Value
Service load 0-36 aircraft / hour

Service throughput 17.9 aircraft / hour

Percentage of aircraft that do not have to wait 50.6%

Evidently, if this last type of SLA were enforced by a
suitable management procedure, it would allow the service to
protect itself from overloads, without a huge drop in the
service throughput. Further experiments showed that if the
permitted long-term load per SLA were pushed up to 3.5
aircraft per hour, the throughput would reach 19.7 aircraft
per hour (more than the original unmanaged service), yet the
compliance metrics would stay above 90%. This provides a
good indication that the SERSCIS-Ont metrics can be used
to describe service management and protection constraints,
as well as consumer QoS measurements and guarantees.

VII. BUSINESS-LEVEL OBJECTIVES AND KEY
PERFORMANCE INDICATORS
While the above-mentioned description set the

framework for the scenario, the identification of failure and
threat scenarios requires a more in—depth look. In order to
determine relevant service disruptions two additional pieces
of information are required:

e A definition of the business-level objectives for each

player in the scenario.

e An identification of the Key Performance Indicators

(KPIs) used to measure the objective achievement.

Starting from the top-level CDM system business-level
objectives are identified for each stakeholder in the scenario.
These describe why the stakeholders participate in the CDM
system and what they want to achieve. Each stakeholder’s
objectives determine the individual goals as well as the
contribution to the higher-level goals of CDM overall.

A similar picture is drawn for the KPIs. At each level and
stakeholder the KPIs should be usable to measure the
achievement of the business-level objectives. At the same
time they are grouped according to their contribution to the
higher-level KPIs. The use of KPI enables SERSCIS to focus
on system behaviour that is directly related to business
performance, both of the A-CDM cell (i.e., the system as a
whole), and of the individual stakeholders that contribute to
it. This helps to ensure that SERSCIS only takes action when
a problem really is a problem.

See Figure 5. for the concrete business-level objectives
and KPIs for the Airport CDM scenario.
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Figure 5. Business-level Objectives and Key Performance Indicators

The following sections describe the objectives and KPIs
for the individual stakeholders. Please note that these
sections only list KPIs that are of relevance to the overall A-
CDM objectives and KPIs. Naturally there are several
additional KPIs for each stakeholder, which they may use to
assess their own performance. It was considered sufficient to
use a few individual stakeholder KPIs in this evaluation. This
ensures that SERSCIS can handle situations where individual
and community goals may differ, but without needing to
emulate the individual actors in excessive detail.

A. CDM Cell

The objective at this highest level is to make optimal use
of the available resources. Note that this does not mean to
increase any capacity, but to increase the usage of existing
capacity.

The achievement level of this goal is measured by two
KPIs.

1) Percentage of wasted slots (slots allocated but not
used) (K1)

This will be measured on a monthly basis by measuring
the wasted slots and dividing this figure by the number of
totally allocated slots. Total allocated slots is given by the
number of CTOTs issued by CFMU for flights departing
from the airport. Wasted slots are defined as allocated slots
(CTOTs) that passed without the aircraft departure or
allocated slots (CTOTs) that have been changed within 15
minutes before the CTOT'.

This KPI indirectly includes external requirements from
the CFMU. It is the objective of the CFMU to reduce
congestions and to reduce the number of wasted slots.

2) Accuracy of EIBT (K2)

This parameter is the basis for optimal resource
scheduling and dispatching for ground handling and ramp
services. The EIBT is the estimated time when the aircraft

! This assumes that a slot changed within the last 15 minutes

before CTOT cannot be re-used for another flight by CFMU.
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goes in-block at the stand. Hence this is the time when
ground handling should start.

Measurement is done by mean square deviation between
EIBT and AIBT for all flights of one day. EIBT is taken at
FIR entry and at commencement of final approach for
measurement purposes. The suggested goal is to achieve an
accuracy of +/- 3 minutes at FIR entry and +/-1 minute on
final approach.

EIBT accuracy is determined by:

e The accuracy of the landing time prediction (ELDT)

and the updates to this and

e The accuracy of the taxi time prediction (EXIT).

While the latter factor originates from within the CDM
cell (being provided by the ACISP), the first is provided
either by the CDM actor ATC or externally by CFMU.
Neither this input factor not EIBT accuracy itself are
emulated in the current (proof of concept) testbed. The KPI
is therefore listed here for completeness purpose only. The
testbed and its evaluation at this stage focused on K1.

B. Central Flow Management Unit

The objective for this unit is to reduce congestions in the
European air-traffic system and to avoid slotting® wherever
possible.

The CFMU is not further detailed as it only acts as a
value provider in the simulation. Beyond this CFMU’s real
functionality is not simulated.

C. A-CDM Information Sharing Platform

The objective for the ACISP is to deliver a performance
that allows all stakeholders and the entire A-CDM system to
achieve their goals. This performance goal also includes
certain quality criteria with regard to data handling, in
particular data consistency and data accuracy.

This is measured by the ACISP performance, i.e., the
delay in forwarding values the CISP has received. This is
simply measured by the sum of differences between
reception and according sending time of a value divided by
the number of such forwarding operations. This KPI also
contributes to K1 and K2.

The ACISP as central data repository must meet high
security requirements. Some of the data it stores are sensitive
with respect to competition; others might influence physical
security if exposed to the wrong person or if data from a
wrong source are incorporated. It is also important that the
data is accessible to those who have a right to use it.

To deal with this, a wide variety of metrics can be used,
including:

e the accuracy of data retrieved by another actor:
inaccuracy may indicate it is forged or corrupted
(insecure update), in the absence of other
explanations; or

2 “Slotting” is the process of issuing departure slots for flights if

the calculation by CFMU shows a potential congestion anywhere in the
enroute part. In other words, if the combined flight trajectories of all flights
result in a capacity demand exceeding the capacity of any sector along the
route, slots are issued for all flight passing this sector.
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e the timeliness of data retrieved by another actor: if
data updates are not available soon after they are
made, or in the worst case, not available until after
they are needed, this may indicate an availability
problem.

Data confidentiality is difficult to monitor, as it is
impossible to prove the null hypothesis that the data has
NOT been accessed by an authorised party. One could seek
to measure the number of known confidentiality breaches,
which may be an indicator (albeit imperfect) of the number
of actual breaches. A more common option is to ensure the
data service has access control in place and to check the
integrity of its implementation, e.g., through the use of vetted
staff and accredited software.

Access control to ACISP data is implemented in the PoC
testbed, but confidentiality breaches are not simulated yet, as
they cannot directly cause a degradation of the infrastructure.
However, data accuracy and timeliness are measures that can
be used in the PoC evaluation.

D. Air Traffic Control

For ATC representing the Air Navigation Service
Provider (ANSP) the business level is to maximize runway
capacity and to reduce congestion of the European air traffic
system while at the same time limiting or reducing the air-
traffic controller workload. The second goal is not A-CDM
specific and will not be regarded any further here.

For measuring the first objective two KPIs are devised.
The first KPI helps to ensure that the European air traffic
system makes best use of the available capacity by
measuring the percentage of take-offs outside the so called
slot tolerance window (STW, -5/+10 minutes around the
Calculated Take-Off Time CTOT). This is performed by
counting take-offs outside the STW and dividing this by the
number of take-offs of regulated flights, i.e., flights that have
a CTOT assigned. This directly contributes to K1.

Secondly the accuracy of the landing time prediction is
measured, which reflects the ATC contribution to turn-
around optimisation. For this the ELDT is compared to the
ALDT. The concrete measurement is done by calculating the
mean square deviation between ELDT and ALDT for all
flights of one day. ELDT is taken at FIR entry and at
commencement of final approach for measurement purposes.
The suggested goal is to achieve an accuracy of +/- 3
minutes at FIR entry and +/-1 minute on final approach. In
the PoC testbed, the ATC is not represented by an explicit
service emulator, so any error in the landing time prediction
forms part of the simulation input. For this reason, it is not
used here, as already explained in section VILA.

E. Ground Handler

The ground handler strives to optimize resource usage of
his own and indirectly of the ramp services’ resources. This
involves human resources as well as equipment.

For the evaluation of this business level objective two
internal KPIs are devised, which do not contribute to K1 nor
to K2. They solely reflect the resource usage. Indicator 1
averages the usage of a type of resource over the period of a
day, where usage is defined as percentage of resources
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occupied in comparison to resources available. One indicator
is required for each type of resource.

The second indicator aims at avoiding overbooking. Per
type of resource the number of occasions during a day are
counted, when the service consumer tries to obtain resources
beyond the available. Again, one indicator is required for
each type of resource.

With respect to the overall A-CDM goals the ground
handler contributes by accurately predicting the aircraft’s
TOBT. This is evaluated by two KPIs, TOBT accuracy and
TOBT stability. The first KPI is derived from comparing the
TOBT with the ARDT. Again the mean square deviation
between TOBT and ARDT is calculated for all flight of a
day, where TOBT is taken at TOBT freeze time, i.e., 30
minutes before TOBT.

In the PoC testbed the estimate given by the ground
handler will be a constant. The actual delivery time of the
ramp services, however, will include some variation, e.g.,
dictated by the actual service requirements or by the service
provider’s resource trade-offs. Hence this parameter will be
of interest.

The second parameter measures how stable the prediction
mechanism of the ground handler is. For this purpose the
average number of TOBT updates per flight is calculated.

Both parameters contribute directly to K1.

F. Ramp Service

Like the ground handler each ramp service provider
wants to optimize his resource usage of both human
resources as well as equipment.

For the evaluation of this business level objective two
internal KPIs are devised, which do not contribute to K1 or
to K2. They solely reflect the resource usage. Indicator 1
averages the usage of a type of resource over the period of a
day, where usage is defined as percentage of resources
occupied in comparison to resources available. One indicator
is required for each type of resource.

The second indicator aims at avoiding overbooking. Per
type of resource the number of occasions during a day are
counted, when the service consumer tries to obtain resources
beyond the available. Again, one indicator is required for
each type of resource.

With regard to the overall A-CDM objectives two KPIs
are required to evaluate the ramp service provider’s
performance: the arrival reliability and the service delivery
duration. Both parameters contribute to K1.

VIIIL.

This section describes a number of cases that represent
failures caused by malfunctions, performance shortcomings
or security breaches that can affect the operation of A-CDM
in an adverse manner. The SERSCIS tools and mechanisms
are expected to handle these failure cases and improve the
process performance of A-CDM even in the existence of
failure conditions. The evaluation of these cases and thus the
full validation of the SERSCIS results will be undertaken in
project year 3.

The evaluation studies described in the deliverable at
hand have a different purpose. Apart from proving the ability

FAILURE SCENARIOS
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to implement and reflect the process as described in chapter
II), they should demonstrate that the testbed can actually
perform failure cases and that meaningful KPIs have been
chosen. The KPIs must enable the user to identify the effects
of failures and to assess the impact of the SERSCIS
mechanisms in handling the failure. Thus, the purpose of this
is not to apply a huge number of failure scenarios but to
focus on one or two cases that yield a representative
assessment of the SERSCIS mechanisms and tools.

In order to cover the SERSCIS mechanisms as
comprehensively as possible, mainly two distinctions of
failure scenarios should be taken into account, the recurrence
of threats and the phase when they occur along with the
countermeasures provided by SERSCIS on the one hand and
the type of security issue causing these on the other hand.

There are three basic types of threats or failures to be
evaluated according to their recurrence and the
countermeasure SERSCIS supports:

(M1) One-off threats or failures, for which SERSCIS can
help to mitigate the effects.

(M2) Recurring failures, for which SERSCIS can support
the mitigation by systematic adaptation.

(M3) System problems identified in modelling and
prevented from happening by redesigning the system.

From a phenomenal cause point of view, failures can be
induced by physical (C1) or by ICT related compromises
(C2). The use case validation will cover both types. But in
both cases the primary concern is the impact on and the
usage of the ICT facilities to mitigate the threats.

A. Compromise of ramp service availability

In this scenario, the ramp service provider fails to
respond to service requests in a timely manner or does not
show up at all. In this case, the ground handler’s request is
not met with a reply containing the estimated completion
time from the ramp service. After a timeout the ground
handler could try to invoke the service a second time. If this
does not succeed either, he would have to schedule and
invoke the ramp service with an alternative provider. Once
this provider replies to the service invocation with an
estimated completion time, the workflow continues as
described in Section V.A.

This event can be handled in two ways:

e As a one-off event that requires the selection of an

alternative service provider

e  From the point of view of a recurring event, which is

counteracted by either blacklisting the specific
service provider or by adapting the workflow such
that it has more slack for late service delivery.

This scenario covers recurrence and countermeasures M1
and M2 and cause Cl. It was used in the evaluation of both
the run-time and off line SERSCIS components.

B. Passenger No-Show

A passenger who has checked in luggage does not show
up for boarding. Consequently, his luggage needs to be
unloaded. In its simple form, this is a scenario handled by
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countermeasure M1 (alternative workflow applied). It is
caused by type C1.

This failure scheme could also be used for a massive
distributed DoS attack if a huge number of passengers in
coordination and on purpose do not show for boarding.
Beyond the description above, that should also be detected
by means of SERSCIS mechanisms.

This scenario was represented in all run-time tests (there
is a passenger no-show in one flight in all scenarios used),
leading to a small deviation from perfect KPI even in the
‘sunny day’ scenario.

In the off-line evaluation, the idea of an organised mass
passenger no-show was also considered (creating a physical
denial of service attack). This mass no-show could not be
used in the run-time evaluation without a substantial
extension of the PoC emulators for the Ground Handler and
the Baggage Handler services. This is because the possible
mitigation strategies involve changing the strategy for
managing resources and computing the predicted TOBT
(algorithmic adaptation), rather than at the agile SOA level.

C. ACISP Communication Delays

ACISP communication delays, caused by a denial of
service (DoS) attack, can arise if the ACISP can be
addressed from a sufficiently public network (e.g. the
Internet), so an attacker can send too many requests (or
possible a smaller number of malformed requests) in order to
tie up the ACISP service’s resources. It is caused by type C2.

To mitigate this threat, the ACISP can ensure their
software stack is up to date, therefore reducing the
opportunity for small numbers of malformed packets to
cause a problem. They can also use a private network limited
to the other airport stakeholders, although this may not be
possible depending on how many stakeholders need access.
Or they can deploy multiple redundant end points, and
switch frequently so the attacker(s) will not know which
endpoint to flood with malicious requests. These are all
instances of M3.

This scenario with no mitigation was included in the
evaluation of run-time SERSCIS components, to show how
the KPI can be used to detect cyber-attacks as well as
physical effects. The mitigation using redundant end-points
could also have been implemented using the PoC testbed, but
this was not done as it uses the same fail-over mechanism
demonstrated in the compromised ramp service case. Other
mitigation strategies could not be included in the PoC testbed
as they would require explicit emulation of private/redundant
communication networks, which was not yet implemented.
In practice, these have to be included by design, so the
vulnerability would need to be detected at the design stage
via system modelling. However, the use of alternate
networks (as well as endpoints) would need to be activated at
run-time. So, even though prior modelling of the system is
required (treating the threat as type M3), once this is done we
then have to treat the threat as type M1/M2 in deciding when
to activate the use of alternate networks or endpoints if a
compromise is detected.
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IX. DISCRETE EVENT SIMULATION EXPERIMENTS

The evaluation using discrete event simulation used the
testbed to emulate a subset of the previously identified
failure scenarios including types M1 and M2 above. The
impact on identified KPI was measured (relative to a
‘normal’ or ‘sunny day’ scenario), thereby verifying that the
testbed is able to emulate adverse behaviour, and that the
impact can be characterised using the chosen KPI. Where the
PoC testbed already provides an appropriate countermeasure
based on the use of agile SOA, a further simulation was run
to determine how this affects (improves) the emulated
outcome and KPIL.

This section lists the results obtained during the
simulation runs. It describes the types of tests performed,
shows the KPI values resulting from these runs and provides
an interpretation of those. Several runs of the testbed were
conducted for the evaluation. The runs represented different
cases, one no-failure case and several degraded scenarios.

The simulation driver provides an interface (see Figure 6.
) showing the progress of flights, and it is possible to inspect
monitoring data for various application services (e.g.,
performance metrics) and SERSCIS components (e.g., SLA
usage, etc.). Only if something goes wrong does the user
receive any feedback through the DST interface (from WP5),
after which the user must inspect the corresponding
monitoring data to discover the cause, possibly aided by
queries to a system-of-systems model. However, the
emulation is designed to run in accelerated time (so each run
does not take a whole day), and when this feature is used,
there is very limited opportunity for user interactivity.

and set up the flight schedule. Click to start the simulation
2010-07-29718:36:36.750Z
Import SLA template for CFMU.

Import SLA template for ACISP. Import SLA template for Ground Handler.

Open Flight Schedule

Set up Simulation Start Simulation

Operator. Status Inbound [ADEP |inbound STD _|inbound STA | Outbound | ADES |-~

Airport hosting| | Airport user || Airport sim| | Governance | Registry | Procurement|

W | P - @ [erminal - serscis@s.. B SERsCis T SeRSCIS workbench

- 0 on |

Figure 6. SERSCIS Graphical User Interface

The evaluation started with a ‘sunny day’ case, in which
all service providers had a sufficient number of workers and
hence always delivered. This was used to provide a starting
point for further experimentation, and represents a best case
scenario, although even the ‘sunny day’ case included a
single passenger no-show to provide a ‘background’ signal
in the measured KPI.

In the first approach to simulating a failure, the number
of workers of one of the ramp services, specifically the
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baggage handler, was reduced step by step. Different runs
were performed with ever-smaller number of workers until a
threshold was reached when turn-around processes took a
substantial time to complete. Once the threshold value was
obtained, the policy of the resource manager was changed
such that it could select an alternative service provider once
the main provider failed. Specifically, once the baggage
handler failed to respond to a service perform request due to
a lack of workers it was considered failed. In this case it was
replaced by another baggage handler with a sufficient
number of workers.

The second approach to simulating a failure affected the
communications of the ACISP. Similarly to above, the delay
in communications to and from the ACISP was increased
step-by-step until degradation in the simulation KPIs was
observed. This experiment was used to model a denial of
service attack on the airport network.

A. KPIs used in the evaluation

In section VILF, two KPIs to evaluate the performance
on a ramp service provider level are listed, his arrival
reliability and his service delivery duration. In the proof-of-
concept evaluation the second KPI is a constant and
disregarded. The first KPI on the other hand is taken into
account to show the effect of a reduced number of workers.
It is assumed that the reliability decreases if the number of
workers available at a service provider is reduced. In the
testbed this is measured by the number of “perform
attempts” issued to the service provider. If a service provider
has sufficient resources, every flight requires exactly one
perform attempt that is honoured by the service provider; i.e.,
the number of perform attempts must be equal to the number
of flights. If the provider cannot immediately honour a
perform attempt due to a lack of workers, the perform
attempts will be repeated. Thus the number increases beyond
the number of flights.

The ramp service performance also has an effect on the
ground handler’s KPIs. As described in section VILE, two
KPIs characterize this performance, TOBT accuracy and
TOBT stability. Since the actual delivery time of the ramp
services is a distribution with a certain variation, e.g.,
dictated by the actual service requirements or by the service
provider’s resource trade-offs, TOBT accuracy will decrease
with a reduction in the number of workers at the ramp
service provider. TOBT stability expresses the number of
updates to the TOBT required for each flight. In a sunny day
scenario this number should be 1 or close to it, i.e., once a
TOBT is issued it will not be changed. In degraded
scenarios, however, a ramp service will deliver late due to a
lack of workers. In the testbed the ground handler re-issues a
TOBT whenever the estimate deviates from the previous
value by more than 10 minutes. Hence the longer the ramp
service delays its service delivery the more TOBT values
need to be issued for a flight.

Both above-mentioned KPIs affect the number of take-
offs outside the slot-tolerance windows (STW), an overall
CDM KPI (K1 as listed in Section VII.A). The value will
increase in a ripple on effect of the ramp service provider’s
inaccuracy. If the ramp service provider fails to show up on
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the initial perform request, there is a risk that he delays the
turn-around of a flight and causes it to miss its slot. This
effect, however, might be countered in part by an available
slack in the turn-around process.

A policy change that allows to replace the service
provider with an alternate in case he fails to respond to a
perform request must reverse the above effect. Choosing an
alternative service provider when the primary provider
failed, will replace the overall service delivery reliability and
thus result in less take-offs outside the STW.

Another KPI is applied to evaluate the overall CDM
system’s performance, the average number of slots issued
per flight. Obviously, in the ideal case one slot is issued for a
flight and this one is used subsequently. In less ideal
situations delays in the turn-around prevent a flight from
meeting its slot. Thus a new slot has to be issued, potentially
wasting the previous one if it cannot be claimed by another
flight. The longer the delay of a turn-around, e.g., induced by
a lack of workers at a ramp service providers, the more slots
must be issued for a flight’.

B. Applied scenarios

In the beginning of this section, a general description of
the scenarios was given. This section provides more details
on the various scenarios and the changes for the different
failure cases.

All scenarios use a schedule of 124 flights to be turned
around during a day. All of those are regulated flights, i.e.,
all require a slot.

Apart from the non-failure case, three degraded mode
cases are listed and assessed below.

The first case, the ‘sunny day’, provides sufficient
resources for all ramp service providers. Hence none of the
flights experiences a delay in turn-around.

Case 2 is characterized by a reduction in the number of
workers of the baggage handler to 23. In this case the
baggage handler fails to honour several perform attempts and
the flights experience substantial delays.

In case 3 the number of workers is further reduced to 18.
Hence even fewer perform attempts are honoured.

In case 4, a second baggage handling resource was
introduced (i.e., the Ground Handler starts with two SLAs
for the provision of baggage handling services with different
suppliers). Now if the primary baggage handler fails, an
alternative service provider can replace it. If this arises as a
one-off problem it can be handled by the service orchestrator
component (mitigation type M1 as defined in Section 1V),
though some delay will still be experienced. If the primary
supplier persistently fails, it is better to manage the situation
by excluding it from further use (mitigation type M2). This
was done by attaching the policy shown below to the

3 In the testbed the ground handler uses a simple strategy to update

the TOBT. A new estimate for TOBT is calculated, and the TOBT is
updated if the new estimate is more than 10 minutes after the previous
TOBT. Note that in the current simulation every TOBT change
automatically results in the issuance of a new slot. For this reason,
currently the number of slots per flight is equal to the number of TOBT
updates. The implementation of this behaviour will be re-assessed for the
final validation.
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individual baggage handler resources (as seen by the Ground
Handler). This policy sets the condition of the service to
“failed’ if there is more than one failure, and deregisters the
service so preventing it being offered to the orchestrator:

This addresses the immediate problem of a failing
supplier, but it reduces the number of available options for
baggage handling to one. A further policy is therefore
needed, attached to the resource manager, causing the
resource manager to procure a new SLA with a replacement
baggage service provider (referred to by the SLA template
provided).

Finally, case 5 implements a simulation of
communication delays to demonstrate the effects of a denial
of service attack on the ACISP. Due to the slow rate of
communications, a number of flights take off outside their
slot windows. No mitigation for this was considered in the
run-time tests, as the only one that could be handled by the
PoC emulators was to have redundant ACISP endpoints,
which duplicates the mechanisms tested in Cases 1-4.

C. KPI results

TABLE IV. KPIRESULTS

KPI Case 1 Case 2 Case 3 Case 4 Case 5

Baggage 249 556 961 266 249
perform
attempts

Average 4 min 14 min 49 min 4 min 4 min

TOBT error

Average 1 1,5 2,7 1 1
TOBT
updates  per
flight

Average 1 1,5 2,7 1 1
number  of
slots issued

Take-offs 0%
outside STW

15% 31% 0% 13%

The results shown in Table IV clearly indicate that the
chosen KPIs are meaningful for the testbed and the scenario
and that verification and validation of the testbed succeeded.

The KPI “Perform attempts” was expected to increase if
a service provider does not have sufficient resources to
honour all requests in parallel. In this case some of the
requests must be repeated, which means a larger figure.
When introducing the possibility to choose an alternative
provider in case the first one fails to honour requests, the
total number of perform attempts should decrease again.

This is exactly the behaviour of the testbed. Case 2 and
also case 3 exhibit a significantly larger number of perform
attempts than the sunny day case 1. With the introduction of
an alternative service provider in case 4, the number of
request drops close to the value of the sunny day case again.
Note that it is still slightly larger than in the sunny day case,
because additional perform requests are issued (and not
honoured) while the alternative provider is being set up.
Hence the KPI provides meaningful characteristics of the
testbed and the testbed shows the expected behaviour.

The TOBT-related KPIs reflect the quality of service
delivery by a ramp service provider. With a decreasing

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

201



number of workers in cases 2 and 3, the TOBT accuracy
decreases as well and the required number of updates to this
value per flight increases accordingly. When the ground
handler has the option to choose an alternative service
provider in case 4, the trend reverses and case 4 delivers the
same performance as the sunny day case 1.

Similarly, the number of slots issued per flight increases
with the number of TOBT updates per flight. In case 4, in
which TOBT does not get updated, only one slot is required
as in case 1.

The last KPI, which was assesses in the testbed
evaluation, is the percentage of take-offs outside the slot-
tolerance window (STW). In the case of a sufficient number
of workers at all service providers (case 1), none of the
flights should miss its slot*. Hence the KPI must be 0%.
With turn-arounds being delayed due to an insufficient
number of workers at one of the service providers, flights
will miss their slots and take off outside the STW. For this
reason the value increases to 19% in case 2. When an
alternative service provider steps in to take over the tasks
from a failed provider as in case 3, turn-arounds are on time
again. The percentage of missed slots falls back to 0% again.

In the event of communication delays with the ACISP we
see the percentage of takeoffs outside the slot tolerance
window increase in proportion to the delay. This is caused by
delays in communications resulting in windows of
opportunity to be missed.

The KPI reflects these behaviours as expected and thus
also indicates a correct behaviour of the testbed.

X. CONCLUSIONS

This paper describes a base metric model that provides a
uniform abstraction for describing service behaviour in an
adaptive environment. Such an abstraction allows services to
be composed into value chains, in which consumers and
providers understand and can manage their use of services
according to these metrics.

A service provider, having analysed the application
service that it is offering, defines a metric ontology to
describe measurements of the relevant service behaviour.
This ontology should refer to the SERSCIS base ontology,
and provide subclasses of the base metrics to describe each
relevant aspect of service behaviour. Note that while each
service provider can in principle define their own metrics
ontology, it is may be advantageous to establish ‘standard’
ontologies in particular domains — this reduces the need for
translation of reported QoS as it crosses organizational
boundaries.

Validation simulations provide a good indication that the
SERSCIS-Ont metrics are useful for describing both service
management and protection constraints, and service
dependability and QoS guarantees.

The evaluation of SERSCIS using discrete event-based
simulation and KPI-based definition of behavior also proved
to be a good indicator of the approach. KPIs were used as a

4 The limited capacity of taxiways and runways might cause flights

to miss their slots despite a timely turn-around, but this is not modelled in
the testbed.
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starting point for run-time monitoring and mitigation
strategies. Using an appropriate set of KPIs the behaviour of
the system can be monitored effectively and efficiently.
Failures of individual services can be detected and — given
that mitigation strategies are implemented - their
effectiveness can be observed as well.
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Abstract — This paper defines a new business cloud model to
create an efficient high-frequency trading platform while
validating the portability and also cost-efficiency of cloud
execution environments for financial operations. High-
frequency trading systems, built to analyze trends in tick-by-
tick financial data and thus to inform buying and selling
decisions, imply speed and computing power. They also
require high availability and scalability of back-end systems
which, require high cost investments. The defined model
uses cloud computing architecture to fulfill these
requirements, boosting availability and scalability while
reducing costs and raising profitability. It incorporates data
collection, analytics, trading, and risk management modules
in the same cloud, all of which, are the main components of a
high-frequency trading platform.

Keywords — high-frequency trading, cloud computing,
portability, cost-efficiency, financial business cloud.

L INTRODUCTION

Financial markets are broad and complex systems in
which, market players interact with each other to
determine the prices of different assets.

Advances and innovations in computer technologies
have changed the nature of trading in financial markets [1].
As a result of these innovations, transmission and
execution of orders are now faster than ever, while the
holding periods required for investments are compressed.
For this reason a new investment discipline, high-
frequency trading, was born [2].

In very broad terms, high-frequency trading refers to
analyzing trends in tick-by-tick data and basing buying and
selling decisions on it.

Exchanges  supporting  high-speed low-latency
information exchange have facilitated the emergence of
high-frequency trading in the markets. In 2009, in the
United States, high-frequency equity trading was 61% of
equity share volume and generated $8 billion per year
(Figure 1) [3]. Again in the United States, high-frequency
trading also accounted for up to 40% of trading volume in
futures, up to 20% in options, and 10% in foreign
exchange [5]. It has already become popular in Europe and
is also manifesting itself in some emerging markets, like
Latin America and Brazil [5]. It is estimated that about
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30% of Japanese equity trading is high-frequency [5]. This
compares with up to 10% in all of Asia, up to 10% in
Brazil, about 20% in Canada, and up to 40% in Europe [5].

Hong Kong Stock Exchanges is building a data centre
where traders can place their computers next to Hong
Kong Exchanges’ own systems [3]. The National Stock
Exchange of India has rented out racks of computer space
for traders, and the Australian Securities Exchange plans a
centre offering co-location by August 2011 [3]. The speed
with which, exchanges are building such facilities is a sign
of the global spread of the High-Frequency Trading
phenomenon [3].

High-frequency trading platforms incorporate trading,
data collection, analytics, and run-time risk management
modules to create systems which, search for signals in
markets, such as price changes and movements in rates.
This helps to spot trends before other investors can blink.
Then finally orders and strategies are executed or changed
within milliseconds on the exchanges. The trading module
hosts trading algorithms built on top of the statistical
models, and executes orders on electronic execution
platforms like exchanges. The data collection module
collects tick-by-tick data from data providers and feeds
trading and analytics modules. This data can also be
exported to external data analysis tools. The analytics
module is used to analyze historical financial data, to
generate automated reports and to help creating new
trading algorithms.

Rapid emergence
High- frequency trading

US (% of turnover by volume) Europe (% of turnover by value)

5
200506 07 08 09 10*

* Estimate

2005 06 07 08 09 10*

Source: Tabb Group

Figure 1. High-frequency trading in the United States and Europe [3].
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Finally, the run-time risk management module is
responsible for maintaining the whole system within pre-
specified behavioral and profit and loss boundaries. These
modules can be accessed via web and rich mobile
applications which, enhance management capabilities and
increase the speed of user interactivity and control.

High-frequency trading systems imply speed, as high-
frequency trades are done in milliseconds, and also require
high availability and readiness to trade at anytime. The
speed of execution is secured by powerful hardware and
co-location of the systems with the electronic execution
platforms to minimize the network latency [2][6]. High
availability is achieved by adding more resources to the
system and by clustering the datacenters. All of these
necessitate high cost investments.

Cloud computing refers to both the applications
delivered as services with Software as a Service (SaaS)
model over the Internet, and the hardware and systems
software in the datacenters that provide those services [7].
A cloud is the ensemble of applications delivered as
services and datacenter hardware, software and
networking.

From the cloud user and consumer perspective, in the
cloud, computing resources are available on demand from
anywhere via the Internet and are capable of scaling up or
down with near instant availability. This eliminates the
need for forward planning forecasts for new resources [8].
Users can pay for use of computing resources as needed
(e.g., processors by the hour and storage by the day) and
release them as needed, thereby rewarding conservation by
letting machines and storage go when they are no longer
useful [7]. The cost impact of over-provisioning and
under-provisioning is eliminated [8] and consumers no
longer need to invest heavily or encounter difficulties in
building and maintaining complex IT infrastructures [9].
Cost elements like power, cooling, and datacenter
hardware and software are eliminated, as well as labor and
operations costs associated with these. Using computing as
a utility [8] with infinite and near instant availability and
low entry costs gives enterprises the opportunity to
concentrate on business rather than IT in order to enter and
exploit new markets. There is also no cost for
unexpectedly scaling down (disposing of temporarily
underutilized equipment), for example due to a business
slowdown [7]. In our world, where estimates of server
utilization in datacenters range from 5% to 20% [7], elastic
provisioning to scale up and down to actual demand
creates a new way for enterprises to scale their IT to
enable business to expand [8].

In cloud computing, business process as a service is a
new model for sharing best practices and business
processes among cloud clients and partners in the value
chain [10]. A business cloud covers all scenarios of
business process as a service in the cloud computing
environment [10].

This paper presents a financial business cloud model
for high-frequency trading to create an efficient trading
platform and IT infrastructure using cloud computing
architecture for financial institutions. In this model,
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trading, data collection, analytics, and run-time risk
management modules are deployed to the cloud. An
Enterprise Service Bus, a standard-based integration
platform [11], integrates these modules and handles
routing, data transformations, mediations and messaging
between them. Cloud Manager is responsible for essential
tasks like policy management, account management,
authorization & access, security, application management,
scheduling, routing, monitoring, auditing, billing and
metering [10]. It exposes modules as high availability
financial cloud services accessible from anywhere in the
world via the Internet. The whole cloud is co-located in
datacenters close to the electronic execution platforms to
avoid data movement costs and network latency, and to
assure the speed of execution [6][7].

Cloud computing is a unique opportunity for batch-
processing and analytics jobs which, analyze terabytes of
data and take hours to finish, as well as automated tasks
responsible for responding as quickly as possible to real-
time information [7]. As these are essential jobs in high-
frequency trading operations, and require high computing
power, high-frequency trading platforms are ideal
candidates for cloud computing.

Total cost of ownership can be reduced by using high-
frequency trading platforms as financial business clouds
instead of deploying capital intensive on-premise
infrastructure. Adopting this model reduces the IT
dependence of high-frequency trading while increasing
profitability. Existing systems can be designed to exist in a
cloud, as portability can be achieved while moving to
cloud environments [12].

Cloud computing gives financial institutions the
opportunity to outsource their IT infrastructure and
operations, and to concentrate on business rather than IT.
It also helps to reduce their operational risk and risk
management costs because, availability and service
delivery are assured by cloud providers via Service Level
Agreements (SLAs) [9]. Cloud computing has a big future
for high-frequency trading clients, and can be used
increasingly to allow firms to implement strategies that
previously might have been considered too short-term to
justify implementation [13].

Section 2 of this paper, presents work related to this
subject. Section 3 discusses why high-frequency trading
requires the adoption of cloud computing as Information
Technology (IT) infrastructure. This section also includes
the reference component architecture of a contemporary
on-premise high-frequency trading platform. Section 4
reveals the proposed model with a research which, helped
to determine the requirements of the model and also its
feasibility and portability. Section 5 presents the
conclusion and future work.

II.  RELATED WORK

There are many published studies to assist in
understanding  high-frequency trading and cloud
computing individually. Irene Aldridge published a book
exploring various aspects of high-frequency trading [2],
and references [7] [8] [9] [10] are valuable studies on
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cloud computing. Regarding financial cloud applications,
V. Chang, G. Wills and D. De Roure proposed the
Financial Cloud Framework [12]. This study demonstrates
how portability, speed, accuracy and reliability can be
achieved while moving financial modeling from desktop to
cloud environments.

This study proposes a financial business cloud model
and addresses high-frequency trading. It proposes cloud
reference architecture for efficient high-frequency
operations.

III. HIGH-FREQUENCY TRADING AND CLOUD
COMPUTING

This section examines why high-frequency trading
requires the adoption of cloud computing as IT
infrastructure. The reference component architecture of a
contemporary on-premise high-frequency trading platform
is also presented.

A. High-Frequency Trading

In time, masters of physics and statistics, quants, gave
birth to quantitative trading. This is a new trading style
using innovative and advanced mathematical trading
models which, make portfolio allocation decisions based
on scientific principles. The objective of high-frequency
trading is to run the quant model (the model developed
after quantitative analysis) faster, and to capture the gain
from the market, as high-frequency generation of orders
leaves very little time for traders to make subjective non-
quantitative decisions and input them into the system.
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Figure 2. Reference component architecture of a contemporary on-
premise high-frequency trading platform [1].
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Many high-frequency traders collect tiny gains, often
measured in pennies, on short-term market gyrations [14].
They look for temporary "inefficiencies" in the market and
trade in ways that can make them money before the brief
distortions go away [14].

The need for speed, to make and execute trading
decisions and strategies, requires investment in fast
computers. These strategies are established by designing
algorithms including generation of high-frequency trading
signals and optimization of trading execution decisions.
The need to be ready to trade at anytime requires high
availability of the trading and execution systems. This high
availability is assured by adding more resources to the
system and by clustering the datacenters. With all of these
aspects, high-frequency trading operations are IT
dependent.

This IT dependence of high-frequency
generates two drawbacks from a cost perspective:

* Profitability: Trading itself already entails a
transaction cost, and high-frequency trading
generates a large number of transactions, leading
to exorbitant trading costs. As high-frequency
traders look for tiny gains, the combination of
trading and IT infrastructure costs reduces
profitability.

e Lead time to deploy trading algorithms and
strategies: Implementing high-frequency trading
platforms to deploy algorithms and strategies
created by quants and traders requires experienced
IT labor and this adds another layer to the
operation, costing time and money.

trading

B.  Contemporary High-Frequency Trading Platforms

Contemporary  high-frequency trading platforms
incorporate trading, data collection, analytics, and run-time
risk management modules. They may also be accessed via
web and rich mobile applications to provide user control
and enhanced management capabilities.

Figure 2 shows the reference component architecture
of a contemporary on-premise high-frequency trading
platform [1]. In this architecture:

e The trading module incorporates optimal
execution algorithms to achieve the best execution
within a given time interval, and the sizing of
orders into optimal lots while scanning multiple
public and private marketplaces simultaneously.
These algorithms are generally academic
researches and proprietary extensions which, are
coded and embedded into the software. This
module accepts and processes data from data
providers via the data collection module and real-
time data coming from exchanges. It generates
portfolio allocation and trade signals, and records
profit and loss while automating trading
operations.

* The data collection module is responsible for
collecting real-time and historical financial data
coming from data providers. High-frequency
financial data are observations on financial
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variables taken daily, or on a finer time scale, and
this time stamped transaction-by-transaction data
is called tick-by-tick data [13]. Data providers (or
aggregators) are companies who generally provide
24-hour financial news and information including
this high-frequency real-time and historical price
data, financial data, trading news and analyst
coverage, as well as general news. Collected tick-
by-tick data and financial news in machine
readable format are distributed to trading and
analytics modules to feed trading algorithms, to
support decision making processes, and to
generate reports. This data can be exported to
external data analysis software to be used in
algorithmic research.

* The analytics module is responsible for automated
report generation from historical financial data as
well as providing multi-dimensional analytics.

* The run-time risk management module ensures
that the system stays within pre-specified
behavioral and profit and loss bounds using pre-
defined metrics. Such applications may also be
known as system-monitoring and fault-tolerance
software [2].

*  The electronic execution platform is the exchange
or market facilitating electronic trading (preferably
in high-speed and low-latency) which, is a must
for high-frequency trading operations. Platform
independent high-frequency systems can connect
to multiple electronic execution platforms.
Intermediary languages like Financial Information
eXchange (FIX), a special sequence of codes
optimized for the exchange of financial trading
data, helps organizations to change the trading
routing from one executing platform to another, or
to several platforms simultaneously [15].

* Web and rich mobile applications are channels
developed to enhance management capabilities,
and increase the speed of user interactivity and
control. They may also incorporate modules under
the same interface to create a single point of
control.

Modules can be developed in-house, or alternatively
proprietary software sold by major software vendors can
be used. Modules are deployed on-premise following high
investments in expensive datacenters including hardware,
software and network connectivity [7]. Generally, each
module is deployed on-premise to separate hardware with
very low or no virtualization. They interact with each other
independently with different communication protocols and
data types. Development, deployment, operation and
maintenance of these systems require experienced IT labor
which, is expensive and drives costs upwards.

C. Cloud Computing as Infrastructure for High-
Frequency Trading
The adoption of cloud computing as infrastructure for

high-frequency trading addresses the IT dependency of
high-frequency trading platforms as follows:
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* Investing in building and maintaining complex IT
infrastructure is no longer necessary. Computing
resources are billed on a usage basis.

* Computing resources are infinitely available on
demand from anywhere via the Internet.

*  The cloud provider is responsible for maintaining
and operating the IT infrastructure.

Most of the tasks in high-frequency trading operations
are automated based on algorithms. The whole system is
responsible for responding as quickly as possible to real-
time information coming from markets. Cloud computing
provides the availability, speed and computing power
required for these automated operations.

High-frequency trading operations include batch-
processing and analytics jobs requiring high computing
power. Cloud computing provides a unique opportunity in
this regard [7].

Total cost of ownership can be reduced by adopting
cloud computing as a high-frequency trading infrastructure
instead of deploying capital-intensive on-premise
infrastructures. Buyers can move from a capital
expenditure (CAPEX) model to an operational expenditure
(OPEX) one by purchasing the use of the service, rather
than having to own and manage the assets of that service
[6]. Adopting this model reduces the IT dependency of
high-frequency trading while increasing profitability.

Nowadays, trading firms and hedge funds are already
outsourcing their accounting and back-office operations.
Cloud computing gives financial institutions the
opportunity to outsource their IT infrastructure and
operations, and concentrate on business rather than IT. It
also helps to reduce their operational risk and risk
management costs because availability and service
delivery are assured by cloud providers via SLAs [9]. As
high-frequency trading operations are already running in
many countries, this model will facilitate the entry of other
participants to the market at a low entry cost. Cloud
computing has a big future for high-frequency trading
clients and can be used increasingly to allow firms to
implement strategies that previously might have been
considered too short-term to justify implementation [13].

IV. FINANCIAL BUSINESS CLOUD FOR HIGH-
FREQUENCY TRADING (FBC-HFT)

This section presents the Financial Business Cloud for
High-Frequency Trading (FBC-HFT) to create an efficient
trading platform and IT infrastructure for financial
institutions using cloud computing architecture. A research
which, helped to determine the requirements of FBC-HFT
and to validate its feasibility is also exposed in this section.

A. A Research to Determine Requirements and to
Validate the Feasibility of FBC-HFT

Implementation of a high-frequency trading platform
consists of many components such as identified statistical
models, coded algorithms using these models to analyze
and clean the tick data, installations of hardware and
software, and connections with exchanges and data
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providers as well as whole risk management structure of
the platform. The objective of this research is to analyze
historical high-frequency data using statistical models and
algorithms to determine the main requirements of FBC-
HFT for the data analysis phase, the most critical part of
the operation affecting the autonomous decision making
process. Our aim is also to execute these operations in a
cloud environment as well as in on-premise hardware to
confirm the feasibility of the model while simulating the
autonomous decision making process. Implementation of
other components required to build a complete high-
frequency trading platform is subject to future work.
1) Data

High-frequency tick data is different from low-
frequency data with its own properties. Utilization of tick
data creates opportunities which, are not available at lower
frequencies.

High-frequency Istanbul Stock Exchange 30 Index
(XU030) tick data for 10-minute intervals between April
1st 2007 and June 30th 2010 are used for this application.

The Istanbul Stock Exchange (ISE) was established for
the purpose of ensuring that securities are traded in a
secure and stable environment, and commenced operating
in January 1986 [16]. The ISE has contributed greatly to
the development of Turkish capital markets and the
Turkish economy since the date of its establishment [16].
The ISE 30 Index consists of 30 stocks which, are selected
among the stocks of companies listed on the National
Market, and the stocks of real estate investment trusts and
venture capital investment trusts listed on the Corporate
Products Market [16].

Data was obtained directly from the Turkish
Derivatives Exchange (TURKDEX) as part of an exclusive
research agreement between TURKDEX and Ozyegin
University — Center for Computational Finance (CCF).
TURKDEX, the first private exchange in Turkey, designs
and develops markets where derivative contracts of assets,
liabilities and indicators are traded in a competitive and
secure environment [17].

High-frequency data may contain erroneous
observations, data gaps and even disordered sequences
[18]. These may result from human input errors, such as
typing errors leading to data outliers; computer system
errors, such as transmission failures leading to data gaps,
and database bugs leading to mis-ordered time series
observations [18]. Data problems may bring about
misleading results from the analysis. To obtain a clean data
set, we identified and discarded the records which, are not
of interest using available information. The raw data is re-
ordered, filtered and cleaned for mis-ordered ticks,
repeated ticks and erroneous test ticks using Microsoft
Excel functions. Business week and exchange operating
hour restrictions are also applied to the data as the analysis
is region specific.

The time series created from these data sets have
following fields:

* A timestamp (ex: 01.04.2007 09:00:09)

¢ Last index value (ex: 48546.63)
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* A financial identification code (ex: XU030)
2) Statistical Models and Analytical Methods
Experiments include the following analyses and
calculations for ten-minute tick data:
a) Basic descriptive statistics:

*  Mean: The weighted average of all possible values
that a random variable can take on, or simply the
expected value (E(x)). The larger the sample
size, the more reliable is the mean [19]. For a data
set, the mean (x) is the sum of the values divided
by the number of values:

Yo htntnt..tx, (1)
n

* Variance: A measure of how far numbers of a set
are spread out from each other. It also describes
how far the numbers lie from the mean (expected
value). The variance is the expected value of the
squared difference between the variable's value
and the variable's mean:

Var(X) = E|(X - X)] 2

¢ Standard deviation: Shows how much variation
there is from the mean. A low standard deviation
indicates that the data points tend to be very close
to the mean. A high standard deviation indicates
that the data are spread out over a large range of
values. Standard deviation is the square-root of the

variance:
a=1/E|(X—X’)2| ©)

*  Skewness and kurtosis: Practitioners use skewness
and kurtosis of returns when describing the shape
of the distributions. Skewness measures the
deviation of the distribution from symmetry. If the
skewness is clearly different from 0, then that
distribution is asymmetrical, while normal
distributions are perfectly symmetrical [19].
Skewness illustrates the position of the distribution
relative to the return average; positive skewness
indicates prevalence of positive returns, while
negative skewness indicates that a large proportion
of returns are negative [2]. Skewness is calculated
as follows [20]:

E(X -X)’
Skew= EX ZX)° )
(o
Kurtosis measures the "peakedness" of a

distribution [18]. Distributions with values of less
than 3 are called platykurtic, and those with values
greater than 3 are called leptokurtic [20]. A
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distribution with a kurtosis value of 3 is known as
mesokurtic, of which, the normal distribution is
the prime example [20]. Kurtosis indicates
whether the tails of the distribution are normal,
high kurtosis signifies “fat tails,” a higher than
normal probability of extreme positive or negative
events [2]. Kurtosis is calculated as follows [20]:

E(X -X)*

(5)
|E(X—)_()2 F 5

Kurt=

Extreme negative returns can be particularly
damaging to a trading strategy, potentially wiping
out all previous profits and even equity capital

(2].

b) Technical analysis:

Z-Score: A statistical measure that quantifies the
distance a data point is from the mean of a data
set. This distance is measured in standard
deviations. Z-Score is also called z-value, normal
score, standard score and standardized variable. Z-
Score is calculated as follows:

=X—X (6)
o

z

Moving Average Convergence/Divergence
(MACD): MACD is a technical momentum
indicator that belongs to a family of indicators
called oscillators. An oscillator gets its name from
the fact that it moves or oscillates between two
fixed values based on the price movement of a
security or index. Here, taking the difference
between two exponential moving averages
(EMAs) with different periods, MACD produces
an oscillator because the resulting curve swings
back and forth across a zero line [21]. The MACD
is calculated by subtracting the 26-day EMA from
the 12-day EMA. A 9-day EMA of the MACD,
called the "signal line" or “trigger line”, is then
plotted on top of the MACD, functioning as a
trigger for buy and sell signals [22].

The MACD Indicator mathematical formulae are
as follows [22]:

MACD[O] = (C[O]'%MACD)

@)
+ (MACDM-(I =% 4cp))

2
% —(—= 8
oMACD (Interval + 1) ®

where:
C[o]: Closing price of the most recent period.

V) — .
004D Percentage used to determine the

exponential moving average length.
MACDy,= The MACD value from one period

previous.
Interval = Exponential moving average length in
periods.

There are three popular ways to interpret the
MACD indicator:

o Crossovers: The basic trading rule is to
sell when the indicator falls below the
trigger line [22]. Similarly, a buy signal
occurs when it rises above the trigger
line [22].

o Overbought / Oversold: When the
shorter moving average pulls away
dramatically from the longer moving
average (i.e., it rises), it is likely that the
price is overextending and will soon
return to more realistic levels [22].

o Divergence: A Dbearish divergence
occurs when it is making new lows
while prices fail to reach new lows [22].
A bullish divergence occurs when it is
making new highs while prices fail to
reach new highs [22].

Relative Strength Index (RSI): Another technical
momentum indicator that belongs to the
oscillators’ family. An RSI ranges between 0 and
100 and compares the magnitude of recent gains to
recent losses in an attempt to determine
overbought and oversold conditions of an asset
[23]. RSI is calculated using the following
formula:

100
1+ RS

RSI =100- ©)

where:
RS = Average of days'up closes (10)

- Average of days'down closes

When the RSI turns up, developing a trough below
30, it suggests the price is oversold and likely to
rally [23]. Conversely, when the RSI turns down,
reaching a peak above 70, it suggests that the price
is overbought and likely to drop [23].

3) Development and Execution Environments

Comparative analysis methodologies are used for this
research. Basic descriptive statistics and technical analysis
methods are developed as executable algorithms. These
algorithms are deployed and executed on an on-premise
hardware system and on a cloud system to determine the
feasibility and effectiveness of cloud versus on-premise
deployments.

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

208



a) Development:

Basic descriptive statistics and technical analysis
methods are developed as executable algorithms in The R
Project for Statistical Computing. R is a language and
environment for statistical computing and graphics [24].
Similar to the S language and environment which, was
developed at Bell Laboratories (formerly AT&T, now
Lucent Technologies) by John Chambers and colleagues,
R provides a wide variety of statistical (linear and
nonlinear modeling, classical statistical tests, time-series
analysis, classification, clustering etc.) and graphical
techniques, and is highly extensible [24]. R is an integrated
suite of software facilities for data manipulation,
calculation and graphical display, available as Free
Software under the terms of the Free Software
Foundation's GNU General Public License in source code
form [24]. It includes:

*  An effective data handling and storage facility.

* A suite of operators for calculations on arrays, in

particular matrices.

e A large, coherent, integrated collection of

intermediate tools for data analysis.

e Graphical facilities for data analysis and display,

either on-screen or on hardcopy.

* A well-developed, simple and effective
programming  language  which, includes
conditional, loops, user-defined recursive

functions and input and output facilities.

In order to implement the desired high frequency
trading algorithms, the Trade Analytics project under the
R-Forge and Moments package is leveraged.

The Trade Analytics project is a transaction-oriented
infrastructure for defining instruments, transactions,
portfolios and accounts for trading systems and simulation.
It intends to provide portfolio support for multi-asset class
and multi-currency portfolios [25]. The Trade Analytics
project consists of four contributory packages [26]:

* Bilotter: Tools for transaction-oriented trading

systems development.

* Financial Instrument: Infrastructure for defining

instruments’ meta-data and relationships.

* Quantstrat: Specifies build, and back-test
quantitative financial trading and portfolio
strategies.

* RTAQ: Contains a collection of R functions to
carefully clean and match the trades and quotes
data, calculate ex post liquidity and volatility
measures and detect price jumps in the data.

Last index values are not meaningful in isolation while
calculating the Basic Descriptive Statistics, so calculation
of delta (A) value change series from the data sets is
required. Changes are expressed as percentages and are
calculated using the following formula:

A:ln(i) an

t-1
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Tables 3, 4, 5 and 6 show R execution codes for Basic
Descriptive ~ Statistics, Z-Score, MACD and RSI
respectively. Figures 4 and 5 show MACD and RSI graphs
of XU030 for two months period respectively.

b) Execution Environments

Developed algorithms are deployed on an on-premise
hardware system and on a cloud system.

The on-premise hardware is provided by IBM Istanbul
Innovation Center (IIC). IBM IIC offers ISVs, business
partners and customers, trainings on cloud technologies,
expertise of local subject matter experts, and leverages IIC
capabilities for local business [27]. IBM IIC aims to help
IBM customers & partners provision their VMs in a cloud
environment or port their applications (SaaS) and
databases as a service (DBaaS) in a cloud environment
[27].

Amazon Elastic Compute Cloud (EC2) and Biocep-R
Project are used as the cloud system. Amazon EC2 is a
web service that provides resizable computing capacity in
the cloud [28]. Amazon EC2 presents a true virtual
computing environment, allowing you to use web service
interfaces to launch instances with a variety of operating
systems, load them with your custom application
environment, manage your network’s access permissions,
and run your image using as many or as few systems as
you desire [28]. In Amazon EC2, customers pay only for
the resources that they actually consume, like instance-
hours or data transfer. Biocep, a universal open-source
computing platform that enhances the accessibility of
mathematical and statistical computing, creates an open
environment for the production, sharing and reuse of all
the artifacts of computing [29]. With Biocep, R/Scilab
computational engines are abstracted with URLs and can
run at any location [29]. They can be interactively
controlled from the user's laptop either programmatically,
or via an extensible, highly productive data analysis
workbench, or from highly programmable spreadsheets
[29]. The Biocep-R software platform makes it possible to
use mainstream statistical/scientific computing
environments such as R, Scilab, SciPy, Sage and Root as a
service in the cloud [29]. The full capabilities of the
environments are exposed to the end user from within a
simple browser. Users can issue commands, install and use
new packages, generate and interact with graphics, upload
and process files, download results, etc. using high-
capacity virtual machines that can be started and stopped
on-demand. The computational engines can be used as
clusters on Grids and Clouds to solve computationally
intensive problems, to build scalable analytical web
applications, or to expose functions as web services or
nodes for workflow workbenches [29]. Biocep-R virtual
machine is available as Amazon Machine Image (AMI).
An AMI is a special type of pre-configured operating
system and virtual application software which, is used to
create a virtual machine within the Amazon Elastic
Compute Cloud (EC2) [30]. It serves as the basic unit of
deployment for services delivered using EC2 [30]. Biocep-
R AMI can be controlled via Elasticfox, Mozilla Firefox
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TABLE L. TEST ENVIRONMENTS AND CONFIGURATIONS
IBM IIC [31] Amazon EC2 [28]
Type On-premise Virtual / Cloud
Model IBM BladeCenter Standard Instances —
LS21 Large
Memory 7.5 GB 7.5 GB
Computing Units AMD Opteron 2.6 | 4 EC2 Compute Units
GHz - 2 cores (2 virtual cores- 2 EC2
Compute Units each)
Architecture 64-bit 64-bit
Operating System | Ubuntu Linux — Server | Ubuntu Linux — Server

TABLE II. COST ANALYSIS
IBM 1IC Amazon EC2
Initial Price $11400° $0
Hourly Operating Cost Unestimated $0.34
Execution Time (hours) 2400 2400
Total Cost of Ownership (TCO) > $12400 $816

a. Price quoted by IBM Turkey.
b. 2 years equal 2400 execution hours based on exchange operating hours.

TABLE III. EXECUTION RESULTS
IBM 1IC Amazon EC2
Execution Time (s) Execution Time (s)

Basic Descriptive 1.351 1.267
Statistics

Z-Score 0.040 0.036
MACD 7.323 6.953

RSI 837.365 807.678

extension for interacting with Amazon EC2. [29] Figure 6
shows the technology environment of Biocep-R.
Near-identical computer configurations are used for
tests. Used IBM IIC hardware and Amazon EC2 virtual
environment configurations are shown in Table 1.

1) Cost Analysis

Table 2 shows the Total Cost of Ownership (TCO) of
on-premise and cloud systems for 2 years.

Considering the execution hours based on exchange
operating hours, and leveraging cloud’s pay-as-you-go
model, we concluded that cloud usage reduces the Total
Cost of Ownership (TCO) compared to the usage of on-
premise hardware systems, while not sacrificing execution
time and performance.

2) Execution Results
Table 3 shows the execution times of the algorithms.

This research presents an essential part of high-
frequency trading operations which, includes:

*  Cleansing of the data coming from data providers.

* Conversion and manipulation of the data for
different analysis software and tools.

*  Routing the data to the tools.

* Analyzing the data for
characteristics

*  Execution of financial algorithms and calculations.

*  Decision-making based on the analysis.

high-frequency
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Regarding this research, the following outputs are
observed:

* Portability can be achieved while moving financial
calculation environments from on-premise to
cloud environments.

* Development of data conversions and
transformations is time consuming and hampers
the implementation.

* There is a need for integration between different
tools and systems.

* Analyzing high-frequency data
power intensive.

* Usage of cloud systems reduces the TCO.

These outputs show that the adoption of cloud
computing can address the computing power need. An
Enterprise Service Bus (ESB), a standards-based
integration platform combining messaging, web services,
data transformation and intelligent routing in a highly
distributed, event driven Service Oriented Architecture
[11] can facilitate the development of data transformation
and the integration of different systems.

B. The Model

The proposed reference model in this research
incorporates high-frequency trading modules in short
running; routing, data and protocol conversion based
processes and reveals them as a business cloud.

Figure 3 shows the reference component architecture
of the proposed Financial Business Cloud for High-
Frequency Trading [1].

In this architecture, trading, data collection, analytics,
and run-time risk management modules are deployed to
the cloud. Existing systems can be designed to exist in a
cloud as portability can be secured while moving to cloud
environments [12]. Their functionalities and roles in the
operation are the same as in contemporary high-frequency
trading platforms. However, the integration of these
modules, routing and data, and protocol conversions
between them, are now handled with an ESB. Modules
provide standardized interfaces to be accessed and
managed in the cloud.

Cloud Manager (CM) is the common management
system which, also manages request and response flows in
the cloud. CM is directly connected to electronic execution
platforms and data providers. Modules which, need
interaction with electronic execution platforms and data
providers use CM to access outside the cloud. All routing,
data and protocol transformations, mediations and
messaging between modules and CM are done via ESB.
This provides flexibility and standardized integration of
the system components.

CM provides web and rich mobile application channels
as single points of control for the cloud, boosting the speed
of user interactivity and control. Data for external data
analysis software can be exported via Cloud Manager.

CM is also responsible for cloud specific management
tasks:

¢ Account management for

consumers.

is computing

cloud wusers and
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*  Authorization and access control of users for
modules and resources.

* Scheduling of jobs and tasks as well as selecting
and provisioning suitable resources in the cloud.

* Routing of incoming requests from outside the
cloud to the ESB to run associated processes, and

vice versa.
*  Application management for deployed
applications (modules) including application

specific configurations.

* Policy management for cloud resources and
configuration of SLAs guaranteeing service
availability and delivery.

*  Monitoring of the entire cloud including users,
tasks, processes, modules and resources.

*  Security of the cloud.

*  Providing audit records of the cloud.

*  Metering, usage-based billing
management.

The whole cloud is co-located in datacenters close to

the electronic execution platforms to avoid data movement
costs and network latency, and to assure speed of
execution [4][6][7].
The Financial Business Cloud for High-Frequency
Trading is a model to adopt cloud computing as an IT for
infrastructure financial institutions running high-frequency
operations. It brings the benefits of cloud computing to
high-frequency trading and addresses business specific
issues explained in the previous sections.

and billing

L CONCLUSION AND FUTURE WORK

This research presents a new business cloud model to
create an efficient high-frequency trading platform.
Portability can be achieved while moving financial
calculation environments from on-premise to cloud
environments. The adoption of cloud computing can
address the computing power need while reducing the
TCO.

These outputs show that current drawbacks and needs
of high-frequency trading are addressed by the proposed
reference model.

High-frequency trading has had three key effects on
markets. First, it has meant ever-larger volumes of trading
have been compressed into ever-smaller chunks of time.
Second, it has meant strategic behavior among traders is
occurring at ever-higher frequencies. Third, it is not just
that the speed of strategic interaction has changed but also
its nature. Yesterday, interaction was human-to-human.
Today, it is machine-to-machine, algorithm-to-algorithm.
For algorithms with the lifespan of a ladybird, this makes
for rapid evolutionary adaptation.

Bid-ask spreads have fallen by an order of magnitude
since 2004, from around 0.023 to 0.002 percentage points.
On this metric, market liquidity and efficiency appear to
have improved. High-frequency trading has greased the
wheels of modern finance [32].
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As it continues increasing importance of high-
frequency in financial markets, it is obvious that cloud
based models would be evolving accordingly.

Future research and work on this study will implement
a complete real life prototype of this reference model to
test performance benefits and the efficiency of the system,
from Dboth cloud consumer and cloud provider
perspectives. The implementation and development of
each component of the proposed model, and the
development of security and management approaches are
also subject to future work.
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TABLE IV. R EXECUTION CODE FOR BAS1C DESCRIPT1IVE STATISTICS

## HFTBasicStatistics calculates the mean, median, variance, standart deviation, kurtosis and skewness of the xu30 high-frequency
## data.
HFTBasicStatistics <- function() {
x = data.matrix(data.frame((my.csv.data)))
for (i in 1:length(x)){
if (i>1){
a[i-1] = x[i]/x[i-1]
a[i-1]= log(a[i-1])
}
}
print(mean(a))
print(median(a))
print(var(a))
print(sd(a))
print(kurtosis(a))
print(skewness(a))

## "System.time" provides execution time of HFTBasicStatistics function.
system.time(HF TBasicStatistics())

TABLE V. R EXECUTI1ON CODE FOR Z-SCORE

## CalcZscore function calculates zscore of new fictional record by using real XU30 data in the recordset.
CalcZscore <- function() {

x = data.matrix(data.frame((my.csv.data)))

m <- mean(x)

print(m)

s <- sd(x,na.rm=TRUE)

z = (72000-m)/s

print(z)
¥

## "System.time" provides execution time of CalcZscore function.
system.time(CalcZscore())
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TABLE VI R EXECUT1ON CODE FOR MACD

## XU30macd function provides to implement Exit, Entry and Risk strategy based on Moving Average Convergence-Divergence
##(MACD) of XU30 high frequency data. It also draws final MACD graphic.

XU30macd = function(){

stock.str="XU30_matrix'
data(XU30_matrix)
XU30_matrix<-as.xts(XU30_matrix)

initDate='2007-04-01"
initEq=60000
portfolio.st="macd'
account.st="macd'

initPortf(portfolio.st,symbols=stock.str, initDate=initDate)
initAcct(account.st,portfolios=portfolio.st, initDate=initDate)
initOrders(portfolio=portfolio.st,initDate=initDate)

maType="EMA"
signalMA =9
fastMA = 12
slowMA =26

currency('TL")
stock(stock.str,currency="TL',multiplier=1)

stratMACD <- strategy(portfolio.st)
stratMACD <- add.indicator(strategy = stratMACD, name = "MACD", arguments = list(x=quote(Cl(XU30_matrix))) )

## Enter to market strategy
stratMACD <- add.rule(strategy = stratMACD,name="ruleSignal', arguments = list(sigcol="signal.gt.zero",sigval=TRUE, orderqty=70,
ordertype='market', orderside="long', threshold=NULL),type='enter")

## Stop to buy strategy
stratMACD <- add.rule(strategy = stratMACD,name="ruleSignal', arguments = list(sigcol="signal.gt.zero",sigval=TRUE, orderqty=-70,
ordertype="stoplimit', orderside="long', threshold=.60,tmult=TRUE),type="risk')

## Exit strategy
stratMACD <- add.rule(strategy = stratMACD,name="ruleSignal', arguments = list(sigcol="signal.lt.zero",sigval=TRUE, orderqty="all',
ordertype="market’, orderside="long', threshold=NULL),type="exit')

stratMACD <- add.signal(strategy = stratMACD,name="sigThreshold",arguments =
list(column="signal",relationship="gt", threshold=0,cross=TRUE),label="signal.gt.zero")
stratMACD <- add.signal(strategy = stratMACD,name="sigThreshold",arguments =
list(column="signal" relationship="1t" threshold=0,cross=TRUE),label="signal.lt.zero")

getSymbols(stock.str,from=initDate)

start_t<-Sys.time()

out<-try(applyStrategy(strategy=stratMACD , portfolios=portfolio.st,parameters=list(nFast=fastMA, nSlow=slowMA,
nSig=signalMA,maType=maType)))

end_t<-Sys.time()

print(end_t-start t)

start_t<-Sys.time()
updatePortf(Portfolio=portfolio.st,Dates=paste("::',as.Date(Sys.time()),sep="))
end_t<-Sys.time()

print(end_t-start t)

chart.Posn(Portfolio=portfolio.st,Symbol=stock.str)
plot(add_MACD(fast=fastMA, slow=slowMA, signal=signalMA,maType="EMA"))
}

## "System.time" provides execution time of XU30macd function.
system.time(XU30macd())
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TABLE VIIL. R EXECUT1ON CODE FOR RSI

## XU30rsi provides to implement Relative Strength Index (RSI) based entry / exit trading strategy.
##1It uses xu30 high frequency data. It also helps to add thresholds, rules and signals.

XU30rsi = function() {

# Strategy object
stratRSI <- strategy("RSI")

# Indicator
stratRSI <- add.indicator(strategy = stratRSI, name = "RSI", arguments = list(price = quote(getPrice(XU30_matrix))), label="RSI")

# RSI is greater than 70
stratRSI  <- add.signal(strategy = stratRSI, name="sigThreshold",arguments = list(threshold=70, column="RSI" relationship="gt",
cross=TRUE),label="RSI.gt.70")

# RSl is less than 30
stratRSI <- add.signal(strategy = stratRSI, name="sigThreshold",arguments = list(threshold=30,
column="RSI" relationship="1t",cross=TRUE),label="RSI.1t.30")

# Buy when the RSI crosses below the threshold 30

stratRSI <- add.rule(strategy = stratRSI, name='ruleSignal', arguments = list(sigcol="RSLIt.30", sigval=TRUE, orderqty= 500,
ordertype='market', orderside="long',

pricemethod="market', replace=FALSE), type='enter', path.dep=TRUE)

stratRSI  <- add.rule(strategy = stratRSI, name='"ruleSignal', arguments = list(sigcol="RSLgt.70", sigval=TRUE, orderqty="all',
ordertype="market’, orderside="long', pricemethod='market', replace=FALSE), type="exit', path.dep=TRUE)

# Sell when the RSI crosses above the threshold 70
stratRSI  <- add.rule(strategy = stratRSI, name='ruleSignal', arguments = list(sigcol="RSLgt.70", sigval=TRUE, orderqty=-500,
ordertype="market’, orderside='short', pricemethod="market', replace=FALSE), type='enter', path.dep=TRUE)

stratRSI  <- add.rule(strategy = stratRSI, name='ruleSignal', arguments = list(sigcol="RSL1t.30", sigval=TRUE, orderqty="all',
ordertype="market', orderside='short', pricemethod="market', replace=F ALSE), type='exit', path.dep=TRUE)

currency("TL")

symbols = c("XU30")
for(symbol in symbols){
stock(symbol, currency="TL",multiplier=1)
getSymbols(symbol)
¥

applySignals(strategy=stratRSI, xu30_matrix=applyIndicators(strategy=stratRSI, xu30_matrix=symbols[1]))

initEq=60000
port.st<-'RSI'
initDate='2007-04-01'

initOrders(portfolio=port.st, initDate=initDate)
initAcct(port.st, portfolios=port.st, initDate=initDate)
initPortf(port.st, symbols=symbols, initDate=initDate)

start_t<-Sys.time()
out<-try(applyStrategy(strategy=stratRSI , portfolios=port.st, parameters=list(n=2) ) )
end_t<-Sys.time()

start_t<-Sys.time()
updatePortf(Portfolio=port.st,Dates=paste('::',as.Date(Sys.time()),sep="))
end_t<-Sys.time()

## "System.time" provides execution time of XU30rsi function.
system.time(xu30rsi())
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Figure 4. MACD graph for 2 months data.
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Abstract—Recognition of human activities and situation
awareness is a premise for advanced safe human-robot-
cooperation. In this paper, a recognition module and its
advancements based on previous work is presented and
discussed. The usage of Description Logics allows for
knowledge based representation of activities and situations.
Furthermore, reasoning about context dependent actions
enables conclusions about expectations for robot behavior.
This work is extensively tested and benchmarked. The
presented approach represents a significant step towards a
full-fledged cognitive industrial robotic framework.

Keywords — cognitive robotics, Description Logics, situation
and action recognition, evaluation, human-robot cooperation.

l. INTRODUCTION

Industrial robotics is a challenging domain for cognitive
systems, especially, when human intelligence meets solid
machinery with certain degrees of freedom like most of
today’s industrial robots.

Hence, guaranteeing safety for human workers, safety
fences are installed to separate humans and robots. As
consequence no time and space sharing interaction or
cooperation can be found in industrial robotics.

Some progress has gained in the past so that some
modern working cells are equipped with laser scanners
performing foreground detection. But with these systems one
is not able to know what is going on in the scene and,
therefore, could not contribute something meaningful for
challenging tasks like safe human-robot cooperation.

We are conducting research on recognition of and
reasoning about actions and situations in a human centered
production environment, in order to enable interactive and
cooperative scenarios.

In [1], we presented a first approach for using
Description Logics (DLs) [9] as means for representation of
knowledge and as reasoning facilities for inference about
activities and situations. Furthermore, conclusions about user
expectations about robotic behavior can be drawn. This
paper focuses on presenting applied techniques and the
advancements on previous work [1]. Also, there are further
investigations taking into account effectiveness and runtime
behavior of the presented recognition module.

In Section I, selected research work on reasoning about
scenes and situations will be presented. In Section IlI, a
framework is introduced, which enables the sensor data
processing and subsequent knowledge based reasoning. In

Section 1V, DLs are briefly introduced and the module
realizing the communication with a Description Logics
reasoner, knowledge base management and reasoner result
management is presented in detail. Also the modeled
situations and activities are explained. Section V discusses
experimental results which have been carried out for both,
predetermined test cases and under real-life conditions. In
Section VI, a summary is given. Finally, some hints for
future work are mentioned.

Il.  RELATED WORKS

There are a lot of approaches for action recognition
systems based on probabilistic methods, e.g., hidden Markov
Models (HMMs) [17, 18, 19], as their theoretic foundation is
well understood and applications in speech recognition and
other domains have shown their capabilities.

Based on arguments, that HMMs are not suitable for
recognition of parallel activities, propagation networks [20]
have been introduced. The propagation network approach
associates each node of the network with an action primitive,
which incorporates a probabilistic duration model. Also
conditional joint probabilities are used to enforce temporal
and logical constraints. In analogy to HMMs, many
propagation networks are evaluated, in order to approximate
the observation probability.

In [21], Minnen et al. put forward arguments that
recognition of prolonged activities is not feasible based on
purely probabilistic methods. Thus, an approach is presented
which uses parameterized stochastic grammars.

The application of knowledge based methods for action
recognition tasks is scarce, but work on scene interpretation
using DLs has been conducted.

In [10], Hummel et al. use DLs for reasoning about
traffic situations and understanding of intersections.
Deductive inference services are used to reduce the
intersection hypotheses space and to retrieve useful
information for the driver.

In [24], Tenorth and Beetz present a system, which uses
Prolog in order to process knowledge in the context of
robotic control. It is especially designed for use with
personal robots. Knowledge representation is based on DLs
and processed via a Web Ontology Language (OWL) Prolog
plug-in. In contrast to our approach, the Prolog based
reasoning system is not used to recognize activities or reason
about situations. Instead, it is used to query on its
environmental model. Actions and events are observed by
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the processing framework and used as knowledge facts. The
knowledge base can be extended by using embedded
classifiers in order to search for groups of instances that have
common properties.

In [11], Neumann and Mobller establish scene
interpretation using DLs. Table cover scenes are analyzed
and interpreted based on temporal and spatial relations of
visually aggregated concepts. The interpretation uses visual
evidence and contextual information in order to guide the
stepwise process. Additionally probabilistic information is
integrated within the knowledge based framework in order to
generate preferred interpretations. This work is widened to
cope with general multimedia data in [12], in which a
general interpretation framework based on DLs is presented.

In [13], Springer et al. introduce a comprehensive
approach for situation-awareness, which incorporates context
capturing, context abstraction and decision making into a
generic framework. This framework manages sensing
devices and reasoning components which allows for using
different reasoning facilities. Thus, DLs can be used for high
level decision making.

These last examples and our previous work show that the
usage of DLs bears great potential. Hence its adoption in the
situation and action recognition task incorporated into the
human robot cooperation (MAROCO) framework.

To the best of our knowledge, this is the only work to
incorporate description logics and recognition of situations
and human activities in the domain of cognitive robotics. For
reasons of this, it was not possible to directly compare the
runtime analysis results to concurrent research groups.

There are investigations concerning runtime analysis of
descriptions logic reasoners (see e.g., [22, 23]) but they are
not directly related to the robotics community. Still, they
show that the FaCT++ system, which was used in this
publication, is one of the best with respect to the given
constraints of the software architecture MAROCO.

The main motivation writing this paper is introducing the
description logics approach to recognition of situations and
activities into the domain of cognitive robotics. There are
just a few other research groups which are dealing with
description logics in a similar research domain and the most
related ones were referenced in this paper. Most attention
was spent on extending the cognitive robotic system
MAROCO with description logics and building a knowledge
base for action and gesture recognition.

The markerless tracking of a human body in real time is
not at the core of this paper. But this paper brings together
markerless real time tracking of a human body, a safe robot
path-planning module and the advanced description logic
approach based on [1]. Thus, this paper intends to present
novel results that are gathered from experimental
investigations using description logics.

I11l. THE MAROCO FRAMEWORK

The MAROCO (human robot cooperation) framework
[3, 4] is an implemented architecture that enables human
centered computing realizing a safe human-robot interaction
and cooperation due to advanced sensor technologies and
fancy algorithms [7, 8].
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Figure 1. (Top) Reconstructed human model from depth images. (Bottom)
Environmental scene model consisting of several kinematical chains. Three
different industrial robots and a human model. All agents and robots have
been reconstructed by MAROCO and are integrated into the virtual model
in real-time including safety features extraction, risk estimation and path
planning.

Every system implementing machine intelligence has to
apply a sensor framework. The MAROCO system analyzes
image sequences that are gathered from a 3D vision system
[2] based on time-of-flight principle which is mounted to the
top of the ceiling of the working cell (see Fig. 1). Modules
dedicated to image sequence analysis make it possible to
estimate more than a dozen of kinematical parameters, e.g.,
head orientation, upper body orientation, arm configuration,
etc., of a human model without using any markers (Figure 1).
The technical details of the methods realizing the real-time
reconstruction of the kinematical model are not in the focus
of this paper. Details can be found in [4, 7, 8].

As safety is one of the most demanding features when
industrial robots get in contact with human workers,
MAROCO is focused on estimating the risk for the human
worker depending on the scene configuration. A variety of
methods are integrated into the framework like pure
functional evaluation, machine learning tools, e.g., support
vector machines, and a two-threaded adaptive fuzzy logic
approach, which at the moment makes the race [8].

Having estimated the risk, one is interested in finding a
procedure minimizing the risk for both, the worker and
machinery. Re-planning is an efficient tool minimizing the
risk. A method for re-planning the path of the robot with
respect to safety and real-time capability is presented in [5].

All these modules enable safe human-robot interaction
and cooperation. Safety, in this context, is understood in
general terms and from a scientific point of view.
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The kinematical model also allows for recognition of
human activities and situations inside the robot working area.
Using DL reasoning facilities, conclusions about occurring
situations, actions, their temporal relations and expectations
about robot behavior can be drawn. This is presented in the
following sections.

IV. THE RECOGNITION MODULE

This section is dedicated to discuss the recognition
module including its components and modeled knowledge
base after a very brief introduction to DLs.

A. Description Logics

In this paper, DLs [9] are used to formalize knowledge
about situations, actions and expectations. DL is a 2-variable
fragment of First Order Logic and most DLs are decidable.
Thus, sound, complete and terminating reasoning algorithms
exist. Due to this reason, different efficient algorithms have
been engineered and implemented into diverse reasoning
systems.

A DL knowledge base is divided distinctly into general
knowledge and knowledge about individuals in a domain.
The former defines the terminology of the domain and its
axioms are declared in the terminology box, hence TBox.
The latter defines assertions about individuals and, therefore,
is declared in the assertion box, hence ABox. This allows for
modular and reusable knowledge bases and thus for more
efficient coding of knowledge [10].

Due to DL’s open world assumption, it can deal naturally
with incomplete information, which is essential in reasoning
taking sensor data into account.

B. Reasoner Systems and Interfaces

By progress in the development of the semantic web,
many reasoning systems were engineered in order to
implement efficient algorithms, e.g., RacerPro [14], FaCT++
[15] or Pellet [16]. These systems can be interfaced by
different means. In [1], we used the Pellet system and the
DIG-interface. Pellet allows for efficient reasoning [22, 23].
The DIG-interface, on one side, has the advantage of its
separation of application and reasoner by the means of
programming language and execution place, because it
implements communication via TCP and XML messages.
On the other side, this interface is superseded by more recent
developments which incorporate more features of recent web
ontology languages, e.g., OWL APl [25]. These new
interfaces are based on Java implementations.

Because the MAROCO framework is implemented in
C++, a Java based implementation of an interface was not
feasible. The FaCT++ reasoning system, though, is written in
C++. Furthermore, as shown in [15, 22, 23], FaCT++ uses
very efficient algorithms. Thus, it is used as reasoning
facility for the recognition module.

FaCT++ uses a tableaux decision procedure which
includes optimization techniques that exploits structural
features of typical ontologies [15]. Due to its architecture, it
allows for a wide range of heuristic optimizations.
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In this work, version 1.5.1 of FaCT++ was used. Besides
the introduction of a new volatile axiom type, described in
Section IV C, there are no further optimizations implemented
into the reasoner system. Furthermore, FaCT++ does not
allow for incremental reasoning after assertions have been
retracted, added, or changed.

C. The Module Design

The recognition module needs to fulfill at least the tasks of
instantiating a Description Logics reasoner, managing the
knowledge base and managing the reasoner results.

The recognition module is embedded in the MAROCO
Framework and is executed in parallel to the sensor data
analysis module. This allows for fast computations for the
safety relevant robot control and, with less priority,
computations for higher cognitive processes, e.g., situation
and activity recognition.

The recognition module
subcomponents (see Figure 2).

consists of different

MAROCO Framework
Recognition Module

Knowledge Base
Management

Feature
Extraction

Human

Result
Management

Figure 2. Components of the recognition module.

The knowledge base management follows a functional
approach called Tell&Ask [9]. After defining a knowledge
base — the tell operation — reasoner results and information
can be retrieved — the ask operation. The modification of an
existing knowledge base after using an ask operation can be
achieved by using the retract-functionality of FaCT++. It
allows single axioms to be marked as unused and flags the
knowledge base as changed. In a subsequent processing
cycle new axioms can be added. The retraction of axioms in
FaCT++ does not actually delete these axioms due to its
inner data management. Thus, by repeated retraction and
addition of axioms, memory requirements increase.

In the realm of sensor data processing, it is advisable
having an update functionality rather than retraction and
addition. Thus, we augmented the FaCT++ reasoning system
with a new volatile axiom. This allows updating the DL
knowledge base without increasing its memory usage (see
Figure 3).

As a consequence the recognition module needs to
manage an up-to-date model of the knowledge base, which
consists of domain specific knowledge and assertions
dependent on the current kinematical human model and
robot specific parameters. This distinction corresponds in
Description Logics with TBoxes and ABoxes. The domain
specific knowledge is modeled a priori; the assertional
knowledge is updated in each runtime cycle. The modeled
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knowledge base will be explained in more detail in Section
IV D.

| Recognition ‘

Module FaCT++

Tell TBox N

Tell ABox 3

< Ask

Update ABox 5
¢ Ask

Update ABox 3
¢ Ask

Figure 3. Interaction between recognition module and FaCT++.

As the assertional knowledge depends on kinematical
parameters a feature extraction component is applied in order
to fill the attribute values of the assertions. The following
features are important w.r.t. the component Human:

e Angles of both elbows,
e  Angles of both shoulder joints,
e Angle difference between head orientation and

robot,
e  Walking velocity, and
° Used tool.

The feature used tool is not supported by existing sensors
at the moment and is therefore simulated. It can have one of
the following values: none, measurement tool or working
tool. The simulation of this parameter can be influenced
directly by user input using standard human machine
interfaces. As a result, complex working scenarios can be
modeled and analyzed.

The component Robot provides the parameters for:
gripper status, which can be empty or full, and movement
status, which can be one of

e Stopped,
e Following predefined path, or
e Follow user given task.

During feature vector creation, extracted values are
mapped onto sharp sets. The knowledge base is then
populated with corresponding set strings which can be used
for comparative operations during reasoning.

One major aspect of understanding human activity is
modeling temporal relations between different actions. In
this work, these relations are introduced by defining an after-
role. Hence a certain action can only be recognized if certain
other actions occurred prior. This after-role can be regarded
as defining preconditions onto actions. Previously
recognized actions need to be included in the knowledge
base in order to allow for correct recognition of current
actions. All recognized actions are stored by the reasoner
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result management component and are retrieved during
updating of the knowledge base. Each occurred action is
included in the DL knowledge base as an ABox instance.

The after-role is defined as a transitive role. Thus, in
order to relate a new action instance to all past ones, only the
relation to the previous action needs to be defined in the
ABox update step.

D. The Knowledge Base

In Figure 4, the ontology about situations which is
modeled by the knowledge base is presented. The concept
Situation has the attribute Number Humans to distinguish
between the concepts Robot alone and Human present.

In addition to the described situation ontology in [1], a
new sub-concept Partially Attentive is introduced. It allows
for a more detailed differentiation if observed actions and
instructions need to be complied by the robot.

I Robot Alone I

I Distraction I-——i Walking By I

| Partially Attentive I— —‘ Communication I

| Monitoring '——' Cooperation |

I Human Present I

Figure 4. ER model of the situation ontology.

Depending on the Activity, which is done by the Human,
different sub-concepts can be distinguished. In order to relate
the concepts Situation, Activity and Human, the roles done by
and takes place are defined.

In Figure 5, the concept Activity with its sub-concepts is
depicted. In the line of the extension of the situation
ontology, the concept Paying Partially Attention is
introduced to the activity ontology. The concept Human, its
properties and the defined roles are not shown for clarity
reasons.

IWaIking|

| Standing|

Monitor Ignore
| |

Move Arms

Paying Partial
Attention

Figure 5. ER model of the activity ontology.

In Figure 6, the ontology concerning Actions and
complex Actions is shown. As pointed out above, actions can
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have a temporal relation expressed as after-role. The action
Put Tool Away can only happen after occurrence of the
action Take Tool. This role is also exploited in complex
actions, e.g., Continue Robot Motion can only be signaled
after Stop Robot was recognized.

I Complex Action

I Arm Down '—

Arm Stretched Up

I Arm Up, Elbow bent '—

Take Tool
Put Tool Away

Figure 6. ER model of the action ontology.

Stop Robot

Turn Robot
Left / Right

Continue Robot
Motion

Actions can be regarded as atomic concepts, whereas
complex actions consist of other actions, regardless of
atomicity. The concepts Take Tool and Put Tool Away are
considered atomic, because they are defined by and based on
a single attribute Used Tool. This attribute is directly altered
by user input, therefore, does not result from sensor data
analysis. The role doneBy which is defined for activities is
also modeled for actions. For reasons of readability this
relation is not depicted.

toComplyBy triggeredBy

Expectation

| Position TCP |——| Follow Path Planning I

I Get Work Piece I——-| Follow Instructions I

Figure 7. ER model of the expectation ontology.

The occurrence of the situation Cooperation implies that
there are expectations towards the robot behavior. Moreover,
an expectation can be triggered by an action (see Figure 7).
This allows for reasoning about expectations without
necessarily recognizing a triggering action. This implicit
relation is also exploited between the activities Monitor,
Hold Tool and Actions.

The resulting expectations can be used as input to a task
planning module. The scope of each possible expectation is
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variable. Position TCP and Get Work Piece are concrete
commands. Complying Follow Instructions, on the other
side, needs also the information about recognized actions.

V. EXPERIMENTAL RESULTS

For reasons of experimental analysis of the implemented
activity and situation recognition different courses of action
were executed and the recognition results were recorded.

In order to analyze different scenarios efficiently, means
of automated feature value presetting have been
implemented. The overall analysis is based on these presets
and on actual sensor data processing. Hence natural
movements and
transitions between actions can be tested and special use
cases can be investigated.

In this section, recorded recognition results will be
illustrated and discussed. Due to the advancements and
changes to the recognition system compared to the presented
work in [1], all experimental investigations were repeated
and have to stand up to comparison. During result analysis
special emphasis was put on efficiency and elapsed
processing time.

A. Exemplary Result Records

The recorded experimental results contain a timestamp
which indicates the starting time of the recognition cycle in
milliseconds since program start. This timestamp is then
followed by the extracted feature values if there is a human
worker in the supervised area. The components of the feature
vector are listed in following order: Angle arm left, angle
arm right, angle elbow left, angle elbow right, walking
velocity, angle difference between head orientation and
robot, holding tool, gripper status and robot movement
status.

The next number is the timestamp of the final result
message from the DL reasoner (see Table I). Results will be
recorded whenever there are new insights. Thus, the last two
lines of Table | have no special entries past the last return
timestamp.

TABLE I. EXAMPLE RECORD BASED ON SENSOR DATA
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34942 34980 RobotAlone FollowPathPlanning

34980 0 0 0 0 3 105 0 0 O 35082 Distraction Ignore
35082 0 0 0 0 1 125 0 0 0 35240

35240 0 7 0 9 2 117 0 0 0 35408

Table 1l demonstrates the recognition of different
situations and activities. Furthermore, an additional action
and expectation are reasoned and recognized.

TABLE II. EXAMPLE RECORD BASED ON PRESETS

75041 90 0 0 0 20 0 0 O 1 75141 WalkingBy Walking

79949 9

000020000 1 80109
80109 0 000 00101 80164 Cooperation
HoldTool TakeTool getWorkPiece

During a recognition cycle all recognized concepts are
returned from the DL reasoner in a single flush, therefore,
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the number of lines in the records represents the number of
returned responses.

Table | and Il also depict the different feature values
achieved by either using processed sensor data — Table | —or
presets — Table Il respectively. Assuming the recognition is
fast enough, natural movement and action transitions can be
observed. In the next section, this will be investigated.

B. Results

Tables | and Il already indicate that the processing time
of a recognition cycle varies between 100 ms and 200 ms.
By analysis of a large amount of processing cycles, this
indication needs to be corrected only slightly upwards.

TABLE III. RESULTS FROM EVALUATION (PRESETS)

" 441
# Recognition cycles 2830 #>500 ms (15.58%)
@ Response time [ms] 263.19 #> 1000 ms @3 53%%
Min [ms] 54 #>1200 ms @3 53%%
Max [ms] 1221 #>1220 ms 1 (0.03%)
Standard Deviation [ms] | 284.17

In Table Il the results of 2830 recognition cycles are
summarized. Feature value presets were used and it shows
that the average processing time is approximately 263 ms.
The lower bound is 54 ms. The casual outliers take up to 1.2
seconds in worst case scenarios. The number of cycles taking
more than 1 second reaches 3.53% of all cycles. Almost all
of these outliers are situated between 1.2 and 1.22 seconds.

In Table IV, corresponding results are shown using actual
processed sensor data during recognition. Recorded were
2680 cycles with an average processing time of
approximately 237 ms. This seems faster than using value
presets. Interestingly, the maximal outliers and the standard
deviation are worse.

TABLE IV. RESULTS FROM EVALUATION (SENSOR DATA)
# Recognition cycles 2680 #>500 ms (3. 42(%
@ Response time [ms] 236.68 #> 1000 ms (3.961015
Min [ms] 37 #>1200 ms 79 (2.79%)
Max [ms] 1543 #> 1500 ms 41 (1.45%)
Standard Deviation [ms] | 320.24

In Figure 8, the processing time of some cycles using
presets are shown. The reoccurring nature of the feature
value presets can clearly be recognized. It can also be seen,
that the outliers are systematic and presumably dependent on
feature values.

In Figure 9, the cycle processing time and the
corresponding returned number of recognized concepts are
depicted. It can be seen, that the number of resulting
concepts is not directly related to the cycle time.

In order to investigate the difference in runtime behavior
further, the evident change in cycle times, marked by a red
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rectangle in Figure 9, is examined in Table V. The first
number in each row marks the cycle index. The first two
rows enumerate the used feature values during those cycles.
The bottom rows present the recognized concepts. The only
difference is the occurrence of the concepts Monitor
(Monitoring) and Ignore (Distraction) respectively. This
change is triggered solely by the change of the angle
difference between viewing angle and robot, namely
changing from 0 to 60.

1000

Time [ms]
|

# of Cycles

Figure 8. Runtime analysis with reoccurring feature value presets.

In the knowledge base the definition of these concepts
only differs in the evaluation of this angle difference. Thus,
the change in runtime duration cannot be directly related to
the character of declaration of these concepts.

# Resulting Consepts (green), Cycle Time [ms] (blue)

’_I_'

0 500 1000 500 2000

# of Cvcles

Figure 9. The bottom line (green) shows the number of returned concepts.
The upper line (blue) shows the corresponding cycle processing time. For
recognition, feature value presets were used. The red rectangle highlights the
examined feature value change.

It is noticeable, that the increase in cycle times occurs
with the recognition of a Distraction. This is
counterintuitive, as the possibilities of interaction decrease
with distraction and increase with an attentive human
worker.

2011, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

223



The repeatable and counterintuitive observation will need
further investigation in order to optimize the DL knowledge
base and achieve better performance.

TABLE V. EXAMINATION OF FEATURE VALUE CHANGE AND CYCLE
TIME

30300000 0O0O01 used feature

304 0000060000 values

303 TOP HumanPresent Monitoring TOP Standing
Monitor ArmsDown FollowPathPlanning

304 TOP HumanPresent Distraction TOP Standing
Ignore ArmsDown FollowPathPlanning

In Figure 10, the cycle processing time is shown, when
using processed sensor data. As expected, the repeatability of
the preset feature values cannot be achieved. Peaks of more
than 1000 ms are not a rare coincidence. Thus, further
investigations about runtime durations are necessary.
Nevertheless, most processing cycles have shorter durations
than 800 ms, and as Table IV shows, the average processing
time is below 237 ms. This allows for recognition frame
rates of about 4.2 Hz on average.

1600

1000

Time [ms]

# of Cvcles

Figure 10. Runtime analysis with processed sensor data.

In Figure 11, the frame rates of the MAROCO
framework are shown. In each frame sensor data is
processed, risk is evaluated and the robot motion and path
planning are adapted accordingly. The frame rates reach
occasional lows with 15.9 Hz and average out around 33.8
Hz. Recorded sensor streams were used for playback during
these tests in order to be independent on a possible
bottleneck due to sensor restrictions. The repeating sensor
input can clearly be recognized in Figure 11.

The peaks in performance are reached when there is no
human worker in the supervised working area of the robot.
These peaks reach up to 126 Hz. When the human reenters
this area, the data shows noticeable performance decrease.
The circles in Figure 11 mark obvious examples. In these
cases, the performance drops to a low and recovers
afterwards to converge with the average frame rate. This
indicates the adaption of the path planning [5] to the human
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presents. Though, this data is not sufficient to allow
profound analysis. Thus, the recognition module might cause
these performance decreases.

By using the kinematical human model, recognition of
gestures and human motion can be analyzed. In Figure 12,
different examples of recognized situations and actions are
depicted. The topmost picture shows a human watching the
robot. The icons to the right symbolize the recognition
results. Thus, the identified situation is Monitoring. No
specified action is recognized. The robot is expected to carry
on with its task of following its preplanned path.

FPS [1/ms]

a0 -
o b a

0 2000 ap00 6000 8000 10000

# of Cycles

Figure 11. Frame rates of the MAROCO sensor data processing and robot
control cycle running in parallel to the recognition module. The circles mark
the reentrance of the human into the work area of the robot with noticeable
decrease of performance.

In the second image of Figure 12, a human is
communicating with the robot. The complex action to signal
a stop of robot movement is recognized. Thus, the resulting
situation is identified as Communication. The robot is
expected to comply with the users instructions.

The bottommost picture also shows a human
communicating. The complex action to signal a right turning
movement is recognized. The robot is expected to comply
accordingly.
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TABLE VI. EXAMPLE RECORD FOR NATURAL MOVEMENT
342000 0 01 0 7 4 0 1 1 342111 Monitoring Monitor
followPathPlanning
342779 0 01 0 7 3 0 1 1 342890
342890 14 13 10 11 3 4 0 1 1 342952
342952 20 26 13 16 3 4 0 1 1 343012
343012 35 39 16 22 4 4 0 1 1 343073
343073 47 46 19 28 0 5 0 1 1 343134
343134 47 46 19 28 05 0 1 1 343195
343195 54 51 21 31 0 5 0 1 1 343428 Comm. MoveArms
StopRobot followInstructions

Table VI shows an example in which a human first
watches the robot. This concludes the expectation, that the
robot shell follow a planned path. After some time the
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Figure 12. Different examples of recognized situations and actions. The
icons on the right in each image symbolize the recognition results.

human moves his arms which results in a communicative
situation. The reasoning results in the expectation that the
robot shell comply with the instructions. It can be seen, that
both arms are moved upwards at the same time. The value
changes are observable over some cycles.

Consequently natural movements and actions can be
recognized despite the average cycle processing time of
approx. 250 ms.

Tables Il and VI demonstrate that depending on situation
and actions expectations are generated. The generation of
expectation is also dependent on the robot movement status.
Table VII shows that at first a cooperative situation is
recognized and a generated expectation get Work Piece. At
this moment the robot was following a planned path, which
is signaled as 1 in the feature vector. In the simulation
incorporated in MAROCO, this generated expectation leads
to a change of the robot movement status which sets the
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corresponding feature value to 2, meaning the robot is
obeying instructions. This change allows the reasoning to
conclude the new expectation to position the robot’s tool
center point in order to ease the work that the user is about to
do with the work piece.

TABLE VII. EXAMPLE FOR DYNAMIC EXPECTATION REASONING

225

96795 75 0 21 0 0 3 1 0 1 97287 Coop. HoldTool
TakeTool getWorkPiece
97289 75 0 22 0 0 0 1 1 2 97799 positionTCP

This process of interaction between reasoner results and
robotic behavior demonstrates the dynamic abilities of the
presented approach to recognize and understand situations
and actions.

C. Evaluation of Results

The results demonstrate that the capabilities of the
presented approach reach beyond sole activity and situation
recognition. By generating expectations towards robot
behavior, an understanding of the situation can be achieved.
This induction of relations between concepts can hardly be
realized by purely probabilistic methods.

The achieved processing cycle time of approx. 250 ms
does not allow for safe cooperation based only on the
recognition module. Thus, the MAROCO framework uses its
implemented techniques and algorithms to enforce safety and
real-time capabilities during robot motion. Nevertheless, the
measured results will be used to quantify improvements of
later developments.

In comparison with presented results in [1], an increase
of performance was achieved. The recognition module
executes its processing cycle more than two times faster on
average. Due to the incorporation of the DLs reasoning
system into the MAROCO framework, these speedups are
gained. It avoids the overhead of the DIG-interface and
allows for a more thorough investigation concerning runtime
and cycle duration.

Having a closer look at the results, there are still outliers
that take more than a second. All cycle times were faster than
5 seconds, which was observed in [1]. Investigation in
concept dependent runtime is needed in order to optimize the
dependencies between concepts and the overall recognition
performance.

In Table VI, it is demonstrated, that the rates of changes
of actions can be captured. Still, to the best of our
knowledge, there are no investigations concerning the rate of
change of human actions in human-robot cooperative
scenarios. During the experiments conducted for this
publication, the subjective impression of the MAROCO
system was responsive and accurate. Nevertheless, it can be
assumed that repetitive work can be carried out faster by an
experienced human worker than the current module is
capable of recognizing. More effort has to be spent to be able
to evaluate the real-time capabilities of the recognition
module accurately.

To the best of our knowledge, there are no other such
time related results made available in the field of industrial
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human-robot cooperation or another related field close to it
so far.

VI.  SUMMARY AND FUTURE WORK

In this paper, a situation and action recognition module
was presented, which is capable of generating expectations
towards robotic behavior.

A knowledge base containing domain and assertional
knowledge is modeled. It defines concepts about situations,
activities, actions and expectations. These concepts are
linked and related by role definitions. Temporal associations
of actions are modeled by an after-role, which allows
preconditioning the recognition of certain actions.

Description Logics are used to define the knowledge
base. The Description Logics reasoner FaCT++ was
incorporated into the MAROCO framework. A volatile
axiom definition was introduced to the reasoner to avoid
increasing memory requirements due to repeated updates to
the assertional knowledge.

In order to express value constraints on concept
attributes, the feature extraction process maps feature values
onto sets, which can be represented as strings in the
knowledge base. This allows additionally for support of
future development in regards to symbol based classifiers.
This might ease the load on DL reasoning and achieve
further increase of performance.

During evaluation the effectiveness was shown.
Situations, activities and naturally conducted actions are
recognized. Expectations are generated and can influence
dynamically subsequent processing cycles.

Compared to previous work, an increase of recognition
performance was achieved. The recognition cycle requires
less than half the processing time on average. Extreme
outliers of over 1.5 seconds duration do not occur.

The here presented experimental results are promising for
further research in the field of cognitive industrial robotics.

The next steps will be modeling a broader knowledge
base in order to incorporate multi-robot setups and more
complex cooperation scenarios. Also, the implementation of
action plan recognition will deepen the understanding of
situations and enable the analysis of complex cooperation
scenarios.

Optimizations to the reasoning system FaCT++ matched
to the structure of the implemented ontology might increase
recognition performance. Thus, further investigation of
concept dependent cycle time durations is needed. Also,
implementation of incremental reasoning can avoid
processing of unchanged knowledge.

Moreover, investigations concerning rate of changes of
human actions will allow better evaluation of real-time
constraints and capabilities of the recognition module.

Using generated expectations towards robotic behavior as
input for subsequent task planning will augment the
cooperative experience and will allow research on system
responsiveness and accuracy. It will also enable
investigations concerning interaction of reasoner results and
robotic behavior.

It was taken a stand against the probabilistic way of
estimating actions from image sequences in the beginning of
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the related work section. But it is suggested to evaluate
different approaches in the near future which also take
probabilistic methods into account or maybe apply different
methods in a boosting like manner bringing together the best
of both worlds.
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L INTRODUCTION

As systems become programmable at lower layers of
the OSI model, the interfaces in such systems can become
more versatile. Prior to programmable systems, interfaces
were known to be fixed or at most modifiable using an
external adaptor. Programmable systems change this inter-
face paradigm. This paper defines the four ways interfaces
can change and develops the concept of adaptability using
communications theory. Adaptability is a complex proc-
ess, which requires a number of supporting processes. To-
gether these process automatically negotiate possible ca-
pabilities across an interface. Adaptability requires com-
munications across an interface between at least two enti-
ties. First the structure of a communications system is de-
veloped. From this structure all the processes supporting
adaptability are derived. With a more complete under-
standing of these processes, a more rigorous understanding
of adaptability, and the advantages of adaptable interfaces,
emerges.

II. A COMMUNICATIONS STRUCTURE

Fig. 1 models communications for the purpose of un-
derstanding its structure rather than its performance. Fig. 1
is similar to the Shannon model of a communications sys-
tem [2] except that the communications channel is re-
placed by an interface and the probability of the output
message being the same as the input message is fixed to
one. The transmitter (T) and receiver (R) are independent
communicating entities connected via an interface. The
purpose of this model is to analyze the structure of the
relationship between T and R.

From communications theory, T and R support all the
state-pairs t; - r;, where i represents the set of all t or r
states 1 to n in Fig. 1. A state-pair includes a specific input
part (ty) associated with T, which is related to the output
part (ry) associated with R. An interface describes the one-

one relationships between the related parts of two or more
state-pairs. "A relation is said to be one-one when, if t has
the relation in question to r, no other term t' has the same
relation to r, and t does not have the same relation to any
other term r' other than r" [3]. All the state-pairs associated
with T and R form the interface between T and R. A single
set of t; or r; states is usually considered a specific parame-
ter (e.g., data rate) of the transmitter or receiver. Commu-
nications (information transfer) is possible only when mul-
tiple state-pairs form an interface between independent
entities. An interface does not exist independently, it is
formed by the common parameters of the communicating
entities. Most interfaces include multiple parameters.

A one-one relation is in some way a relationship be-
tween equal elements. As example in Fig. 1, state t, may
be seen as the equal of state r,. However, it is not possible
to define such equality without specifying other sets of
state-pairs. For state t; to be equal to ry for example, the
boundary conditions, tolerances, and measurement appara-
tus all must be equal. Such equality is possible in theory
but difficult in practice. In practice, the relationship be-
tween each state t; and ry is more easily described as one-
one.

The concept of state-pairs may be applied to any inter-
face, even a physical interface. Examine a perfectly com-
patible (zero tolerance) physical plug and socket. The out-
side diameter of the plug and the inside diameter of the
socket are the same. The length of the plug and the socket
are the same. The physical interface between the plug and
socket consists of all the common pairs of points on the
plug and socket. These common points are the state-pairs,
which form a physically compatible interface. Even in this
simple physical interface, multiple layers of sets of state-
pairs are needed to completely define the interface. Other
parameters that need to be defined include: the physical
dimension system used, the tolerances applied, even con-
cepts such as diameter and length have to be "agreed" at
each communicating entity.

1. COMMUNICATIONS PROCESS

The ability to pass information across state-pairs re-
quires two comparisons. Each comparison is associated
with a part of a state-pair. The fundamental nature of these
comparisons is suggested by I. Kant who states that a
comparison is necessary for understanding [4].
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Figure 1. Communications structure.

The simplest communications process may be six op-
erations, three in the transmitter and three in the receiver
(Table 1). Operations 2 and 5 in Table 1 demonstrate how
a state-pair relates to the communications process. The
number of operations is not critical to this analysis. What
is critical is that the communications process consists of
symmetric transmit and receive processes, each of which
includes a comparison. This symmetry of a communica-
tions process also appears in the Venn diagram in Fig. 3,
below.

Consider a binary amplitude-modulated communica-
tions system with two state-pairs (t; - r; and t; - r;) and
without time domain or tolerance effects. The input mes-
sage to T is compared with the decision boundary between
t; and t, determining which state causes a T signal output.
T encodes +V signals for t; and -V signals for t, which are
received as signals in R. The received signal is compared
with the decision boundary between r; and r, determining
which state causes a R output message. The decision
boundaries, both threshold and maximum, are lower level
parameters (formed by other parameters created in the
implementation of T and R). These boundaries implement
the relationship between each part of the t; - ry and t, - 1,
state-pairs and determine the operational characteristics of
the signal path. A more complex communications system
has more sets of transmitter and receiver state-pairs (pa-
rameters) and more complex boundaries.

Example: In the course of reading, a word appears of
unknown meaning. The reader refers to a dictionary. A
dictionary relates words (states) to their meanings (mes-
sage). The author and reader select words from similar
dictionaries (first and second comparisons). The author's
and reader's dictionaries together are the state-pairs of
equal words with a common meaning in each dictionary.

TABLE L. COMMUNICATIONS PROCESS
For the transmitter (T):
1 Select an input message
Compare this input and determine state (t;)
3 Output a signal
For the receiver (R):
4 Select the signal received
5 Compare this signal and determine related state (r;)
6 Output message

The state-pairs in a communications system may be
created by chemical bonds (A-C, G-T in DNA), pre-exist-
ing written or spoken alphabets, pre-existing dictionaries
or syntax, the specifications or standards defining a trans-
mitter, receiver or protocol (electronic communications) or
a physical implementation of a transmitter, transmission
link, or receiver. Different forms of state-pairs are divided
into layers in the Open System Interconnect model (OSI)
where each reference layer provides the interface(s) used
by the next layer. Layer one includes physical aspects of
the interface and higher layers include successively more
abstract functionality. All the state-pairs used for a specific
functional relationship between two or more entities create
an interface.

A. Interfaces

There are four broad catagories that describe how the
state-pairs that define an interface may change - fixed
(state-pairs are unchangeable), flexible (state-pairs
changed by external action), adaptable (state-pairs are se-
lected by negotiation across the interface) and evolutionary
(state-pairs change by internal action). These four interface
variations are not mutually exclusive and may exist in dif-
ferent combinations at different layers of the OSI model. A
mechanical plug and socket is an example of a fixed inter-
face. Using adapters to convert AC power connectors to
different countries' power outlets is an example of a way to
implement flexibility. Adaptable interfaces are necessary
for true peer-to-peer operation. An Internet Engineering
Task Force (IETF) protocol Session Initiation Protocol
(SIP) used to negotiate capabilities between two commu-
nicating ends is an example of an adaptable protocol. An
example of an evolutionary interface would be a system
that autonomously accesses independent web sites to ac-
quire additional interface capabilities. Enabling automatic
upgrades of personal computer software is an example of
evolutionary software. An evolutionary interface is yet
more complex, as the independent software defining each
side of the interface must be upgraded.

Other examples of flexible interfaces include: an Edi-
son light bulb socket that supports many different types of
lamps. While the mechanical aspects of the light bulb and
socket are fixed, the load can be changed. A human user
manually identifies and selects the specific lamp and the
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Edison light bulb plug/socket (the physical interface)
makes this flexibility possible. A protocol example of a
fixed interface that supports flexibility is the use of the
Internet protocols TCP/IP as the interface with which each
lower physical network or higher layer protocol is de-
signed to interoperate. XML (eXtensible Markup Lan-
guage) is an example of an interface protocol that supports
flexibility and can reduce fixed state-pairs.

IV. MEASUREMENT PROCESS

After defining communications and interfaces, next an
understanding of the measurement process is required to
understand adaptability. A measurement is a quantified
selection of an observable. The process of making a quan-
tified selection is similar to the transmitter or receiver
process shown in Table 1 (select signal, compare signal
and determine state, output signal). In a measurement
process there is a measurement apparatus that compares an
observable with a predefined set of states. The states of the
measurement apparatus must be related to the observable
for a measurement to be practical. A measurement and a
communications transmitter or receiver, as described
above, are quite similar. This similarity supports the use of
communication theory to analyze the measurement proc-
ess. With a measurement process understood, communi-
cating entities may be defined. Then adaptability can be
defined for communicating entities.

N. Campbell defines a measurement (the concept) as
"the assignment of numerals to represent properties" [5]. A
measurement process assigns the numerals by utilizing one
or more comparisons with states of the measurement appa-
ratus. Each of these states of the measurement apparatus,
and its associated boundary conditions, acts to quantify the
measurement. Any observable that may be quantized, e.g.,
weight, length, color, hardness, texture, transfer rate, ca-
pacity, spin, etc., may be measured. The observable de-
fines the property to be measured and the range of states of
the property in the receiver quantifies the measured pa-
rameter.

The choice of the receiver states and boundary condi-
tions actually selects the parameter and quantification of
the entity to be measured. That is, if a length scale is used,
distance is measured; if a weight scale is used, weight is
measured; if a voltmeter is used, voltage is measured, etc.
A measurement is not absolute; it is always relative to the
parameter measured by the receiver, the states of that pa-
rameter in the receiver and the boundary conditions be-
tween states. A measurement requires that the states of the
receiver be represented in a definition of measured infor-
mation.

Equation (1) is Shannon's equation for entropy [2, page
50]. D (2) is defined in T. Cover and J. Thomas as the en-
tropy relative to log n [6, page 27]. This section of the pa-
per develops the theory that D represents the information
contained in the measurement of a parameter (T) of an
entity A receiver (for t;) with n discrete states is applied
(represented by the first term [log n] in (2)). The entropy
distribution (H(T)) of the measurement process is calcu-
lated by the second term. p indicates a probability. The
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output from the measurement process is one or more spe-
cific states ty, t,, t,. This measured information is equal to

H(T) = =3 p(i)log p(t) M)
p
D =logn+ lilp(ti)log p(t) (2)
i=1
D.

As example, a voltmeter (used to measure volts) with a
3 volt full scale (parameter of the voltmeter) and the
minimum measurable increment (boundary condition) of
0.1 V, has 30 (= n) possible states of v; and produces a
single output measurement vy, then D = log 30. The
greater the number of states n, the greater the information
from the measurement process. The narrower the distribu-
tion of the entropy term (H(T)), the greater the informa-
tion. A perfect measurement (zero H(T)) produces the
maximum information, /og n. The first term of (2) effec-
tively includes the concept of tolerance (minimum meas-
urable increment) in the measured information calculation.

Fig. 2 expresses (2) as a Venn diagram. Fig. 2 shows
how the limit of the entropy distribution (log n) is related
to the entropy distribution (H(X)). (3) is Cover and Tho-
mas' equation for Mutual Information (MI), the relative
entropy between related entropy distributions. Replacing
H(R) in (3) [6, page 19] with log n calculates the mutual
information of H(T) and log n (4).

MI=IT:R) = HR) - HR|T) (3)
MI = log n - (log n— H(T)) 4)
MI = H(T)=1(T; log n) (%)

Equation (5) shows that H(T) when referenced to its
limit is equal to the mutual information as the log n terms
cancel in (4). Thus, using D (2) provides a rigorous de-
scription of measured information without changing mu-
tual information (MI).

- ~

Figure 2. Venn diagram of H(T) and its limit.
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A related result to (5) substitutes H(T) for H(R) in (3)
and is noted as self-information [5, page 20]. Equation (5)
and self-information indicate that the reference may be
either log n or H(T) itself. If the reference is not log n or
H(T) itself, then there are additional parameters (not T). A
single parameter entropy distribution should be referenced
to its limit (i.e., log n), as applying H(T) to reference H(T)
is self-referential. The measured information related to a
single parameter entropy distribution only exists in relation
to a reference and the only logical reference is the limit of
the entropy distribution. This provides a proof of D (2) as
the definition of measured information.

The different observables of an entity are acquired by
multiple measurements. The multiple measurements nec-
essary to define an entity may each be represented by a D;.
With a model of an entity, communications between two
entities can be defined by relating the Venn diagrams of
the transmitter and receiver versions of Fig. 2 in Fig. 3.

V. COMMUNICATIONS

Communications exist when the six operations in Ta-
ble 1 occur. The comparisons necessary for communica-
tions require the existence of common state-pairs between
two distinct entities. A communications system may be
modeled by using two overlapping Venn diagrams from
Fig. 2 as shown in Fig. 3. Fig. 3 is derived from Shannon's
model of a communications system, where the receiver
output is related to the transmitter input by a probability
less than one. In Fig. 3, log n, is the bound of H(T) and log
n, is the bound of H(R). The intersection of log n; and log
n, is shown as a dotted lens shape. This space represents
the interface (I) made up of all the state-pairs of T and R. I
limits the mutual information (MI, overlap of the solid
circles, solid lens shape) possible between the transmitter
and the receiver.

Fig. 3 identifies that a communications system creates
mutual information by comparing the transmitter and re-
ceiver inputs to the respective parts of state-pairs, not by
H(T) to H(R) interaction.

Summarizing the communications structure and proc-
ess developed thus far: Comparisons are necessary for
communications and measurement. A measurement, using
a comparison, quantifies an element of a set in relation to a
reference. A group of measurements defines the observ-
ables of an entity. State-pairs form the interface between

———ac -
- g ~
Pad ~

H(T -

log n,

Figure 3. Venn diagram of a communication system.
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two compatible entities. An interface allows communica-
tions by supporting comparisons between sets of state-
pairs Communications between programmable entities can
support adaptability. Using this model it is now possible to
define adaptability.

VI. ADAPTABILITY

Each parameter presented across an interface consists
of a number of state-pairs (n). However, the number of
states in T may not be the same as the number of states in
R for some parameters. Such unpaired states occur when
parameters, by virtue of options, special features, differing
revisions or just non-selection in the transmitter or re-
ceiver, are not available or not used. For instance, tele-
phone modems may offer six different modulations rang-
ing from 300 bit/s to near 56 kbit/s. Usually only the 56
kbit/s modulation is in operation and the five other modu-
lations are unused.

Fig. 3 shows unpaired states within each dotted circle
areas (log n; and log n,) and outside the dotted lens shape
(I). The communications structure is more efficient when
unpaired states don't exist. Older communications systems,
which tended to be single provider (e.g., telegraph and
telephony) tried to avoid unpaired states. Newer commu-
nications systems tend to have more and more unpaired
states as communications becomes more complex and
variation increases. Interconnected systems have become
larger, multi-vendor and may include many revision levels
and multiple technologies. These increasing trends cause
more and more unpaired states.

At least two approaches have been used to avoid un-
paired states: 1) the selection of other capabilities has been
treated as vendor-specific and not defined (e.g., the 3G
cellular IMT-2000 standards); 2) a protocol is defined to
determine which of the available capabilities in the T or R
should be employed in a specific situation. As example,
telephone modems prior to V.32 (circa 1984) selected the
modulation to be used based on convention and vendor-
specific decision boundaries. After V.32, the identifica-
tion, negotiation and selection of a specific modulation
was defined by an independent protocol, V.8.

The process of automatically negotiating possible ca-
pabilities is termed adaptability as it makes a system more
adaptable. As defined here, adaptability requires three spe-
cific functions: identification of the capabilities available
at each end, negotiation to determine the desired state-
pairs (the interface), and selection of the desired state-pairs
(which may require accessing software from elsewhere).
These three functions are more complex versions of the
basic functions required for any communications: select
input, compare input to reference (with adaptability
mechanisms each end is compared to the other), and create
output (select state-pairs). After these adaptable processes
are completed, then information or control communica-
tions can begin across the negotiated interface.

Fully flexible interfaces such as XML are the current
state-of-the-art. By definition, an XML relationship is not
peer-to-peer. Only when the two communicating entities
can negotiate any change independently can they be peers.
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Adaptability, the means to support such negotiation, may
be created by a software program (often termed agent soft-
ware) that can identify, negotiate and select the state-pairs
across an interface. Or an independent communications
protocol may be used for the purposes of identification,
negotiation and selection. When such a protocol is used
only for these purposes, it is termed an etiquette [7]. It
seems likely that other approaches to implement adapt-
ability may be identified.

Etiquettes are already used in some communications
systems, e.g., ITU V.8 for telephone modems, ITU T.30
for G3 fax, ITU G.994.1 for digital subscriber line trans-
ceivers, and IETF Session Initiation Protocol (SIP); their
properties have been explored previously [7]. In a future
4G cellular architecture, an etiquette could allow the serv-
ice provider to negotiate the protocol that optimizes sys-
tem loading or maximizes geographic coverage, or allow a
user to select the protocol (and related service provider)
that offers the best economic performance for that user.
Troubleshooting of incompatibilities using an etiquette is
also easier as each end can identify the available and com-
patible parameter sets of the other end. The use of adapt-
ability mechanisms is a system architecture choice that
significantly enhances the long term performance of pro-
grammable heterogeneous communications systems.

When systems are programmable, adaptability is pos-
sible. An etiquette transmitter presents the range of possi-
ble compatible parameters to an etiquette receiver. The
etiquette receiver responds with its range of possible com-
patible parameters. Using heuristics local to the transmitter
and receiver (e.g., largest parameter is best [pels, bits, col-
ors, data rate, etc.]) or remote heuristics accessed by both
the transmitter and the receiver (e.g., using a remote data
base to determine which common parameters are to be
utilized), the etiquette transmitter and receiver negotiate
and select the desired interface for compatibility and fol-
low-on communications.

Communications interfaces are layered. Adaptability
may be employed at each layer of the OSI model or par-
tially in one or more layers. Adaptability could be useful in
communications entities such as software defined radios.
A software defined radio that includes the physical layer,
perhaps others, is not defined as adaptable but has the
properties - programmable and a radio interface (non-
mechanical) - that allow it to be adaptable. The ability to
change the software in a system is sometimes termed re-
configurability or changeability. But these terms do not
necessarily denote adaptability. Currently discussions of
adaptability do not define which layer or how many layers
are adaptable and may confuse the concept of flexibility
with adaptability. One purpose of this paper is to better
define terms such as "flexible" and "adaptable”.

Compatible systems have state-pairs. If there are
transmitter states (at any OSI layer) that do not have re-
lated receiver states, such inconsistencies cause "bugs”.
Adaptability mechanisms offer a means to negotiate and
select a specific interface and thus reduce such bugs.

For this unique functionality of etiquettes to operate
consistently, any addition to an etiquette must be a proper
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super-set of the previous version. As long as the etiquette
is a logical single tree structure, where each branch refers
to a single parameter set and no deletions are allowed, a
correctly modified etiquette will always be backward
compatible. Following this model an etiquette may be ex-
panded whenever desired independently in the transmitter
and the receiver. This allows new capabilities, and the
parameters in the etiquette that identify them, to be added
to a communications system at any time. If both ends can
support the new parameters they can be employed. If one
end supports a parameter and the other end does not, either
this parameter will not be used or it may be practical for
the deficient end to download the needed software from a
known Internet web site.

Adaptability mechanisms also can support the use and
charging for proprietary technology in public standards. If
one or more parameters in the logical tree are identified as
proprietary (e.g., identified by a trademark), the use of
such parameters would legally require the trademark
owner's approval. All the other parameters identified in the
etiquette remain in the public standard. Such approval
might require some form of payment to the trademark
owner. If the proprietary technology is valuable,
implementers or users will have reason to pay the trade-
mark owner for the use of their proprietary technology.
Many different procedures are possible to compensate the
trademark owner: charge for downloads, per implementa-
tion fees, usage fees, periodic maintenance/support fees, or
simply the sales advantages of proprietary implementa-
tions offering improved operation over the public sections
of the standard.

VII. EVOLVABLE INTERFACES

Looking further into the future: evolvable interfaces
have not yet been developed. Such interfaces could enable
a new level of system openness. Consider a future open
cell phone system where new features may be added to the
system by uploading operating software to a specific web
site. An independent developer defines and creates soft-
ware for a new cell phone functionality and the related
software for the cell phone system base station. This soft-
ware is uploaded to a specific web site. When any other
cell phone users anywhere finds this capability desirable
they could download this new capability to their mobile as
well as any necessary base stations either automatically or
as desired. Consider what could happen when a developer
creates a new video or voice compression algorithm. Us-
ing the process described, the new algorithm could be used
throughout the cell phone system wherever it was desired.
It is also possible to imagine that there is a charging sys-
tem that allows the developer to charge each user for
download or usage of the new algorithm. Then the new
capability would be tested in the market to see if users will
bear the required charges, rather than being forced on the
users by the original system designers' decisions.
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VIIIL.

Adaptable interfaces makes it possible to automatically
negotiate the rising complexity of communications, intro-
duce new technology into communications channels at
will, simplify communications troubleshooting, better
support multi-mode operation, avoid identified communi-
cations channel bugs, and support incentives to developers
and implementers without forcing all users of public inter-
faces to pay private fees. The advantages of making all
programmable interfaces adaptability are significant
enough to suggest that adaptability should be a require-
ment for future programmable interfaces in communica-
tions systems.

CONCLUSION
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Abstract—Nowadays the majority of users are unable to
properly configure security mechanisms mostly because they
are not usable for them. To reach the goal of having usable
security mechanisms, the best solution is to minimize the
amount of user interactions and simplify configuration tasks.
Automation is a proper solution 