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Abstract—Major incidents can disturb the state of balance of a
society and it is important to increase the resilience of the society
against such disturbances. There are different causes for major
incidents, one of which are groups of individuals, for example
at demonstrations. The ideal way to handle such events would
be to prevent them, or at least provide information to ensure
the appropriate security services are prepared. Nowadays, a lot
of communication, even criminal, takes place in social networks,
which, hence, provide the ideal ground to gain the necessary
information, by monitoring such groups. In the present paper,
we propose an application framework for knowledge-based social
network monitoring. The ultimate goal is the prediction of short-
term activities, as well as the long-term development of potentially
dangerous groups, based on sentiment and topic analysis and the
identification of opinion-leaders. Here, we present the first steps
to reach this goal, which include the assessment of the risk for
a major incident caused by a group of individuals based on the
sentiment in the social network groups and the topics discussed.

Keywords—forensic; opinion-leader; topic mining; expert system;
text analysis; classification; sentiment analysis

I. INTRODUCTION

The representation and communication of individuals, com-
panies and organizations, using the Internet, especially social
networks, has become the standard in our society. Even though
social networks are successful and have progressed throughout
these past years, they have also contributed to the formation of
new criminal energy. As already mentioned in [1], in particular,
the provision of an infrastructure for rapid communication
and the possibility to exchange ideas, pictures etc. in private
and protected environments, which are difficult to control by
investigators - if at all - enables radical or extreme political
groups, criminal gangs or terrorist organizations to use Social
Networks as a tool to plan, appoint and execute criminal
offenses. These groups often use large-scale events with a
high degree of group dynamics to promote their ideas. Events,
such as sporting events, demonstrations or festivals, cause high
expenses on security personnel. The inherent group dynamics
cause a great uncertainty and unpredictability concerning the
development of such events and make it difficult to estimate
how much security personnel is needed. For example, in
2014 the police officers spent more than two million working
hours just on securing soccer games in Germany [2]. Tar-

geted and automated monitoring of social networks, taking
into account the applicable legal provisions, can particularly
support strategic security planning as well as the development
of effective prevention strategies. As a positive side effect,
the subjective sense of security of the users is strengthened.
Authorities of the federal office for the protection of the
constitution, as well as intelligence services, are aware of
the importance of social networks as a source for important
information and increasingly focus on extracting and analyzing
this information. However, at this point the extraction and
evaluation of the information is done manually. Taking into
account the increasing number of users worldwide — currently,
for example, approximately 40 % of the population worldwide
uses social networks — it has to be noticed that there is an
enormous amount of potential profiles or communication to
be monitored. This demonstrates the need for an automated
solution that is capable of handling this amount of data and
the resulting complexity.

Consequently, the design of an application framework,
namely Social Network Analyzer (SoNA), for monitoring
groups and organizations in Social Networks as key elements
of critical events is presented to assist decision-makers. A
prototype implementing parts of this framework for monitoring
publicly accessible Facebook data is discussed.

The paper is segmented in six sections. The first two
sections following the introduction discuss the concept of
predictive policing as well as give a short overview about the
language characteristics in Social Networks. These sections
are followed by an outline of the framework, which is still
under development, including how the dangerous militant
profiles can be selected, how the risk of an event can be
assessed and the opinion-leaders can be identified. In Section
V, a prototypical implementation including its architecture and
currently available features is presented. Finally, the paper ends
with a conclusion, also discussing the progress of the work and
its future development.

II. PREDICTIVE POLICING AS A TOOL FOR RESILIENCE
ENGINEERING

A major incident includes a great number of casualties
and/or severe property damage [3]. At large-scale events, such
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as described above, there is always a possibility for a major
catastrophic event to happen. However, whether or not it will
happen is usually difficult to predict. Resilience is the ability
of a socio-ecological system to recover from disturbances, for
example a major catastrophic event, and retain or regain its
identity, functions, structures and its ability to respond [4]. In
a study about resilience the German Academy of Technical
Sciences (acatech) developed a resilience cycle based on the
Social Resilience Cycle by Edwards [5], which includes the
following five stages: prepare, prevent, protect, respond and
recover [6]. In order to return quickly to the defined secure
state of balance [7] it becomes necessary to apply resilience
engineering [8] in the sense of a technical support system,
which allows to anticipate the disaster situation [6]. Crime
that arises from dynamic groups at large-scale events as well
as organized and especially political motivated crime regularly
disturb the state of balance. Information gained from moni-
toring activities of such groups in the Internet and especially
Social Networks can be used to predict the probability of
such catastrophic events beforehand. Accordingly, the National
Institute of Justice in the USA defined Predictive Policing as
follows:

“Predictive policing, in essence, is taking data
from disparate sources, analyzing them and then
using the results to anticipate, prevent and respond
more effectively to future crime.” [9]

The knowledge gained from the monitoring of suspicious
groups in Social Networks directly contributes to an increase in
resilience in the stages Prepare and Prevent of the resilience
cycle [5] [10]. Therefore, the development of an automated
solution to monitor Social Networks is an important step of
resilience engineering.

III. CHARACTERISTICS OF SOCIAL MEDIA LANGUAGE

While the language used in chat rooms is one of the most
researched topics [11], language used on the social media
site Facebook seems to be one of the least researched, which
is evident in the small amount of literature covering that
topic [12]. Zappavigna [12] suggests that one reason might
be the combination of several genres on one social media
site, making the analysis very complex. Even though it is
impossible to generalize the language found on the Internet
[11], studies about language use for example in chat rooms
or on microblogging sites, combined with the scarce literature
covering some linguistic aspects on Facebook gave a starting
point for an analysis. The focus of this paper is on posts and
comments and, therefore, excludes messages written on the
instant messenger.

In order to get a first impression of the language used
in Facebook groups, a small corpus was created using posts
and comments from different Facebook groups, relevant to
the application of SoNA (see Table I). The structure of a
“conversation” in a Facebook group is very different to the
structure for example of a chat conversation. The starting point
for a “conversation” on a group wall on Facebook is always a
post, often written by the group itself. Afterwards, users can
write a comment or reply to an already existing comment. In
comparison to a chat conversation the user is not expected to
write a comment immediately after a post was posted or write
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a reply to a comment from another user. In fact, they do not
have to reply at all. This leads to the fact that “conversations”
in Facebook groups are not almost-synchronous as in a chat
conversation, yet clearly asynchronous [13] [14]. Therefore, it
might be questioned whether to talk about “conversations” at
all. Nonetheless, whenever users start a discussion on a group
wall and reply to each other’s comments within minutes, these
conversations look very similar to chat messages. Overall,
this “conversation” structure on Facebook leads to a highly
complex way of communication, which makes the analysis of
the language used and the meaning created difficult.

Furthermore, the wall on Facebook allows the users to
include multimodal communication, by posting pictures or
videos, either with a comment or with words included for
example in the picture. Additionally, often posts include ref-
erences to other websites or users simply repost a post from
someone else. Another aspect that makes the automated anal-
ysis of meaning difficult is the language itself. Characteristics
taken from studies on other Internet-based communication
were used as features in an annotation with the UAM corpus
tool of the small corpus mentioned above [11] [15] [16]
[17] [18]. The results show clearly that there seems to be a
difference between posts and comments. For example, orality,
especially colloquial language, typing errors and lower case
spelling of nouns seem to be more common in comments. In
comparison, hashtags seemed to be used more often in posts
than in comments. Furthermore, comments and posts can be
distinguished by their length. While the length of posts varies
between zero words (e. g., pictures) up to 892 words, the length
of comments varies from 1 word up to 92 words. Moreover,
these numbers show that in comments one can often find
incomplete sentences. Even though, it seems that the typical
features found in chat conversations are not used as often in
comments and posts on Facebook, they are still present and
create a challenge for the automated analysis used in SONA.
Especially, emoticons make the analysis of meaning difficult,
because the way in which they are used to create meaning is
complex and they can also be used to create irony [19]. This
is why, so far, the sentiment analysis used in SoNA is based
on word and not sentence level.

TABLE I: Summary of the corpus created under this work
including different types of Facebook groups.

subcorpus posts  subcorpus comments

type # groups posts  words  comments words
right-winged 5 46 4539 97 1559
left-winged 5 48 5003 94 1618
soccer ultras 2 20 1211 40 323
total 12 114 10753 231 3500

IV. OUTLINE OF A FRAMEWORK

The analysis of social networks from the point of view of
security policy pursues two main objectives. The first one is
the identification and estimation of potential dangers, including
their scope and location. The second one is to enable security
forces to plan in the long-term. In order to do so, it is of
special interest how a group is developing in terms of their
size growth, their orientation or radicalization and the increase
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Figure 1: The proposed process chain for monitoring social networks.

in their propensity to violence. This section discusses basic
concepts of a framework that addresses these tasks.

The proposed framework allows decision-makers of secu-
rity forces, for example in the police’s management and control
centers, to identify and predict areas with high levels of crime.
As a result, it is possible to deploy forces more efficiently
depending on the specific situation. Thus, if, for example
during a debate about the policy regarding refugees on publicly
accessible pages of a social network, users loudly advocate
arson attacks on refugee homes, decision-makers can now put
security forces and specialized investigators on standby. If, on
the other hand, before a soccer games, violent fans or fans in
general do not seem to plan any riots, it may be sufficient to
return to the minimum number of necessary staff to secure the
event.

Another goal is to predict the long-term development of
potentially violent groups. Such a prediction may include state-
ments about the expected development of their membership,
but also evidence of a possible increase in radicalization in the
future. With this information, executives will be able to plan
resources and make infrastructural decisions in the long term.
If, for example, a district becomes, in the future, a point of
attack for various, growing and violent political groups, due
to certain circumstances, this information could lead to the
construction of an additional police station or the expansion of
the forces of an existing one. The development of a framework
for the automated analysis of data from social networks with
the aim of more effective crime prevention and defense in the
long and short term, makes it an application from the field of
predictive policing as defined in Section II.

In particular, the following tasks must be addressed by the
framework:

1)  selection of potential profiles of dangerous militants,
2) assessment of the probability that the danger occurs,
3)  determination of location and time of risks.

In order to meet the special needs and challenges of
forensics, especially with regard to the dynamics of language in
social networks, it is necessary to resort to expert knowledge.
This knowledge can be represented in the form of a Forensic
Topic Map (FoTM) as explained in detail in [20]. In particular,
abstract threats are modeled here, which form the basis for
the assessment and evaluation of the communication content.
Figure 1 shows the entire process chain for the proposed frame-
work. All process steps except for the long-term prediction,
which will be covered in future work, are explained in more
detail in the following subsections.

A. Selection of dangerous militants profiles

The selection of so-called dangerous militants profiles
ensures that profiles are not arbitrary selected and is thus es-
sential to the observance of data privacy protection regulations.
Furthermore, it focuses the monitoring on those profiles and
thus regulates the limitation of the analysis effort. Even though
the monitoring is limited to public profiles, and therefore all
information publicly available, it is important not to violate
the individual feeling of freedom, especially the freedom of
speech as regulated in the legal framework of the respective
legislature. The concept of the potential attacker was defined
by a German working group, consisting of the heads from
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the State Offices of criminal investigations and the Federal
Criminal Police Office, for the scope of German law as
follows:

“A dangerous militant is a person in whom
certain facts justify the assumption that they will
commit politically motivated offenses of consider-
able importance...” [21, translated by H.S.]

The extent to which this definition can be extended to
other areas of organized crime and gangs, without a political
motivation, remains to be legally clarified. Based on that
concept, a dangerous militant profile can now be defined as
follows:

A dangerous militant profile is the profile of a
dangerous militant in a social network. All profiles
associated with this profile are part of the extended
dangerous militant profile.

Traditionally, the selection of profiles to be monitored
has been carried out manually. Appropriate candidates are
selected, for example through research on the Internet or other
investigations. In this way, however, new or short-term profiles
are hardly detected. Here, automated approaches can help in
the long-term.

For example, the task of automatically identifying a danger-
ous militant profile, associated with a certain crime area, given
a group of profiles can be interpreted as a classification task.
Let P be the set of all profiles of a particular social network,
and R the set of risk classes, corresponding to an area of crime.
Then the selection of potential militants profiles is a surjective
mapping f : R — P. An overview of classification techniques
(supervised learning methods) is given, for example, in [22]
[23]. However, as already emphasized by [24], a large amount
of training data is needed to train classifiers with sufficient
accuracy. This problem can be addressed, for example, by
the use of semi-supervised learning methods, such as self-
training or co-training. An overview of methods is described,
e.g., in [25]. Whichever method is chosen, the performance
depends on the choice of appropriate features. These should
generally have sufficient discrimination power and should be
as independent as possible.

Particularly in the context of social networks, the use of
techniques for recommender machines is often used (push-
mode) instead of classification (pull mode). Typically, such
systems use Collaborative Filtering [26] [27], Content-based
Filtering [28] [27], or a combination of both. In recent years,
a whole series of studies have been devoted to the creation of
friendships in social networks using these classic approaches
[29] [30]. More recent approaches are based on social graphs
[31] [32] or semantic analyzes, especially LDA, which attempt
to produce recommendations based on lifestyles [33] [34]
[35] [36]. However, the inclusion of structured data is more
reliable than the analysis of latent topics and is therefore
more suitable for classifying threats. Naruchitparames etal.
presented a recommender system based on genetic algorithms
[37]. As a feature (social genome), they propose the following
Facebook feature:

e common friends,

e Jocation,
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e  age range,
e common interests (likes and music),

e  photo tags,

° events,
e  groups,
e  movies,

e  education,

e religious and political attitude.

Manca et al. criticize earlier approaches because they do
not take into account a mutual interest which is, however,
necessary for friendship. They suggest a similarity-based rec-
ommender as a basis for friendships using so-called Social
Bookmarks, i.e., shared bookmarks on the Internet [38]. Tags
of shared images are the basis for the recommender system
proposed by Cheung et al. and are another interesting feature to
generate recommendations in social networks [39]. In a similar
manner, a general classifier can be trained based on the profiles
of known dangerous militants or offenders. For example,
by means of corresponding known profiles, a classifier or a
recommendation system could be implemented for detecting
profiles of the hooligan scene or radical political groupings.
Adapting this approach, a classifier can be trained in the
sense of supervised learning, which can automatically detect
such dangerous militants profiles. We can use a social feature
vector f* for each profile (see Equation (1)) as a basis for the
computational task of the classification and recommendation
of dangerous militants.

friends

. location

[F= age 1)
interests

Considering this as a binary classification task, we need
to assign each profile f° either to the class of potential dan-
gerous militants profiles or not. Assuming the features f; are
independent, we can use the Bayes theorem for computation
(see 2).

17
§ = arg max p(c;) Hp(fﬂcz) @)

C{,E{O,l} i=0

Although we know that this assumption is not true, experi-
ences have shown that this approach still produces good results
[40]. In general, supervised approaches need a sufficiently
large set of training examples which is a problem in many
cases. To overcome this, we can use a bootstrapping approach,
as shown in [41].

B. Assessment of the risk of dangers

After the potential dangerous militants profiles have been
selected, the content analysis of the communication takes
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Figure 2: Results of a short-term study on the development of sentiment on the Facebook page of Pegida e. V. between June
2015 and January 2016. The blue areas mark the 95 %—prediction interval. Red lines denote actual incidents during this period

of time. The gray area marks a period with missing data.

place. This step is necessary to determine whether the extrac-
tion of further information is necessary to elucidate various
modalities (location, time, participants, etc.) of possible events.

A prerequisite for the assessment of the probability that the
danger occurs is once again the experience-based knowledge
of the investigator, which must be available for each individual
risk type, for example, in the FoTM as discussed in [20] [41].

After defining the risk classes risky,...,risk, which
should be monitored, the explicit definition of the corre-
sponding danger topics is made: @"%F = Driskys - Orisky, -
A risk class describes the amount of all offenses belong-
ing to a defined group, for example, left or right-winged
politically motivated crimes. A risk topic includes all the
terms and associations that characterize such a risk class.
Afterwards, the selection of potential or known dangerous
militants profiles leads to a set of candidate profiles for each
risk class PP = pi1,...,pir € P,i = 1,...,n from the set of
available profiles of the investigated social network is carried
out taking into account a particular risk class to limit the
scope of observation and analysis. Subsequently, the topics
O™ = Yeomy s -, Vcom,, Of the communication between these
profiles must be extracted and it must be then analyzed to what
extend they overlap with the risk topics. Afterwards, they are
evaluated. In the simplest case the overlap can be represented
binarily as shown in Equation (3).

1 Zf ecom N @risk 7& 1]
0 otherwise

e = { )

In order to quantify the degree of correspondence of @™
and ©"%F, a corresponding metric is needed to compare
probability distributions over the terms ¢ of a topic. Niekler
and Jahnichen examined the suitability of the Jensen-Shannon
divergence, the cosine similarity, and the dice coefficient as a
measurement of similarity for various topics [42]. As a result,
it was found that the best results were obtained on the basis of

the cosine similarity $im(Ycom, Urisk). Adapted to the present
application, sim(9com, Urisk) is thus defined as:

ﬁcom : ﬁrisk’

TR EEETIT— “4)
|wcomH ||19risk H

SIM(Veom, risk) =

If f(O°™) =1, i.e., IWeom, |[Icom;, € O, the analysis
of the sentiment S in the network is carried out. Approaches
are found in the literature, especially for Twitter messages [43]
[44]. In principle, these approaches can also be applied to other
social networks such as Facebook. If the sentiment exceeds a
threshold value ¢, an increased risk can be assumed.

To evaluate this hypothesis the communication on the
Facebook page of “Pegida e.V.” (a mostly right-winged or-
ganization in Germany) was analyzed over a period of eight
months, between June 2015 and January 2016. The extracted
textual communication data was divided into individual sen-
tences (tokenization). Subsequently, one out of three polarity
classes pol: positive (4), negative (—) or neutral (0) was
assigned to each sentence s using a probabilistic language
model. Equations (5) and (6) show the associated likelihood
function and the derived scoring function.

log, P(s, pol) = logy P(s|pol) +logy P(pol)  (5)

log, P(s, pol)

BEP ©)

score(s, pol) =

The polarity class with the highest score is assigned to the
respective sentence. The “Multi-Domain Sentiment Encyclo-
pedia for the German Language”, which was developed at the
Darmstadt University of Applied Sciences, formed the basis for
the training. It contains extracted mood-bearing terms from the
MLSA-A corpus [45], the pressrelations dataset [46], and the
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“German Sentiment Vocabulary” (SentiWS) [47], all annotated
with the average polarity values in the range [—1,1].

The sentiment of a message m = {s1,...,8,} (post,
comment) is decided in the simplest case by the number
of its positive sentences s+ and/or negative sentences s—.
The sentiment that dominates the constituent sentences also
determines the sentiment of the whole message (see Equation
(7%). In case of equality, the message is considered to be neutral
m°.

mtif st > [s7]
S(m)=<m~ if [st] < [s7] (7
m®  otherwise

This approach, of course, is only a rough estimate of the
sentiment, since it does not take into account the connection
between meaning (semantic) and sentiment of a sentence.
The accuracy, however, appears sufficient for a first check of
the hypothesis, since the messages themselves were filtered
in advance by the topic analysis. The results are presented
in a histogram (see Fig. 2), with only negative messages
(comments) m~ being taken into account.

Comparing the development of the sentiment of the com-
ments in the network with the events during this period
(marked by red lines), it was found that there is a possible
correlation between these two. For example, on January 11th,
2016 serious riots lead by the right-winged scene occurred
during the demonstration of the sister organization Legida
e.kV. in Leipzig (Germany). Members in the Pegida network
were also encouraged to attend this event. Similar to most
of the cases, it can be clearly seen that the peak of negative
communication is situated immediately before the incident.
The sudden reduction in conversations at the time of the event
can be explained by the active participation of the members in
the event. The 95%-prediction interval (blue lines) supports the
assumption that incidents mostly occur after a local or global
peak.

Even if this short study is not considered representative and
a random correlation between the occurrence of the incident
and the discussion in the network cannot be ruled out, it still
shows the potential of the presented approach. At this point,
additional long-term studies with larger data sets considering
different networks are necessary.

C. Detection of Leaders and Multipliers

Leaders and multiplier in the context of the intended anal-
ysis of social networks are individuals, who exert a significant
amount of influence on the opinion and sentiment of other
users of the network through their actions. In social sciences
the term ’opinion leader’ was introduced before 1957 by
Katz and Lazarsfeld’s research on diffusion theory [48]. Their
proposed two-step flow model (see Fig.3) retains validity in
the digital age, especially in the context of social media.

Katz etal. assume that information disseminated in the
Social Network is received, strengthened and enriched by
opinion-leaders L; in their social environment. Since opinion-
leadership is strongly knowledge-driven and thus topic-
dependent, this model must be supplemented by various the-
matically limited opinion-leaders Ly,. Each individual is then
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influenced by a variety of heterogeneous opinion leaders in his
opinion as illustrated in Fig. 3. This signifies, that the opinion
of an individual is mostly formed by its social environment. In
1962, Rogers references these ideas and defines opinion leader
as follows:

“Opinion leadership is the degree to which an
individual is able to influence informally other indi-
viduals’ attitudes or overt behavior in a desired way
with relative frequency.” [49, p.331]

Figure 3: Extended two-step flow model adapted from [48]. In-
formation is spread throughout social media. Individuals with
a high level of competence at strategic local positions receive
and amplify this information according to their competence
(opinion-leader Ly, , ..., Ly,) and spread it to its followers and
friends. This means, each individual’s opinion is influenced
by different opinion leaders depending on the topic (different
colors) discussed in the network.

For the present study, the most important question to
answer is what influence means, or rather how to identify an
opinion leader or how the influencer can be distinguished from
those being influenced. Katz defined the following features
[48]:

1)  personification of certain values
2)  competence
3) strategic social location

One approach to identify opinion-leaders is to extract and
analyze the content of nodes and edges of networks to mine
leadership features. For instance, the sentiment of communi-
cation pieces can be analyzed to detect the influence of their
authors, as shown by Huang et. al., who aim to detect the
most influential comments in a network this way [50]. Another
strategy is to perform topic mining to categorize content and
detect opinion-leaders for each topic individually, as opinion-
leadership is context-dependent [48] [51]. For this purpose,
Latent Dirichlet Allocation (LDA) [52] can be used, as seen
in the work of [53]. We considered the implementation of
content-based methods problematic, as texts in social networks
lack correct spelling and formal structure, which impairs such
methods’ performance.

Another approach to identifying leaders is to analyze the
flow of information in a network. By monitoring how the in-
teraction of actors evolves over time, one can identify patterns
and individuals of significance within them. To achieve this,
some model of information propagation is required, such as the
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Markov processes used by [54] and the probabilistic models
proposed by [55]. These interaction-based methods consider
both topological features and their dynamics over time. How-
ever, the latter are not yet considered by our framework and
are reserved for future developments.

We utilized methods, which are solely based on a network’s
topology, therefore, consider features, such as node degree,
neighborhood distances and clusters, to identify opinion lead-
ers. One implementation of this is the calculation of node
centrality. The underlying assumption is, that the more influ-
ence an individual gains, the more central it is in its network.
Which centrality measure is most suitable is dependent on the
application domain. We judged eigenvector centrality to be
most adequate, specifically Google’s PageRank algorithm [56],
which functions in a similar fashion. It recursively assigns a
rank R to each node A, based on the rank of the nodes of its
incoming edges 7; and its total number of links C;. The value
of an edge is strongly dependent on the score of its originator
(see Equation (8)).

<d<1 ®)

=
=
I
=
+_
QU
Q
=
uO

With the damping factor d, normalized over the number
of all nodes of the network N, a part of the resulting rank
can be subtracted and distributed to all nodes. The application
of PageRank for the purposes of opinion leader detection has
seen merely moderate success [57] [58]. With LeaderRank, Lii
etal. advocate further development and optimization of this
algorithm for social networks, and have achieved surprisingly
good results [59]. Users are considered as nodes and directed
edges as relationships between opinion leaders and users. All
users are also bidirectionally connected to a ground node. At
time step tp, all nodes receive the score s;(0) = 1 except
for the ground node initialized with s,(0) = 0. Equation (9)
describes the process of probability flow through the network,
where s;(t) indicates the LeaderRank score of a node 7 at time
step .

N+1

J(t+1) Z

out J (9)

Depending on whether or not there exists a directed edge
from node i to node j, the value O or 1 is assigned to a;;.
kgut describes the number of outgoing edges of a node. The
final score is obtained as the score of the respective node at
the convergence time t. and the base node score at the same
time, as shown in Equation (10).

Sg (tc)

i = Silte
Si = si(te) + N

(10)

The advantage of this algorithm compared to PageRank
is that the convergence is faster and above all that nodes,
that spread information faster and further, can be found. In
later work, for example, by introducing a weighting factor, as
in [60] or [61], susceptibility to noisy data has been further
reduced and the ability to find influential distributors (hubs) of
information has been added.
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However, there might be cases in which LeaderRank would
assign high scores to individuals, which are not relevant for
the present application. When a user attained a significant
audience, while also actively following many opinion leaders,
we argue that their influence is based on their activity in
the network and not their opinion, as their presence makes
them more likely to be followed. We propose an approach
to eliminate such hybrid leaders from the top ranks, which
punishes the LeaderRank score LR(1J;) of users with many
interactions in the network, meaning, those users who follow
many leaders. This way the top ranked users are pure leaders,
whose influence is purely based on their opinions.

LR(L
= ( 9;) (11
1+ kuu.t * LRtotal

total

PSC(Ly,) =

One way to calculate the PureScore of a particular topic-
specific opinion leader PSC(Ly,) is shown in Equation (11).
The PureScore of a certain topic-specific opinion-leader is
calculated by dividing its original LeaderRank score LR(Ly,)
by a percentage of the maximum score (equal to the number
of users) defined by the node’s share of network activity, k°“¢
being the number of outgoing links. However, this approach
needs to be evaluated in later work.

D. Visualization

If, with the approach described above, a risk greater than a
threshold value ¢ was determined, further information such
as locations, times and people involved are extracted from
the text and subsequently transferred to a corresponding map
with the help of geographical coordinates. An additional score
Srisk (9, Sy, |Ply) provides information about the extent of the
expected risk, estimated from the risk class, the sentiment score
associated with it and the number of people involved in that
particular discussion. This value can, for example, be used to
color the geo location on a map, corresponding to a heat-scale.
The obtained result directly supports the short-term strategic
planning of security forces as proposed at the very beginning
of this section.

V. PROTOTYPICAL IMPLEMENTATION

The aim of the prototype’s architecture is to implement the
frameworks described in [20] as well as the sections above. It
was programmed with Java and built as an Eclipse Rich Client
Platform (RCP). Its OSGi implementation Equinox allows for
a service-oriented architecture, consisting of three tiers:

1)  Persistence: Data is fetched from the various social-
network databases and put into EMF models. The
models are stored into a, as for now, local EMF Store
server. Thus, the databases and the EMF Store server
form this tier. Any annotations and meta-data are also
held by the models.

2)  Logic-Tier: This tier contains various linguistic ser-
vices, e.g., for topic modeling, used for annotation
and querying. The modeling service, which provides
CRUD-operations (Create, Read, Update, Delete) for
models in the EMF Store server, also resides here.
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Furthermore, all data retrieval services, which com-
municate with corresponding social-network APIs,
are part of this tier.

3)  Access: The high-level services, usually directly con-
trollable by the UI, define this tier. At the current state
of the development, this is the retrieval service, which
initializes data fetching from the social networks, the
query-service, used for data retrieval from the EMF
Store server and the annotation services, which use
the linguistic services to enrich models.

Facebook
Graph Database
EMF Store Server
Databases

Social Network

Facebook &
Retrieval Service £] €]
Model Service Linguistic Services

Persistence

Logic

Social Network
Retrieval services

Retrieval Service Query Service Annotation Services

Access

Figure 4: SoNA architecture overview with the respective
services.

Figure 4 provides a visual representation of these tiers.
When developing this application further, efforts will be made
to make the prototype more closely resemble the SoNA
framework described in this work. Permission services can be
realized through user profiles in the EMF Store server.

Figure 5: The user interface of the prototype. Shown is a down-
loaded Facebook page visualized in a graph. The Facebook
logo node represents the page, which is connected to posts,
which in turn are connected to their comments. The outermost
nodes are users, which are associated to the comments they
created.

The prototype provides a user interface to retrieve data
from Social Networks, currently Facebook, and visualizes it
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in a 2D graph, as shown in Figure 5. Several filter options
are available in order to reduce the output network to the most
relevant nodes depending on the investigator’s needs. Data can
be retrieved from a specific part of the social network for a
certain period of time or a certain amount of content (i.e.,
posts and comments), before being stored in models. Created
models can then be annotated following the process chain as
discussed in the former sections.

VI. CONCLUSION AND FUTURE WORK

In this paper the theoretical framework SoNA was pre-
sented, which allows investigators of law enforcement agencies
as well as intelligence services to monitor social networks
in order to gather information about potentially dangerous
activities. This information can support the long- and short-
term planning of the deployment of security forces. It was
shown that the knowledge gained by applying this framework
can directly increase the resilience of a society in the first
two stages of the resilience cycle. Furthermore, given the
complexity of the language used in Social Media it was nec-
essary to apply a knowledge-based and word-based approach.
In this respect, a process chain for analyzing social networks
was proposed and the main steps were discussed in detail.
These include the selection of dangerous militant profiles,
the assessment of the risk and the detection of leaders and
multipliers. We presented a prototype of the SONA framework,
which aims to implement these aspects. Future work will
include the remaining steps of the process chain as well as
the evaluation of the entire framework. In order to do so, it
is fundamental to create an appropriate test environment in
collaboration with law enforcement agencies.
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Abstract— This paper presents ASIC design of digital down
converter using 90nm technology for software defined
applications. Computationally efficient multistage design
technique is used to provide optimized solution for Third
Generation Mobile Communications. Parks McClellan
algorithm is used to minimize the filter order along with
efficient polyphase decomposition technique. Multiplier based
partially serial algorithm is used to enhance the performance
in terms of area and power consumption. Multipliers and
adders are optimally placed and routed to reduce the silicon
area. The proposed Digital Down Converter ASIC has
consumed 601 mm? area by consuming 3169.607 nW power to
provide high performance optimized solution to software
defined radios.

Keywords-3G mobile communication; asic; base stations;
radio transceivers; reconfigurable logic.

I. INTRODUCTION

The highly competitive nature of the wireless
communications market and constantly evolving
communication standards have resulted in short design
cycles and product lifetimes. The talking point is to provide
area and power efficient integrated design for Digital Down
Converter (DDC) for 3G Applications [1]. In the recent past,
telecommunications techniques have achieved a wide
popularity, mainly due to the huge diffusion of cellular
phones and wireless devices. The request for more complex
and complete services, such as high speed data transmission
and multimedia content streaming, has moved many
research groups in the electronic field towards the study of
new and efficient algorithms, codes and modulations. In
Software Defined Radios (SDR), most radio receiver
processing functions to be run on a general purpose (GP)
programmable processor rather than being implemented
strictly on non programmable hardware. The functionality
of SDR receiver processor can be changed via “software
reprogramming.” The concept of SDR is now an IEEE
Standard, i.e., IEEE P1900 [2]. These radios are
reconfigurable through software updates. For high end
digital signal processing where the highest possible
performance is needed at low power consumption, ASICs
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are still the processors of choice. However, ASICs are very
expensive and require long time in design and development.
ASICs are inherently rigid and unsuitable to the applications
that are constantly evolving. For these reasons,
Programmable Logic Devices like Field Programmable Gate
Arrays (FPGAs) have been emerged as an alternative to
ASICs in wireless communication systems. FPGAs are
mainly used for the flexibility they provide. The FPGAs
suffer from the drawbacks of inefficient resource utilization,
high cost and power consumption [3]. The cost factor can be
improved by using less expensive FPGAs for system design
and by efficient utilization of FPGA resources. The power
factor can be improved by optimal usage of SRAM which
can be taken care during FPGA manufacturing by using
various techniques [4].

ASIC is an integrated circuit that is used for a particular
application. It is composed of series of circuits that are taken
from the technology dependent library to generate gate —
level net list to implement the required functionality [5].
ASICs provide an advantage of high speed as compared to
other programmable devices like PLDs, PALs and FPGAs
since they are designed to perform a specific task. ASICs
can be made compact by incorporating significant amounts
of circuitry onto a single chip, which results in minimum
power utilization [6]. By reducing inter-package
interconnections, ASICs help in reduction of noise. ASICs
provide increased performance at relatively low power
consumption and comparatively less area-delay product
(ADP). Besides, it consumes less energy per sample (EPS)
and gives cost effective and reliable solutions [7]. Hence,
ASICs are mainly used to increase the performance and
power efficiency of the circuits but inability to reconfigure
is the major drawback associated with these devices. The
FPGA based DDC design [1] is extended to DDC ASIC to
improve the performance in terms of area and power.
FPGA'’s though providing the advantage of flexibility still
leads to improper utilization of resources. So, having an
integrated solution, i.e., a dedicated ASIC design for the
proposed DDC will lead to further reduction of resources in
terms of area and power. This results in cost effective
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solution for wireless communication applications.

Design Specifications

HDL Description

Gate-level Netlist

Pre-Synthesis Waveforms

Physical Design (Layout)

Post-Synthesis Waveforms

Area and Power Consumption
calculations

Figure 1. Flow Diagram of ASIC in Cadence

Figure 1 depicts the flow of ASIC in Cadence
environment. In the present paper, the proposed design is
implemented in technology dependent 90 nm foundry at 1.2
V. Firstly, the design is coded in Verilog hardware
description language and then the gate level netlist is
synthesized and the results are verified using pre-synthesis
waveforms. Then the physical design implementation is
done to find the total number of cells, area and power
consumption and the results are verified using post-
synthesis waveforms.

II. DIGITAL DOWN CONVERTER

The Software Defined Radio system can change its radio
functions by swapping software instead of replacing
hardware, seems to be the best solution given that mobile
standards are springing up like mushrooms [8]. SDR
thereby makes it possible to reprogram cell phones to
operate on different radio interface standards. But that’s not
all. Putting much of a radio’s functionality in software
opens up other benefits. A mobile SDR device can cope
with the unpredictable dynamic characteristics of highly
variable wireless links [9]. SDRs use a single hardware front
end but can change their frequency of operation, occupied
bandwidth, and adherence to various wireless standards by
calling various software algorithms. Such a solution allows
inexpensive, efficient interoperability between the available
standards and frequency bands [10]. Figure 2 illustrates
SDR BS receiver that consists of two sections — a front-end
high-data rate processing section and a back-end symbol
rate or chip-rate processing section.

pu
INA Front End Processing
>l< 0

-

-Mfr"ADC

Back End Processing

Figure 2. Reconfigurable SDR BS Receiver
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Reconfigurable architectures provide flexible and
integrated system-on-chip solutions that accommodate
smooth migration from archaic to innovative designs,
allowing recycling of hardware resources across multiple
generations of the standards [11]. Software defined radio
(SDR) technology enables such functionality in wireless
devices by using a reconfigurable hardware platform across
multiple standards. Sampling rate converters play important
role in SDR systems [12]. Digital up-converters (DUCs) and
digital down-converters (DDCs) are important components
of every modern wireless base station design. DUCs are
typically used in digital transmitters to filter up-sample and
modulate signals from baseband to the carrier frequency
[13]-[15]. DDCs, on the other hand, reside in the digital
receivers to demodulate, filter, and down-sample the signal
to baseband so that further processing on the received signal
can be done at lower sampling frequencies. They are more
popular than their analogue counterparts because of small
size, low power consumption and accurate performance
[16]-[22].

DDC performs decimation and matched filtering to remove
adjacent channels and maximize the received signal-to-noise
ratio (SNR) [23]. For the reference WCDMA DDC design,
the carrier bandwidth is = 5.0 MHz, Number of carriers is =
1, IF sample rate is = 61.44 MSPS, DDC output rate 7.68
MSPS, Input precision is = 14 bits, Output precision is = 16
bits and Mixer resolution 0.25 Hz approximately and SFDR
up to 115 dB is required. The DDC input is assumed to be
real, directly coming from the ADC. The mixer translates
the real band pass input signal from intermediate frequency
to a complex baseband signal centred at O Hz.
Mathematically, the real input signal is multiplied by a
complex exponential as shown in Eq. (1) to produce a
complex output signal with real and imaginary components
Eq. (2) and Eq. (3) respectively. The sinusoidal waveforms
required to perform the mixing process is obtained by using
the Direct Digital Synthesizer (DDS). The decimators in the
DDC need to down sample the IF data from 61.44 MHz
back to 2x chip rate. The factor of 61.44/7.68 = 8 can be
partitioned using different possible configurations. The
down sampling by eight at once will result in an extremely
long filter length and result in an inefficient hardware
implementation. The use of shaping filter with decimation
factor of 2 allows the remaining stages to be implemented as
either one half band filter with decimation factor of 4 or two
half band filters with decimation factor of 2 each. The
second configuration is more suitable for hardware
implementation because of less hardware consumption [24]-
[26].

w,

e ™" =cos(w n)— jsin(w n) (1)
Y = X(n)cos(w,n) 2)
Y =—-X(n)sin(w n) 3)
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III. DESIGN SPECIFICATIONS

An efficient DDC is designed for WCDMA

Applications. The proposed DDC design is using three
decimator stages. The input sample rate of first decimator is
61.44 MSPS, and the output sample rate is 30.72 MSPS.
The pass band frequency is 2.34 MHz and the pass band
ripple is 0.002 dB. It results in a digital filter of order 10
whose magnitude and phase response is shown in Figure 3.
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Figure 3. First Stage Half Band Decimator Response

The proposed partially serial pipelined MAC algorithm
design technique based stage 1 decimator is shown in Figure
4. The 11 coefficients of first stage decimator have been
processed by using 3 multipliers in partially serial style
using MAC algorithm to optimize both speed and area
factor simultaneously. The input pipeline registers are used
to store the new coefficient values required for processing in
the next cycle to further enhance the speed. The CE delays
are used to make synchronization between stage 1 and stage

CE Delays
2T
e ke e

CE Out

¥ e

THH
[
e K

DDC Out
stage1

T

Mutipiers

Adders

Figure 4. Stage 1 PSPMAC Based Decimator
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The pass band edge of second decimator is 2.34 MHz
and pass band ripple is 0.0001 dB. It results in digital filter
with order 18 whose response is shown in Figure 5. The
second stage decimator requires 27 coefficients for its
hardware implementation.
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Figure 5. Second Stage Half Band Decimator Response

The second stage decimator requires 27 coefficients for
its hardware implementation. To design the required
decimator partially serial pipelined in partially serial
pipelined MAC (PSPMAC) style 5 multipliers have been
used as shown in Figure 6. The input pipeline registers are
used to store the new coefficient values required for
processing in the next cycle to enhance the speed further.
The CE delays are used to make synchronization between
stage 2 and stage 3.
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Stage 2

N~
B )97 /
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Figure 6. Stage 2 PSPMAC Based Decimator
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The next stage RRC filter is used for sampling rate
conversion from 15.36 MSPS to 7.68 MSPS. This 2x over-
sampling rate is needed in the timing recovery process to
avoid the signal loss due to the sampling point
misalignment. The response of the filter is shown in Figure
7.
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Figure 7. RRC Channel Filter

RRC filter is designed with 1.92 MHz cut off frequency,
0.22 MHz roll-off factor and 50 dB side lobe attenuation
using Chebyshev window whose filter response is shown in
Figure 6. The DDC is designed by cascading these three
stages with 16 bit coefficients as shown in Figure 8.

Finally, the third stage RRC decimator has also been
designed using partially serial architecture and only first
section of it is shown in Figure 9. The 61 coefficients
required to design this RRC filter have been processed using
38 multipliers to improve both area and speed. The delay
pipelining and output registers are used for synchronization.
The cascade of all optimized stages zoomed view is shown
in Figure 10.
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for implementation that contains 136 embedded multipliers
[29].

—

Two designs have been developed using different input
output precisions. DDC is implemented using input
precision of 14 bits and output precision of 16 bit and DDC
2 is implemented using input and output precision of 12
bits. The developed DDCs are simulated using Modelsim
Simulator. The output response of DDC1 is shown in Figure
11 and output response of DDC 2 is shown in Figure 12. It
can be observed from the simulated waveforms that the
output response of both the designs is similar but speed
performance of DDC?2 is better as compared to DDCI1.
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Figure 9. Stage 3 PSPMAC Based RRC Decimator
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Figure 10. Proposed WCDMA DDC

IV. HARDWARE SYNTHESIS AND SIMULATION

In the proposed DDC designs CORDIC algorithm based
optimized DDS design is used in place of DDS compiler
block to generate sinusoidal waveform needed for frequency
translation [27]. The FIR Compiler blocks of existing
designs are replaced by equiripple techniques based
decimators for optimal filter length to reduce the hardware
requirement. It is further supported by the half band filter
concept to improve the computational complexity for
enhanced speed. Finally, Poly-phase decomposition
technique is utilized in hardware implementation of
proposed design to optimize both speed and area together by
introducing the partially serial pipelined MAC architecture.
The third stage of decimation has been developed using
efficient RRC filter [28] design. All the decimators are
implemented using MAC Algorithm with optimal number
of embedded multipliers of target FPGA along with
pipelined registers to enhance the speed performance and
resource utilization. The Virtex-II Pro FPGA device is used Figure 12. Optimized WCDMA DDC 2 Response
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The optimized DDC designs are finally mapped for
hardware implementation and synthesised on Virtex-II Pro
based xc2vp30-7ff896 target device. The resource
consumption of proposed DDC design on specified target
device is shown in Table I.

TABLE 1. RESOURCE UTILIZATION
Logic Utilization DDC Design 1 DDC Design 2
Number of Slices 1477 1462
Number of Flip Flops 2535 2533
Number of LUTs 1429 1366
Number of I/Os 34 28
Number of MULT 46 46

The proposed optimized DDC 2 can operate at a
maximum frequency of 146.36 MHz and DDC 1 can
operate at 119 MHz as compared to 122.88 MHz in case of
[23]. So the proposed DDC 2 provides an improvement of
19% in speed and DDC 1 provide almost same speed as that
of existing DDC design. The developed DDC designs have
shown better resource utilization as compared to DDC
design of [24] which is shown in Table II. Bar graph of the
above resource utilization of the proposed DDC design
results is shown in Figure 13.

TABLEIl.  RESOURCE UTILIZATION COMPARISON
Logic Utilization DDC Design Proposed DDC
[26] Designs
Number of Flip 4.93% 9%
Flops
Number of Slices 7.9% 10%
Number of MULT 3.8% 33%
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Figure 13. Resource Utilization Bar Graph

V. ASIC DESIGN ANALYSIS

An application-specific integrated circuit (ASIC), is an
integrated circuit (IC) customized for a particular use, rather
than intended for general-purpose use. A chip designed to
run in a specific environment is an ASIC. ASICs use a
hardware description language (HDL) to describe the
functionality of ASICs such as Verilog or VHDL. The
design is coded in Verilog hardware description language
(HDL) [30, 31]. Here, ASIC implementation is done to
calculate the power, delay, total no. of cells and area. The
proposed filter is designed and simulated using 90nm
technology cadence environment. Initially, RTL is
developed from Verilog file as shown in Figure 14 which is
verified using Pre synthesis simulation as shown in Figure
15. Physical design implementation is performed using
optimized placement and routing as shown in Figure 16.
Finally placed and routed DDC is validated using Post
synthesis waveforms as shown in Figure 17. The
performance of developed DDC was evaluated for different
parameters as shown in Table III. It can be observed from
result analysis that proposed DDC require 601mm? area and
consume 3169.61 nW power.
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Various parameters of DDC design after ASIC realization
has been studied and summary of the results obtained are
listed in Table III showing operational power supply,
technology, total number of cells obtained, total cell area,
leakage power, dynamic power and total power. Finally, the
area and power consumption of DDC [1] and the proposed
DDC ASIC are compared in Table IV. Bar graph of the
above obtained results in shown in Figure 18.

TABLEIII.  DDC ASIC PARAMETERS

Parameter Value

Power Supply 12V
Technology CMOS 90 nm

Total No. of Cells 138
Total Cell Area 601mm’

Leakage Power 2347.455 nW
Dynamic Power 822.151 nW
Total Power 3169.607 nW

TABLE IV. AREA AND POWER COMPARISON

PARAMETERS DDCJ1] PROPOSED DDC ASIC
Area 1462 601 mm*
Slice Registers Silicon Area
Power - 3169.607 nW
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VI. CONCLUSION

This paper presents an efficient and cost effective DDC
design for software defined radios. The proposed DDC
designs are developed and implemented on multiplier based
Virtex II Pro target FPGA using optimized MAC algorithm.
Three decimator stages are optimized separately and then
cascaded together. The optimized DDC has been developed
using partially serial pipelined MAC algorithm for area and
speed optimization. The ASIC realization of the proposed
design is done to find the power consumption of the DDC
circuit. From the results, it is concluded that the proposed
design obtained has low power consumption, i.e., 3169.61
nW and reduced area utilization, i.e., 601mm?. The DDC
designs are efficiently floor planned and routed to achieve
the desired timing constraints. The developed DDCs have
shown improved resource utilization to provide cost effective
solution for software radios in terms of low power
consumption and reduced area.
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Abstract— Increasing product and process complexity
combined with rapidly changing markets and dynamic
competition are daily challenges faced by industries. Current
industrial platforms need to evolve in order to support different
advanced capabilities including semantic interoperability, self-
optimization between edge and cloud, sensor fusion and
processing, and edge-aware stream processing, among others.
Companies can benefit greatly from of Internet of Things as a
tool for finding growth in unexpected opportunities. In this area
an enormous quantity of heterogeneous and distributed
information is stored in databases, web sites and digital
storehouses. In the traditional search engines, the information
stored in Digital Industry Repository (DIR) is treated as an
ordinary database that manages the contents and positions. The
present search techniques based on manually annotated
metadata and linear replay of the material selected by the user
do not scale effectively or efficiently to large collections. This
can significantly reduce the accuracy of the search and draw in
irrelevant documents. This paper describes semantic
interoperability problems and presents an intelligent
architecture to address them. We concentrate on the critical
issue of metadata/ontology-based search and expert system
technologies. Our approach for realizing content-based search
and retrieval information implies the application of the Case-
Based Reasoning technology and ontologies. The objective here
is thus to contribute to a better knowledge retrieval in the
industrial domain. We have developed a prototype, which
suggests a new form of interaction between users and digital

enterprise repositories, to support efficient sharing of
distributed knowledge.
Keywords-Case base Reasoning; Ontology; jColibri;

Semantic Interoperability; Artificial Intelligence.

L INTRODUCTION

Currently, industrial information provides even more
granular information through unit and equipment databases,
which provide details about installed equipment, including
models, designed capacity, throughput, and start
up/shutdown dates for turbines, generators, and refining
equipment. This data and information are stored in digital
repositories, digital archives, and business Web sites. Digital
Industry Repository (DIR) presents centralized hosting and
access to content. DIRs provide the ability to share digital
objects or files, the permissions and controls for access to
content, the integrity, and intellectual property rights of
content owners and creators. A primary research goal
thereby is the development of concepts for semi-automatic
service composition to support flexibility in re-tooling
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Technical High School of Computer Science
University of Seville
Seville, Spain
aryburcen@us.es, cleon@us.es

knowledge and quick adaptation to failures in the automation
chain.

Digital repositories are online databases that provide a
central location to collect, contribute and share knowledge
resources to use in the industrial domain. In order to remain
competitive, companies must be able to develop products
and services quickly and manage data and knowledge
efficiently. Access to these collections poses a serious
challenge. Mechanisms to retrieve information and
knowledge from digital repositories have been particularly
important. Artificial Intelligence (AI) and Semantic Web
provide the common framework to allow knowledge to be
shared and reused in an efficient way. Results generated by
the current searches are a list of results that contain or treat
the pattern. Although search engines have developed
increasing efficiency, information overload obstructs precise
searches. Thus, it is necessary to develop new intelligent and
semantic models that offer more possibilities [1]. In this
paper, we propose a comprehensive approach for discovering
information objects in large digital repositories based on
analysis of recorded semantic metadata and the application
of Case Based Reasoning technique. We suggest a
conceptual architecture for a semantic search engine.

There are researchers and related field works that include
intelligent techniques to share information such as [2] that
describes the application of intelligent systems techniques to
provide decision support to the condition monitoring of
nuclear power plant reactor cores. An intelligent image agent
based on soft-computing techniques for color image
processing is proposed in [3]. Huang et al. [4] propose an
intelligent human-expert forum system to perform more
efficient knowledge sharing using fuzzy information retrieval
techniques. Yang et al. [5] present a system to collect
information through the cooperation of intelligent agent
software, in addition to providing warnings after analysis to
monitor and predict some possible error indications among
controlled objects in the network. Gladun et al. [6] suggest a
Semantic Web technologies-based multi-agent system to
allow automatically controlling students’ acquired
knowledge in e-learning frameworks.

The meta-concepts have explicit ontological semantics,
so that they help to identify domain concepts consistently
and structure them systematically. The architecture presented
differs from other reference architectures and we include it
here due to its widespread use and importance in designing
Internet of Things (IoT) systems capable of handling the
tremendous amounts of data and knowledge generated by the
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sensors. In [7], the authors propose the construction of an
ontology to formalize the industrial management knowledge.
Bertola et al. [8] present the building blocks for creating a
semantic social space to organize artworks according to an
ontology of emotions, which takes into account both the
information two ancestral terms share and the probability
that they co-occur with their common descendants. In [9],
the authors present an approach, which allows users to
semantically query the building information modeling design
paradigm using a domain vocabulary, capitalizing on
building product ontology formalized from construction
perspectives. Zhang et al. [10] propose a framework to
quantify the similarity measure beneath a term pair, which
takes into account both the information two ancestral terms
share and the probability that they co-occur with their
common descendants. In [11], the authors present a method
for selecting a semantic similar measure with high similarity
calculation accuracy for concepts in two different Computer-
aided design model data ontologies.

In addition, the advancing development of integrated
intelligent management systems has motivated to researchers
to address the specific problem of integrating knowledge
management. Many researchers have suggested that
intelligent sensor network technologies could improve the
effectiveness and efficiency of real-time management. In
[12] authors have developed a distributed information
management system to integrate and manipulate the
heterogeneous, distributed information resources in the
Iranian power industry. Mehrpoor et al. [13] describe an
intelligent service to improve knowledge and information
accessibility by personalizing the knowledge and
information based on the stakeholder's situation in their
working life, which is known as a recommender system. In
[14], the authors study a grid-based infrastructure, which
adopts the semantic Web and the Grid to share information
in the press industry chain. Chen et al. [15] address the
important issues in developing domain-specific ontology for
manufacturing used in Industrie 4.0 demonstration
production lines. For this purpose a generic ontology is
developed considering all the aspects about the product from
customized order to resulting production.

There is a lot of research on applying Al and semantic
techniques to share knowledge. In this work we focus upon
the latter tasks, which are intended to guarantee the desired
quality of network services to the industry and to collect and
evaluate the associated knowledge. Information has to be
gathered for the purposes of accounting and for gaining
information for future industrial services design. In this
paper, we present a full integration of Al technologies and
semantic methods during the whole life cycle from the
industrial point of view. Our work differs from related
projects in that we build ontology-based contextual profiles
and we introduce to an approach using metadata-based
ontology search and expert system technologies [16]. More
specifically, the main objective of this research is to search
possible intelligent infrastructures based on the construction
of decentralized public repositories where no global schema
exists. For this reason, we are improving representation by
incorporating more metadata from within the information.
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The objective has focused on creating technologically
complex to environments in the industrial domain and
incorporates Semantic Web and Al technologies to enable
precise location of industrial resources.

The remaining paper is organized as follows: In Section
IT reports a short description of important aspects in
Industrial domain, the research problems and current work.
Section III  describes the systems and services
interoperability requirements. Section IV studies the role of
semantic and artificial intelligence in industrial domain.
Section V y Section VI concern the design of a prototype
system for semantic search framework, in order to verify that
our proposed approach is an applicable solution. Section VII
and Section VIII demonstrate the proposed intelligent
architecture can successfully control an industrial domain.
Finally, Section IX concludes chapter and outlines the future
work.

II.  TRANSFORMING INDUSTRIAL VALUE CREATION

Industrie 4.0 is currently one of the most frequently
discussed topics by researches. Its aim deals with intentions
between science and industry with continuous improvements
of the general conditions for innovations. Industrie 4.0 is a
strategic initiative to take up a pioneering role in industrial
Information  Technology (IT), which is currently
revolutionizing the manufacturing engineering sector.
Industrie 4.0 covers science and technology-based solutions
in different specific fields like climate and energy, health and
nutrition, mobility, security, and communication. Industrie
4.0 represents the coming fourth industrial revolution, which
connects embedded system production technologies and
smart production process to pave the way to a new
technological age. In other words, industrial production
machinery no longer simply processes the product, but the
product communicates with the machinery to tell it exactly
what to do. In more depth, we recognize six design principles
of Industrie 4.0:

- Interoperability: it means that it is crucial to set up
standards in order to rule the communication between Cyber-
Physical Systems (CPS) of various manufacturers.

- Virtualization: necessary for an overall monitoring of
physical processes, thus enables us to use it for simulations
of models.

- Decentralization: it enables the different systems to
make their decisions separately.

- Real-time capability: collecting of data in each step of
the process should be in real-time.

- Service orientation: reliable service must be considered
as well.

- Modularity: Modularity brings up flexibility to in terms
that each individual model must be designed in such a way
that it is easy to replace or apply new innovations.

In the age of Industrie 4.0, products have barcodes or
Radio Frequency Identification (RFID) chips on the surface
to pass information to machines, which communicate with
and control each other. The physical and virtual worlds
merge into cyber-physical systems. Not only intelligent
machines and products, but also all entities involved in
production, including suppliers and customers along the
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entire value chain are networked with Information
Communications Technology (ICT), from logistics to
production and marketing to service. They may have a need
to know any information to provide efficient services: What
product belongs in which packaging? What transport
container is where? What processing step comes next? What
machine requires maintenance or replacement parts, and
when? Where can unrealized cost reduction potential be
found in the logistics process?

The reason why researches have been investing so much
effort in this project is that technology is the main building
block for innovations and innovations shape the future. An
important aspect is the connection between the physical and
the knowledge of resource management and this connection
can be established due to DIRs. DIRs contain data and
knowledge of management about physical resources, which
conform IoT. Embedded computer and networks monitor
and control the physical processes, usually with feedback
loops where physical processes affect computations and vice
versa. This demonstrates why efficient knowledge retrieval is
important to monitor physical processes, to create a virtual
copy of the physical world and then make decentralized
decisions.

For example, a machine at step 3 of a production process
could alert other machines from steps 4 and onward that the
production will be delayed a bit because there’s an urgent fix
that needs to be done on the machine at step 3. Of course,
there will still be humans interacting with the machines in
this manufacturing process. A production plant manager will
still manage the plant, but s’he will have more data coming
from all the machines, therefore enabling a better use of
resources, better scheduling of maintenance and delays.
Based on current technology, the manager located in the
middle of the plant, with a tablet in hand, looking at all the
data coming in from the machines, taking in all the
information coming in verbally from the employees, and
making decisions based on this data can therefore be:
adjusting the production schedule, ordering supplies and
adjusting employee assignments all according to the current
plant conditions.

The knowledge and information data volumes produced
in this complex system are permanently available and
evaluated in real time. Not only do employees have mobile
access to this data, they can also intervene in the processes
using mobile devices. In this sense, the efficient knowledge
retrieval is becoming increasingly important. The benefits for
participants along the entire value chain are varied. Waste is
reduced, the ability to respond to individual customer wishes
is improved, and the production of one-offs, and very small
quantities becomes more cost-effective. Faster, more reliable
decisions can be made, business processes become more
flexible and dynamic, new business models are created.
Downstream services complement the traditional portfolio of
manufacturing companies.

To reach these goals we need the capacity of different
information systems, applications and services to retrieve,
communicate, share and interchange knowledge in an
effective and precise way, as well as to integrate with other
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systems, applications and services in order to deliver new
products and services.

III.  SYSTEMS AND SERVICES INTEROPERABILITY

REQUIREMENTS

Connectivity and interoperation among computers,
among entities, and among software components can
increase the flexibility and agility of industrial systems, thus
reducing administrative and software costs for industry. This
capacity expands the industrial processes to automatically
work together in an eficency way [17]. It is clear that the
ability to interoperate is key to reducing industrial integration
costs and inefficiencies, increasing business agility, and
enabling the adoption of new and emerging technologies.

Interoperability is the ability of two or more industrial
assets like hardware devices, communications devices, or
software components, to easily or automatically work
together. ISO/IEC 2382 Information Technology Vocabulary
defines interoperability as “the capability to communicate,
execute programs, or transfer data among various functional
units in a manner that requires the user to have little or no
knowledge of the unique characteristics of those units”. An
interoperability framework can be described as a set of
standards and guidelines, which describe the way in which
organizations have agreed, or should agree, to interact with
each other.

In this context, interoperability is the ability of
information and communication technology systems and of
the business processes they support to exchange data and to
enable sharing of information and knowledge. Technical
dimension of interoperability includes uniform movement of
industrial data, uniform presentation of data, uniform user
controls, uniform safeguarding data security and integrity,
uniform protection of industrial confidentiality, uniform
assurance of a common degree of service quality (Figure 1).

Abstract

ORGANIZATIONAL
Coordinated processes

Supporting the path from process awareness to standardized
process to enhanced industry capability.

SEMANTIC
Preservation of the precise meaning of information
Information lifecycle management.

Plan to share information principles for management industry
information. Authoritative data sources, protocols for
shared/re-use information across industry sector.
TECHNICAL
Technical linking of systems

Harmonisation of standards for transport, messaging, description,
discovery and security.

Concrete

Figure 1. Levels of interoperability

Specifically, organizational interoperability is defined as
the state where the organizational components of the
industrial system are able to perform seamlessly together.
The goal of semantic interoperability is to improve
communication on industrial related knowledge both among
humans and machines. In order to achieve this, a two-
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pronged approach is necessary: achieving a unified ontology
and tackle concrete and clearly delineated issues. The
functional goal is to allow data to be exchanged between
different projects in multiple corporations using different
equipment and software. From multiple manufacturers or
vendors. Technical interoperability consists in being able to
communicate and interact between two systems coming from
different manufacturers.

Furthermore, achieving semantic and organizational
interoperability requires strictly agreeing on the meaning of
information and aligning business processes across
enterprises/industries. At one level, general cross-industry
frameworks and software infrastructure approaches can be,
and are being, developed for semantics and business
processes. For example, general semantics for major
business transactions, such as purchase orders and invoices,
are outlined through standards such as Universal Business
Language (UBL), UN/CEFACT Core Components, and
Open Applications Group Integration Standard (OAGIS).

Different efforts are being leveraged by many standards
efforts to address semantic and organizational
interoperability and are proving to be a model for addressing
semantic and organizational interoperability like ebXML,
RosettaNet, the new UN/CEFACT work on aligning its
global business process standards work with Web and other
services. In June 2002, European heads of state adopted the
Europe Action Plan 2005 at the Seville summit. They call on
the European Commission to issue an agreed interoperability
framework to support the delivery of European Digital
services to enterprises. This recommends technical policies
and specifications for joining up public administration
information systems across the European Union. This
research is based on open standards and the use of open
source software. These aspects are the pillars to support the
European delivery of Digital services of the recently adopted
European Interoperability Framework (EIF) [18] and its
Spanish equivalent [19]. This document is a reference for
interoperability of the new Interoperable Delivery of Pan-
European Digital Services to Public Administrations,
Business and Citizens program (IDAbc). Member States
Administrations must use the guidance provided by the EIF
to supplement their national Interoperability Frameworks
with a pan-European dimension and thus enable pan-
European interoperability [20].

IV. IMPLEMENTATION OF INDUSTRIE 4.0 WITH
ONTOLOGIES AND ARTIFICAL INTELLIGENCE

In the current industry it is a need to disperse real time
data, which can spread the effort and resources more
accurately. So, productivity is increased and the use of raw
material is optimized. The quality of the final product should
also be improved; if the data coming from design process
shows that the real value used always has an offset from the
set point, then the design plans can be adjusted accordingly
and the simulations as well. This will enable a simulation
that actually corresponds to reality, and eventually a product
that is closer to its original design. Adaptability is a big plus
in Industrie 4.0. So, intelligent management of huge amounts

International Journal on Advances in Intelligent Systems, vol 10 no 3 & 4, year 2017, http.//www.iariajournals.org/intelligent_systems/

of resources and associated data are areas that need a rapid
development.

In practice, it is apparent that some companies have only
a rudimentary grasp on Industrie 4.0 and so a basic
automation and IT infrastructure must first be created. Even
more advanced companies generally have a conventional
system environment according to the classic automation
pyramid with relatively rigid and outmoded systems that
were installed for a specific task. These systems are usually
based on proprietary and therefore inflexible data structures.
Consequently, modifications and expansions are very time
consuming and costly. This makes it possible to achieve
enormous cost savings and economies of scale. Management
has genuine real-time information for its decision-making
processes. The results of any action taken can be directly
measured, identified and then corrected as needed.

The Industrie 4.0 vision assumes the secure
communication and cooperation of all participants across
companies in real time for the entire lifetime of the product.
The first step towards Industrie 4.0 for most companies is the
complete vertical integration and digitization of the systems
involved in the manufacturing process via a Manufacturing
Execution System (MES), which allows real-time
transparency. A horizontal integration of individual
functionalities is also necessary. In this context, MES, the
information hub, is the central element that collects,
analyzes, processes and provides the other systems with the
big data. The information that Industrie 4.0 provides together
with, for example, big data, social media, and cloud
computing, make it possible to optimize the decision-making
process, secure design decisions early on and respond
flexibly to disturbances, as well as optimize all the resources
across more than one site.

In the industry domain levels of service provision can be
influenced by different operations and parameters that affect
the bottom-line results:

* Do you need to know in real time the status of many
different components and devices in a large complex
system?

* Do you need to measure how changing inputs affect the
output of your operations?

* What gear must you to control, in real time, from a
distance?

* Where are you lacking accurate, real-time data about
key processes that affect your operations?

This has a variety of benefits along the entire value chain.

It improves the ability to respond to individualized customer
needs and makes it more profitable to manufacture
individual units and small quantities. The flexibility is
progressing through the dynamic design of business
processes via the Internet in various dimensions as well as
agile engineering processes. Intelligent monitoring and
control increases efficiency and maximizes profitability.
Here are few of the things you can do with the information
and control capabilities you get from an intelligent system:

* Detect and correct problems as soon as they begin.

» Measure trends over time.

* Discover and eliminate bottlenecks and inefficiencies
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* Control larger and more complex processes with a less

specialized staff.

Industrie 4.0 is actually a concept, which has the
strength of focusing the development efforts in the right
places. Once the concept is defined, we can see where the
system fails to perform, and this is where the effort for
improvement can be concentrated. Using a simple analogy,
we can compare the industrial paradigm with Formula One
racing where the cars are going around a track with
thousands of sensors monitoring the cars. Every time a car
goes past the pit wall, the systems downloads data, and the
race engineers tell the driver how to drive in response to that
data. That is what is needed in our factories. There needs to
be the equivalent of the pit wall somewhere to make sure
that the factory machinery is working better than that of the
competitors.

We propose a modern factory with all the steps
automated and interrelated, with operators on their tablets
tracking on going production. In industry it is important to
stay aware of the global strategies of Industrie 4.0, and think
of Industrie 4.0 when you acquire new equipment; a sensor
with an Ethernet connection will eventually be useful to
connect to the rest of the factory.

Thus, considerable effort is required in creating
meaningful metadata, organizing and annotating digital
documents, and making them accessible. This work concerns
applications of the semantic technology for improving
existing information search systems by adding semantic
enabled extensions that enhance information retrieval from
information systems.

Industrial repositories contain a large volume of digital
information, generally focusing on making their knowledge
to improve associate decision-support systems. Within a pool
of heterogeneous and distributed information resources,
users take site-by-site searching. Quality of search results
varies greatly depending on quality of the search query from
too limited set of results to a too large number of irrelevant
results. For certain cases specifying a couple of keywords
can be enough, if they are really specific and no ambiguity is
possible. Currently, electronic search is based mainly on
matching keywords specified by users with sought
information web pages that contain those keywords.
Ambiguity of most word-combinations and phrases, which
are used for searching web resources, and poor linguistic
features of available web-content indexing and matching
mechanisms severely affect the results of most internet
searchers.

Essentially, most Industrie 4.0 experts agree that a
number of norms and standards already exist. Use of
ontologies can provides the following benefits:

- Share the knowledge domain that can be communicated
between agents and application systems.

- Explicit conceptualization that describes the semantics
of the data.

In our work we analyzed the relationship between both
thecniques ontologies and expert systems. We have proposed
a method to efficiently search the target information on a
digital repository network with multiple independent
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information sources. The use of AI and ontologies as a
knowledge representation formalism offers many advantages
in information retrieval. This scheme is based on the
principle that knowledge items are abstracted to a
characterization by metadata description, which is used for
further processing. This characterization is based on an
ontology that allows sharing the relevant information
domains sources. This motivates researchers to look for
intelligent information retrieval approach and ontologies that
search and/or filter information automatically based on some
higher level of understanding what is required. We make an
effort in this direction by investigating techniques that
attempt to utilize ontologies to improve effectiveness in
information retrieval.

V. IMPLEMENTATION INTELLIGENT AGENTS

Nowadays there are many platforms and tools available
for the retrieval information and data. Although these tools
are powerful in locating matching terms and phrases, they
are considered passive systems. Intelligent Agents (IAs) may
prove to be the needed instrument in transforming these
passive search and retrieval systems into active, personal
user assistants. In this sense, IAs are currently used to
improve the search and knowledge retrieval from online
databases and repositories. Software agents function in a
particular environment, i.e., an agent platform, which is often
populated by other agents and processes. While there are
obvious similarities, there are also significant differences
between agents and objects. The first is in the degree to
which agents and objects are autonomous.

A model uses multiple agents, which deliver personalized
search engine results. An IA is a data-processing entity,
which carries out in an autonomous way tasks delegated by a
user, but also a part of software, which can operate on behalf
of another entity. In our context, intelligent software agents
may be provided with a user-friendly interface, which is used
to acquire user specifications of industry domain. In the
context of this research, however, the tasks that we are
primarily concerned with include reading, filtering and
sorting, and maintaining information.

In the industry environment, IAs can be used to
recommend actions, or distribute searches of the users
among available multi-agents. The IA platform hosts several
IAs, each of them having local knowledge and which may
move autonomously in form of mobile intelligence to other
agent platforms. An intelligent software agent has
characteristics like mobility, ability to interact and to
cooperate, learn and even reason, based on certain
knowledge representations. These skills can be used for
personalization or information filtering, motivating the usage
of intelligent software agents in the context of educational
systems to improve the knowledge retrieval. Each IA
contains a list of knowledge storage registries to find
additional content, and a list of other known IA platforms,
which may belong to other institution. IAs can update their
lists by communicating with other agents using a predefined
communication protocol.

The agent knowledge acquisition can happen through
experience problem solving, and inductive/deductive
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reasoning. In our proposal the IA intelligence consists of two
components: semantic intelligence and rational intelligence.
These two parts have different purpose and characteristics
(Figure 2).
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Figure 2. Intelligent Agent components

Rational intelligence depends on insight, which is the
ability to detect, establish, forecast, and modulate
relationships between problems and solutions. A high
rational intelligence degree is usually not enough to produce
proper behaviors and efficient results in the search engine.
An engine with a high rational intelligence also needs to
have a high semantic intelligence to thrive. Semantic
intelligence improves productivity and effectiveness in
making meaning connections. Semantic intelligence links
knowledge through conceptual constructs (ontologies)
connecting pieces of knowledge critical to achieve the
integration of the data meaning. Thus, semantic reflects the
knowledge in a general work domain, but rational
intelligence decides how wisely these abilities are engaged,
directed, and applied.

A. Ontology Development

Interoperability is the ability of two or more systems or
components to exchange data and uses of information.
Semantic interoperability is achieved when the interacting
system attributes the same meaning to an exchanged piece of
data, ensuring consistency of the data across systems
regardless of individual data format. The semantics can be
explicitly defined using a shared vocabulary as specified in
an ontology. Semantic interoperability can be applied to all
parts of an IoT system, i.e., on IoT platforms in the cloud,
but also reaching to edge components and IoT devices. An
important area to study IAs communication, collaborative,
problem solving, and interaction in industry environments
are the IA. These objects must have work area knowledge to
solve domain-specific problems. In industry domain
semantic interpretation of the information plays an important
role in knowledge communication and transferring between
the plant sensors and the control center. Considering the
similarities and divergences in the different knowledge
representation kinds we have chosen ontology. Ontology is a
formal and explicit specification of shared conceptualization
of a domain of interest. IAs must have common shareable
ontology to share knowledge with each other and this
common sharable ontology must be represented in a standard
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format so that all software agents can understand and thus
communicate with.

Ontology is the knowledge structure, which identifies the
concepts, property of concept, resources, and relationships
among them to enable share and reuse of knowledge that are
needed to acquire knowledge in the specific search domain.
The ontology index comprises a plurality of relationships
between the plurality of terms and sub-category terms of the
ontology and a plurality of documents residing on the
network. One or more search results that describe the one or
more documents are presented to the user. The one or more
documents contain the one or more search terms, or one of
plurality of sub-category terms of the one or more search
terms. The search request comprises one or more search
terms of ontology. The ontology includes a plurality of
terms.

Ontology models can be used to relate the physical
world, to the real world, in the line-of-business and decision
makers. The objective of our system is to improve the
modeling of a semantic coherence for allowing the
interoperability of different modules of environments
dedicated to the industrial area. We have proposed to use
ontology together with Case-Based Reasoning (CBR) in the
acquisition of an expert knowledge in the specific domain.
We need a vocabulary of concepts, resources and services
for our information system described in the scenario, which
requires definition about the relationships between objects of
discourse and their attributes. The primary information
managed in the domain is metadata about industrial
resources, such as guides, digital services, alarms, and
information. ReasInd project contains a collection of codes,
visualization tools, computing resources, and data sets
distributed across the grids for, which we have developed a

well-defined  ontology using Resource Description
Framework (RDF) language [21] (Figure 3).
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Figure 3. Class hierarchy for the ReasInd ontology

The total set of entities in our semantic model comprises
the taxonomy of classes we use in our model to represent the
real world. Together these ideas are represented by ontology.
This provides the semantic makeup of the information
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model. The vocabulary of the semantic model provides the
basis on which user-defined model queries are formed. Our
ontology can be regarded as quaternion ReasInd:={caller,
resources, properties, relation}, where caller represents the
user kinds, resources cover different information sources like
electronic services, web pages, databases, and guides. Also,
properties contain all the characteristics of the services and
resources and a set of relationships intended primarily for
standardization across ontologies. We integrated three
essential sources to the system: electronic resources, a
catalogue of documents, and personal database.

We choose Protégé as our ontology editor, which
supports knowledge acquisition and knowledge base
development. It is a powerful development and knowledge-
modeling tool with an open architecture [22]. Protégé uses
OWL and RDF as ontology language to establish semantic
relations [23]. For the construction of the ontology of our
system, firstly we determine the domain and scope of the
ontology: electronic services, web pages, DD.BB, and
guides. Also it is also necessary to adapt the ontology to the
user kinds needs. Second, we enumerate important terms in
the ontology. It is useful to write down a list of all terms we
would like either to make statements about or to explain to a
user. Then we define the classes and the class hierarchy.
Based on RDF Schema we describe the relations between
classes, currently implemented 10 classes and about 175
properties. The ontology and its sub-classes are established
according to the taxonomies profile. As mentioned in
previous sections, relations among ontologies can be
composed as a form of declarative rules, which can be
further handled in inference engines.

The last step is to provide a conversational CBR system
to retrieve the requested metadata satisfying a user query.
We need to add enough initial instances and item instances to
the knowledge base. Thirteen thousand cases were collected
for user profiles and their different resources and services.
This is sufficient for our proof-of-concept demonstration, but
would not be sufficiently efficient to access large resource
sets. Each case contains a set of attributes concerning both
metadata and knowledge. However, our prototype is
currently being extended to enable efficient retrieval directly
from a database, which will enable its use for large-scale sets
of resources.

VL

The proposed architecture is based on our approach to
share information in an efficient way by means of metadata
characterizations and domain ontology inclusion. The system
works by comparing items that can be retrieved across
heterogeneous repositories and capturing a semantic view of
the world independent of data representation. It implies to
use ontology as vocabulary to define complex, multi-
relational case structures to support the CBR processes [24].
The goal is achieved from a search perspective, with possible
intelligent infrastructures to construct decentralized
industrial repositories where no global schema exists. This
goal implies the application of CBR technique.

SYSTEM ACHITECTURE AND KEY ELEMENTS
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In order to support the semantic shared knowledge in
industrial repositories, a prototype CBR and ontology-based
techniques have been development. The architecture of our
system is shown in Figure 4, which mainly includes four
elements: the acquire engine, ontology, knowledge base, and
graphical user interface.

GUI

esmsszzzsszzsszzs Control

Il Ontology Actions .. o'

: Search
@ : ng ” 3
0593 = . (V&
e | '
Users '

// Domain | s
INTELLIGENT AGENT | \

Figure 4. ReasInd architecture

Persistent
Knowledge Store

A. The Acquire Engine - Case Based Reasoning

Our architecture itself is separated into three layers:
DD.BB capable of storing, managing and controlling the
extensive sets of knowledge; the CBR layer for indexing the
knowledge for efficient retrieval and retain knowledge set;
and GUI to provide low-latency functionality and access to
recent data. CBR is a problem-solving architecture that
solves a new problem, by remembering a previous similar
situation and by reusing knowledge of that state. In the CBR
application, problems are described by metadata concerning
desired characteristics of an industry resource, and the
solution to the question is a pointer to a resource described
by metadata. A new difficulty is solved by retrieving one or
more previously experienced cases, reusing the case,
revising, and retaining. When a user introduces a description
request to the system the reasoning cycle may be described
by following processes (Figure 5).

SENSOR DATA

ACTIONS

Revised Solution
Diagnosis, decision
taken and outcome

Knowledge about

sensors reading
action taken

outcome

LEARNING |+~~~ Retain "=~/ ADAPTATION

Selected solution, carried

N Revise Suggest similar case, their
out autoxtlomo;l]sll); or with ! [ rieie
external help !
VERIFY }

Autonomous

' ‘ decision Making

Figure 5. ReasInd Case Based Reasoning Cycle

Interaction with
Technician

The system retrieves the closest-matching cases stored in
the case base. It reuses a complete design, where case-based
and slot-based adaptation can be hooked, is provided. If

2017, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

173



appropriate, the validated solution is added to the case for
use in future problem solving. It then checks out the
proposed solution if necessary. Since the proposed result
could be inadequate, this process can correct the first
proposed solution. The system retains the new solution as a
part of a new case. This process enables CBR to learn and
create a new solution. The solution is validated through
feedback from the user or the environment.

Implementing a CBR application from scratch remains a
time-consuming software engineering process and requires a
lot of specific experience beyond pure programming skills.
This involves a number of steps, such as: collecting case and
background knowledge, modeling a suitable case
representation, defining an accurate similarity measure,
implementing retrieval functionality and implementing user
interfaces. In this work, we have chosen framework jColibri
to develop the intelligent search.

JColibri is a java-based configuration that supports the
development of knowledge intensive CBR applications and
helps in the integration of ontology in them [25]. This way
the same methods can operate over different types of
information repositories. The Open Source JColibri system
provides a framework for building CBR systems based on
state-of-the-art software engineering techniques. JColibri is
an open source framework, which affords the opportunity to
connect easily by ontology in the CBR application to use it
for case representation and content-based reasoning methods
to assess the similarity between them. Nevertheless, at the
same time, it ensures enough flexibility to enable expert
users to implement advanced CBR applications.

B. Knowledgebase

The understanding provided through semantic models is
critical to being able to properly drive the correct insights
from the monitored instrumentation, which ultimately can
lead to optimizing business processes or, in this case,
industry services. As a result, semantic models can greatly
enhance the usefulness of the information obtained through
operations integration solutions. In the physical world a
control point such a valve or temperature sensor is known by
its identifier in a particular control system, possibly through
a tag name like 103-AA12.

CBR case data could be considered as a portion of the
knowledge, i.e., metadata about resources. The metadata
descriptions of the resources and objects (cases) are
abstracted from the details of their physical representation
and are stored in the case base. Every case contains both a
description of the problem and the associated solution. The
information model provides the ability to abstract different
kinds of data and provides an understanding of how the data
elements relate. A key value of the semantic model then is to
provide access to information in context of the real world in
a consistent way.

Semantic models allow users to ask questions about what
is happening in a modeled system in a more natural way. As
an example, an oil production enterprise might consist of five
geographic regions, with each region containing three to five
drilling platforms, and each drilling platform monitored by
several control systems, each having a different purpose. One
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of those control systems might monitor the temperature of
extracted oil, while another might monitor vibration on a
pump. A semantic model will allow a user to ask a question
like, "What is the temperature of the oil being extracted on
Platform 5?", without having to understand details such as,
which specific control system monitors that information or,
which physical sensor is reporting the oil temperature on that
platform. Within a semantic model implementation, this
information is identified using "triples" of the form "subject-
predicate-object"; for example:

Tank1 <has temperature> Sensor 7
Tank 1 <is part of> Platform 4
Platform 4 <is part of> Plant1

These triples, taken together, make up the ontology for
Plant] and can be stored in the model server. This
information, then, can be easily traversed using the model
query language more easily than the case without a semantic
model to answer questions such as "What is the temperature
of tank 1 on Platform 4".

C. Evaluating a Set of Maching Cases

The inference engine contains the CBR component that
automatically searches for similar queries-answer pairs based
on the knowledge that the system extracted from the
questions text. The retrieval process identifies the features of
the case with the most similar query. It treats the RDF query
schema and the RDF query instance as a tree then tries to
match all possible interpreting paths of a query instance with
annotated pictures and finally ranks the similarity match and
finds the best answer. Based on the proposed representation
model, we have developed a retrieval scheme for the
intelligent retrieval system. Given a new case and a large
precedents database, we develop the following scheme to
identify those relevant precedents step by step. When a new
case arises, users always want to find the factually relevant
precedents that are similar in all or most representation
elements. However, it is impossible to find an identical
precedent with the new case due to the factual diversity of
actual cases. In that case, those precedents sharing one or
more representation elements with the new case are desired
as they are potentially useful for making legal arguments
[26].

The use of structured representations of cases requires
approaches for similarity assessment that allows a
comparison of two differently structured objects, in
particular, objects belonging to different object classes.
Retrieval strategy used in our system is cosine approach.
Cosine similarity is a measure of similarity between two
vectors by measuring the cosine of the angle between them
[27]. The system relies on cosine similarity distance metrics
when computing distance between symbolic vectors
representing the retrieved cases. First, let us take an instance
and break it down into features, in the simple case features
can be just important attributes. Then we count the times a
particular word appears in the document. What we end up
with is a term vector or vector of terms and frequencies:

= (al,j, A2y ees at,j)
X= (X1, X2, +05 X¢)
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The attributes are used as a vector to find the normalized
dot product of the two cases. By determining the cosine
similarity, the system is effectively to find cosine of the
angle between the two objects (Figure 6).

3

a
/ e
Figure 6. Similarity between documents

We can use the cosine similarity between the query
vector and a document vector as a measure of the score of
the document for that query. The resulting scores can then be
used to select the top-scoring documents for a query. The
result of cosine function is equal to 1 when the angle is 0,
and it is less than 1 when the angle is of any other value.
Calculating the cosine of the angle between two vectors thus
determines whether two vectors are pointing in roughly the
same direction. For cosine similarities resulting in a value of
0, the documents do not share any attributes because the
angle between the objects is 90 degrees.

D. graphical user interface.

ReasInd is a platform, which is an intermediate link
between users and search engine. Keeping in mind that our
final goal is to reformulate requests in the ontology to
queries in another with least loss of semantics. We come to a
process for addressing complex relations between ontologies.
By using Reaslnd, the user can tune the query in accordance
with his needs, excluding answers from an inappropriate
domain and add semantically similar results. Advanced
conversational user interface interacts with the users to solve
a query, defined as the set of questions selected and
answered by the user during the conversation. The real way
to get individualized interaction between a user and ReasInd
is to present the user with a variety of options and to let the
user choose what is of interest at that specific time. In our
system, the user interacts with the system to fill in the gaps
to retrieve the right cases (Figure 7).

A transformation algorithm was implemented in the
research prototype as the combined capability of the query
transformation agent and the ontology agent of the intelligent
multi-agent information retrieval mediator. The system has
different users profiles to help to user to build a particular
environment, which contains his interest search areas in the
industry repositories domain: Plan Managers, Assistants,
Operators, and Engineers. In this intelligence profile setting,
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people are surrounded by intelligent interfaces merged, thus
creating a computing-capable environment with intelligent
communication and processing available to the user by
means of a simple, natural, and effortless human-system
interaction. If the information space is designed well, then
this choice is easy, and the user achieves optimal information
through the use of natural intelligence that is, the choices are
easy to understand so that users know what they will see if
they click a link, and what they annul by not following other
links.
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Figure 7. Graphical User interface

Profile agents assist the technicians with the search,
according to the specifications they made. The search
parameters in a profile, the start of a search, or the access to
the list of retrieved knowledge can be controlled by invoking
appropriate search operations, which extract metadata from
plants resources. Ideally, profile agents learn from their
experiments, communicate and cooperate with other agents,
around in DIRs.

VIL

As the private networks have grown from small networks
into a large global infrastructure, the need to manage the
huge number of hardware and software components within
these networks more systematically has grown more
important as well. In order to validate our approach, we have
developed an intelligent control architecture in an industrial
domain, specifically in an electric power system.

This system integrates the management knowledge into
the network resources specifications. We study an example
of alarm detection and intelligent troubleshooting. We have
used a network that belongs to a company in the electrical
sector Sevillana-Endesa's (SE) a Spanish power utility.
ReasInd is used to optimize the operation of hundreds of
connected sensors currently installed. The Spanish power
grid company has a network using wireless on the regional
high-tension power grid. These low-cost wireless sensors
and accompanying analytics can dramatically improve plant
performance, increase safety, and pay for themselves within
months. The use of integrating knowledge in agents can help
the system administrator in using the maximum capabilities
of the intelligent network management platform without

EXPERIMENTAL EVALUATION
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having to use another specification language to customize the
application. To most companies, communications spending
is an obscure recurring cost composed of complex bills,
vendors, and services that can represent as much as 4% of
their total revenue [28]. If we add to this an environment of
ever-changing technology and typical business requirements
such as mergers, multiple sites, and different geographic
locations, the end result is a highly technical function with
financial impacts that can easily be misunderstood and over-
invested. It 1is necessary to analyze the entire
telecommunications  environment for an  efficient
management of the network resources.

We have used the Supervisory Control And Data
Acquisition (SCADA) system due to the management
limitations of network communication equipment (Figure 8).

[Network Supervision CenterJ

™N |
Slgnals ¢ __________

I Intelligent Intelhgen Intelhgent
Agent Agent Agent :
_I 1
1

Figure 8. Elements of the prototype

SCADA consists of the following subsystems:

- Remote Terminal Units (RTUs) connecting to sensors in
the process, converting sensor signals to digital data and
sending digital data to the supervisory system.

- Communication infrastructure connecting the supervisory
system to the RTUs.

- A supervisory computer system, acquiring data on the
process and sending commands control to the process.
ReasInd monitors in real time, the network’s main

parameters, making use of the information supplied by the
SCADA, placed on the main company building, and the
RTUs that are installed at different stations. SCADA systems
are configured around standard base functions like data
acquisition, monitoring and event processing, data storage
archiving, and analysis. The fundamental role of an RTU is
the acquisition of various types of data from the power
process, the accumulation, packaging, and conversion of data
in a form that can be communicated back to the master, the
interpretation and outputting of commands received from the
master, and the performance of local filtering, calculation
and processes to allow specific functions to be performed
locally. The supervision below and RTU include all network
devices and substation and feeder levels like circuit breakers,
reclosers, autosectionalizers, the local automation distributed
at these devices, and the communications infrastructure.
ReasInd allows the operator to search information,
alarms, or digital and analogical parameters of measure,
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registered on each RTU. Starting from the supplied
information, the operator is able to undertake actions in order
to solve the failures that could appear or to send a technician
to repair the equipment of the station. The system has the
capability of selecting an agent, which is best suited for
satisfying the client’s requirement, without the client being
aware of the details about the agent. Collaborative agents are
useful, especially when a task involves several systems on
the network.

VIIL.

Experiments have been carried out in order to evaluate
the effectiveness of run-time ontology mapping. The main
goal has been to check if the mechanism of query
formulation, assisted by an agent, gives a suitable tool for
augmenting the number of significant cases, extracted from
DIRs, to be stored in the CBR. For our experiments, we
considered 100 users with different profiles. So that we could
establish a context for the users, they were asked to at least
start their essay before issuing any queries to the system.
They were also asked to look through all the results returned
by the system before clicking on any result. In each
experiment, we report the average rank of the user-clicked
result for our baseline system, another search engine, and for
our system ReasInd [29]. Then we calculated the rank for
each retrieval document by combining the various values and
comparing the total number of extracted documents and
documents consulted by the user (Figure 9).

EVALUATION AND CORROBORATIONS

~Reasind

Ranking

Figure 9. Performance ReasInd & traditional ES

In our study domain, we can observe that the best final
ranking was obtained for our prototype and an interesting
improvement over the performance of others search engines.
Our system performs satisfactorily with about a 98.5 % rate
of success in real cases.

During the experimentation, heuristics and measures that
are commonly adopted in information retrieval have been
used. Statistical analysis has been done to determine the
important values in the results. While the users were
performing these searches, an application was continuing to
run in the background on the server, and capturing the
content of queries typed and the results of the searches. We
will discuss the issue of response time for five agents
associated with transceiver resources. We can establish that
our prototype improves the answer time and the average of
the traditional search engine. The results for ReasInd are
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25.4 % better than the time to execute searches in the
traditional search engines.

IX. CONCLUSION AND FUTURE WORKS

Semantic models based on industry standards take that
one step further, especially in intelligent techniques
application. Semantic models play a key role in the evolving
solution architectures that support the business goal of
obtaining a complete view of “what is happening” within
operations and then deriving business insights from that
view. In this paper, we provide different possibilities, which
semantic web opens for industry. One important objective is
to study appropriate industrial cases, collect arguments,
launch industrial projects and develop prototypes for the
industrial companies that believe in the benefits of the
Semantic Web.

We investigated how the semantic technologies can be
used to provide additional semantics from existing resources
in industrial repositories. This study addresses the main
aspects of a semantic and intelligent information retrieval
system architecture trying to answer the requirements of the
next-generation semantic search engine. For this purpose, we
presented ReasInd, a system based on ontology and Al
architecture for knowledge management in industrial
repositories. This scheme is based on the principle of the
knowledge items that are abstracted to a characterization by
metadata description, which is used for further processing.
We have proposed to use ontology together with CBR in the
acquisition of an expert knowledge in the specific industry
domain. The study analyses the implementation results and
evaluates the viability of our approaches in enabling search
in intelligent-based digital repositories.

We conclude by pointing out an important aspect of the
obtained integration: improving representation by
incorporating more metadata from within the information
and intelligent techniques into the retrieval process enhances
the effectiveness of the knowledge retrieval.

Industrie 4.0 will play a crucial role in shaping the future
in the next five to ten years in the world. Various strategy
and working groups are working on the Industrie 4.0
extension of existing norms and standards. Future work will
be concerned with the design of distributed and self-
managed industry services, which are able to automatically
discover, compose, and integrate heterogeneous components,
able to manage heterogeneous knowledge and intelligence
sources, able to create, deploy and exploit linked data, and
able to browse and filter information based on semantic
similarity and closeness.
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Abstract—Numerous mammals possess in addition to normal
body hairs tactile hairs, also known as vibrissae or whiskers,
to explore their environment. Biological observations have shown
that rodents use their tactile hairs in the snout region (mystacial
vibrissae) to estimate obstacle contact and obstacle shape within
a few contacts of the tactile hair. Despite different morphology
of animal vibrissae (e.g., cylindrically or conically shaped, pre-
curved, multi-layer structure), these biological tactile hairs are
modeled in a mechanical way to develop and analyze models
concerning their bending behavior with a glance to get hints for
a technical implementation as a technical sensor. We focus on an
analytical description, numerical simulations and experimental
verifications of an object scanning process to to achieve a better
understanding of this sense. We investigate the bending behavior
of cylindrically shaped rods with an intrinsic curvature, which
are one-sided clamped and interact with a rigid obstacle in the
plane. Hence, the sensing element vibrissa is under the load of an
external contact force during object scanning and is frequently
modeled as an Euler-Bernoulli bending rod allowing for large
deflections. Most of the literature is limited to the research on
cylindrical & straight, or tapered & straight rods. The (natural)
intrinsic curved shape is rarely analyzed. Hence, the aim is to
determine the obstacles contour by one quasi-static sweep along
the obstacle and to figure out the dependence on the intrinsic
curvature of the rod. The consideration of an intrinsic curvature
makes the analytical treatment a bit harder and results in
numerical solutions of the process. Nevertheless, at first, we focus
on a constant intrinsic curvature and, then, present simulations
and experiments using a variable one.

Keywords—-Vibrissa; intrinsic curvature; sensing; object scan-
ning; contour reconstruction.

I. INTRODUCTION

In recent years, the desi<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>